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Abstract
Simulators make unique benchmarks for causal
effect estimation as they do not rely on unveri-
fiable assumptions or the ability to intervene on
real-world systems. This is especially important
for estimators targeting healthcare applications
as possibilities for experimentation are limited
with good reason. We develop a simulator of
clinical variables associated with Alzheimer’s
disease, aimed to serve as a benchmark for
causal effect estimation while modeling intrica-
cies of healthcare data. We fit the system to
the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI)1 dataset and ground hand-crafted
components in results from comparative treat-
ment trials and observational treatment pat-
terns. The simulator includes parameters which
alter the nature and difficulty of the causal in-
ference tasks, such as latent variables, effect
heterogeneity, length of observed subject his-
tory, behavior policy and sample size. We use
the simulator to compare standard estimators
of average and conditional treatment effects.

Data and Code Availability We make use
of publicly available longitudinal data, of both
Alzheimer’s disease (AD) patients and cognitively
normal controls, from the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) database (http://
adni.loni.usc.edu). ADNI collects clinical data,
neuroimaging data, genetic data, biological markers,
and clinical and neuropsychological assessments from

1. For the Alzheimer’s Disease Neuroimaging Initiative:
Data used in preparation of this article were obtained
from the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) database (adni.loni.usc.edu). As such, the in-
vestigators within the ADNI contributed to the design
and implementation of ADNI and/or provided data but
did not participate in analysis or writing of this re-
port. A complete listing of ADNI investigators can
be found at: http://adni.loni.usc.edu/wp-content/

uploads/how_to_apply/ADNI_Acknowledgement_List.pdf

participants at different sites in the USA and Canada
to study cognitive impairment and and AD. The co-
horts used in this work were assembled from ADNI
1, 2, 3 and GO. We use trajectories of 870 unique
patients, taking samples in 12-month intervals. An
implementation of the simulator can be found at
https://github.com/Healthy-AI/ADCB.

1. Introduction

Evaluating learned decision-making policies and ob-
servational estimators of causal effects is challenging,
especially in the healthcare domain. Real-world im-
plementation is often not an option and basing eval-
uation on observational data must rely on strong as-
sumptions and access to large samples (Rosenbaum
et al., 2010). As a result, methods researchers in
these areas often turn to simulators for benchmark-
ing (Dorie et al., 2019; Chan et al., 2021).

Simulated data have many advantages but often
lack the intricacies observed in reality (Hernán, 2019).
For example, two of the most widely used benchmarks
in the community studying causal effects, IHDP (Hill,
2011) and ACIC (Dorie et al., 2019), have response
surfaces which are hand-crafted from simple math-
ematical building blocks. To improve on this, re-
searchers have constructed benchmarks from actual
samples, simulating a subset (Neal et al., 2020) or
all of the observed variables using simulators fit to
data (Chan et al., 2021). However, purely data-
driven approaches may fail to capture the causal
structure of the systems they model. Hernán (2019)
argued that, fundamentally, benchmarks must “com-
bine data analysis and subject-matter knowledge”.

We propose a new simulator for benchmarking
estimators of causal effects, the Alzheimer’s Dis-
ease Causal estimation Benchmark (ADCB). ADCB
combines data-driven simulation with subject-matter
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knowledge by fitting a longitudinal causal model of
patient variables to real data: i) the simulator is
based on a causal structure inferred by Alzheimer’s
disease experts, ii) average causal effects are based
on published results from randomized controlled tri-
als with heterogeneity introduced through an inferred
latent variable, iii) overlap and variance in treatment
choice is controlled by different behavior policies, and
iv) the length of observed subject history is set by the
user. This design provides users with tunable param-
eters which change properties of the system and the
difficulty of the benchmark. We use the ADCB simu-
lator to compare standard estimators of causal effects
where a) a single time point is used to estimate av-
erage and personalized treatment effects, and b) a
time series of patient history is used. Based on the
results of these experiments, we discuss the benefits
and limitations of our approach compared to existing
simulators based on experimental data, hand-crafted
mechanisms or learned functions.

2. Benchmarks for observational
estimation of causal effects

Causal effect estimation studies the outcome Y (a) of
intervening with an action (treatment) a ∈ A (Rubin,
2005). Here, we define the causal effect of action a as

∆(a) := Y (a)− Y (0),

the difference between the potential outcome of A←
a and that of a baseline action A← 0. In our setting,
∆(a) represents the benefit of using treatment a over
no treatment. We consider k different actions from a
discrete set A = {0, ..., k − 1}.

Due to the difficulty of trying out different treat-
ments for the same subject under identical conditions,
∆ itself is rarely identifiable. Instead, we represent
the utility of actions using the average treatment ef-
fect (ATE), τ(a) = E[∆(a)] and the conditional av-
erage treatment effect (CATE),

τ(a | x) = E[∆(a) | X = x],

in a context or stratum x ∈ X . ATE and CATE
measure how well action a performs on average in
a population and in a stratum x, respectively. The
context X may be a single vector-valued observation
or a time-series representing patient history.
Observational estimation refers to estimating τ us-

ing samples (a, y, x) of actions, outcomes and context

variables without controlling the actions. The follow-
ing assumptions are sufficient for consistent, unbiased
estimation in this setting (Rosenbaum et al., 2010).

Assumption 1 (Identifying assumptions) Ac-
tions A ∈ A, outcomes Y ∈ R, a set of context vari-
ables X, and an adjustment set of variables C ⊆ X
are observed from a distribution p(X,A, Y ) such that
the following conditions hold for all a ∈ A, c ∈ C,

Consistency Y = Y (A)

Exchangeability Y (a)⊥⊥A | C
Overlap p(A = a | C = c) > 0

A wealth of methods have been developed for esti-
mating ATE and CATE under Assumption 1, see
e.g., (Dorie et al., 2019; Künzel et al., 2019; Wager
and Athey, 2018) for overviews. To assess the quali-
ties of each estimator, various benchmark challenges
have been developed (Dorie et al., 2019). See Sec-
tion 6 for a more in-depth survey.

Fundamentally, the validity of Assumption 1 can-
not be verified from data (Pearl, 2009), but must
be argued from domain knowledge. Moreover, the
assumptions guarantee identification of ATE and
CATE, but not necessarily good estimates when sam-
ple sizes are small. Hence, observational data alone
are insufficient to determine whether one estimate of
a causal effect is more accurate than another. This
motivates using simulators for benchmarking, where
identifying assumptions can be satisfied by design.

A good benchmark allows users to identify
strengths and weaknesses in estimators: Which es-
timators make efficient use of available data? How
does performance scale with dimensionality or sam-
ple size? How sensitive are they to (partial) viola-
tions of identifying assumptions? Which results are
robust to changes in causal structure? Answers to
these questions will not be universal, they will de-
pend on the application under study (Hernán, 2019).
In this work, we target the healthcare domain, in the
context of longitudinal data on clinical variables.

3. The ADCB simulator

Alzheimer’s disease is the most common form of de-
mentia, affecting tens of millions of people world-
wide (Association, 2019). Despite its toll on pub-
lic health and vast research investments over several
decades, there is currently no cure for AD. Neverthe-
less, drugs that have disease-modifying effects, alle-
viating symptoms such as loss of cognitive function,
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have shown promise in trials and in practice (Gross-
berg et al., 2019). For these reasons and more, AD
makes an interesting setting for benchmarking causal
effect estimators:

• AD is a progressive disorder, deteriorating the
health of subjects over time. As a result, data
is collected for the same subjects at several time
points, allowing for comparing the performance
of longitudinal models of causal effects.

• There is evidence that AD is composed of mul-
tiple disease subtypes. While the details remain
unknown, disease subtypes provide a potential
source of heterogeneity in patient outcomes.

• Current treatments are believed to be
symptomatic—they affect only symptoms
and not the underlying disease cause; their
effects disappear once discontinued. This allows
for easier attribution of effect to treatment.

The ADCB simulator is based on a longitudinal
structural causal model between context, treatment
and outcome variables. The remainder of the sec-
tion describes the components of the simulator, start-
ing with the patient covariates, the assumed causal
graph, and a generalization to a longitudinal causal
model. Framed boxes are used to indicate readily
tunable parameters of the simulator.

3.1. Patient covariates X & outcomes Y

Subjects are represented by covariates X ∈ Rd con-
sisting of demographics (sex, age, education level)
and various genetic and biomarkers (Aβ plaques,
Tau, APOE, FDG, AV45) whose detailed descrip-
tions are provided in Appendix C. The specific vari-
ables used to model the time-varying context Xt in
this work are presented in Figure 1. The severity of
(suspected) Alzheimer’s disease is primarily assessed
based on cognitive function using tests such as the
Alzheimer Disease Assessment Scale (ADAS) (Rosen
et al., 1984). We use the ADAS13 variant as our
base outcome at time t, Yt(0), as it has been found to
better describe disease progression than the ADAS11
variant (Cho et al., 2021). ADAS13 scores take values
between 0-85 where higher scores indicate worse cog-
nitive function. ADNI also contains clinical diagnosis
states DXt ∈ {Cognitively normal (CN), Mild cogni-
tive impairment (MCI), Alzheimer’s disease (AD)}.

3.2. Disease subtype (latent state Z)

It is believed that there are multiple subtypes of
Alzheimer’s disease (Machado et al., 2020; Satone
et al., 2018). One of the signs of this is that in sub-
jects, the level of so-called Amyloid-β (Aβ) plaques
form a clearly bimodal distribution, on the ratio of
(Aβ42
Aβ40 ), see Figure 9 in Appendix. We posit that there

are two types of subjects, as indicated by a binary
variable Z ∈ {0, 1}, which, among other things, give
rise to the two modes in the Aβ-ratio. To this end,
we infer the subtype Z by fitting a Gaussian mix-
ture model (GMM) with 2 components as in (Dans-
son et al., 2021) for the Aβ-ratio observations of pa-
tients at baseline. We assume that Z is stationary
and use the value inferred by the GMM to label all
observed trajectories. These values are then used to
fit models of downstream variables.

3.3. Baseline Causal Graph

We start by positing a causal graph for the variables
of interest at the baseline time point of observation,
t = 0. A causal graph is a model of the (conditional)
dependence structure of variables encoded in a di-
rected acyclic graph, G = (V, E) consisting of nodes
V and edges, E (Koller and Friedman, 2009). The
causal graph, illustrated in Figure 1, was inspired
by the structure inferred from data in (Sood et al.,
2020) and further verified by a clinically active do-
main expert in Alzheimer’s disease. The graph rep-
resents causal relationships among random variables
R ∈ {X(1), ..., X(d), A, Y,DX}, (where X(j) is a co-
variate in the set X), each associated with a node in
the graph, VR ∈ V . An edge (VR, VR′) ∈ E exists if
R is a direct cause of R′, and R is therefore a parent
of R′, R ∈ Pa(R′).
The mechanism for generating each variable is

based either on models fit to the ADNI data, on hand-
crafted functions or on results from the AD literature.
The graph is also presented as a table in the Appendix
Table 5.

3.4. Longitudinal Model

The longitudinal model is formed by first repeating
each variable, except the disease subtype Z, at each
time step t = 1, 2, ..., T , maintaining the causal struc-
ture of the single-time graph in Figure 1. Then, each
variable is connected to the previous instance of itself;
e.g. Taut is assumed to be a direct cause of Taut+1,
and so on. The parents of a variable X at time t is
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Figure 1: Assumed causal graph for a single time
point at baseline. Arrows indicate causal
dependencies, with color representing how
the mechanism was determined. Blue de-
pendencies were completely estimated from
data, green were fit once the subtype Z was
inferred, and red were designed based on
the Alzheimer’s disease literature.

therefore the set defined as: Pa(Xt) = Pat(X0) ∪
{Xt−1} where Pat(X) = {pt : p0 ∈ Pa(X0)}. When
used as a benchmark, the user may choose the causal
effect of actions at any time point t as their target.
The length H ≤ t of history used for estimation is a
tunable parameter.

History Length, H. History of previous
treatment records of a patient is valuable for
causal effect estimators that incorporate history,
because a longer horizon can increase the capac-
ity to capture heterogeneity in causal effects.

3.5. Treatment assignment A

ADNI does not include significant data on treat-
ments and treatment response, which prevents direct
data-driven design of the treatment assignment. In-
stead, we design policies for treatment assignment
and treatment effects based on i) surveys of com-
mon treatments and ii) randomized controlled trials
(RCT) of their effect. We begin with the former.
Existing AD drugs have been shown to have at

least symptomatic cognitive effects (Livingston et al.,
2017; Farlow et al., 2008). In this work, we model a
range of such drugs a = 1, ..., 7, for which RCT re-
sults on treatment effects are available: Donepezil
5mg, Donepezil 10mg, Galantamine 24mg, Galan-
tamine 32mg, Rivastigmine 12mg, Memantine 20mg,

Subtype

𝑍

Treatment

𝐴!
Treatment

𝐴!"#

Covariates

𝑋!
Covariates

𝑋!"#

Outcome

𝑌!"#
Outcome

𝑌!

Diagnosis

𝐷𝑋!
Diagnosis

𝐷𝑋!"#

Figure 2: Temporal dependence between variables in
the simulator. Each variable obeys the
causal dependencies of Figure 1 in addi-
tion to depending on the previous value of
itself. The small box in the set of covari-
ates X indicates that each variable in the
set depends only on the previous value of
that specific variable. For example, Tau at
time t+1 depends only on APOE and Race
at time t + 1, the subtype Z, and Tau at
time t. Z is assumed stationary.

Memantine+ChEI, see (Grossberg et al., 2019) for
an overview. We assume that the no-treatment op-
tion, a = 0, corresponds to observations in ADNI.
We simulate treatments from two simple policies µB ,
described further below, whose characteristics are
shown in Figure 3:

Diagnosis (DX)-based policy With this policy,
treatments are assigned based on the diagnosis (DX)
observed at the previous time step. We group treat-
ments into 3 classes based on their treatment effect.
Patients with mild diagnosis are assigned a randomly
chosen treatment from the class with smallest ATE,
those with moderate from the class with moderate
ATE, and those with the most severe diagnosis from
the class with the largest effect.

Hernandez Policy Having access to treatments in
ADNI data would have enabled modeling of treat-
ment propensities over the whole covariate set, deriv-
ing purely data-driven behavior policies using a much
larger subset of covariates. In lieu of this, we draw
from Hernandez et al. (2010) who similarly modeled
the propensity of the treatments Cholinesterase in-
hibitors (ChEIs) and Memantine based on clinical
variables with a multivariate logistic regression mod-
els, with ChEI or Memantine use as the outcome—
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(b) Hernandez policy

Figure 3: Treatment assignment characteristics of
behavior policies over time. Same colour
indicates treatments are considered to be
in the same treatment assignment class.

we define a policy directly using the coefficients they
learned. Treatments are grouped based on drug
class ∈ {ChEIs, Memantine, Combination therapy}.
The learned policy depends also on cognitive scores
MMSE and CDRSB, which are available in the ADNI
database. We generate them in the same way as
ADAS13.

Overlap strength ϵ The tuning parameter
ϵ ∈ [0, 1] interpolates between a random policy
(ϵ = 1) and the policies above (ϵ = 0) by assign-
ing a random action with probability ϵ. Note
that ϵ = 0 does not always imply a lack of treat-
ment group overlap, depending on the behavior
policy.

3.6. Treatment effects ∆

Consistent with the AD literature, we assume that
the effects of each existing drug a are primarily symp-

tomatic and temporary, attenuating when treatment
is stopped (Grossberg et al., 2019). In addition, we
assume that the effect is stationary in time. To this
end, we endow each treatment a with an additive ef-
fect ∆(a, Z), depending on the disease subtype Z,
and posit that the cognitive function when on drug a
is given by Yt(a) = ∆(a, Z) + Yt(0) + ϵt. This gives
us the response surface on Yt = Yt(At). Yt(0) is esti-
mated from observations of the ADAS13 score and is
simulated according to the causal graph. We discuss
more general forms of treatment effects in Section 6.

To ground our model in domain knowledge, we
design ∆(a, Z) such that the average effect τ(a) =
E[∆(a, Z)] is consistent with real-world effects on cog-
nitive function (in the ADAS-Cog scale) estimated in
RCTs (Grossberg et al., 2019). Recall that we define
ATE relative to the no-treatment option. For a list of
the estimated ATEs τ(a), for a = 1, ..., k, taken from
the literature, see Appendix D.

Given the ATE τ(a) for a treatment a, heterogene-
ity is introduced through the subtype z ∈ Z. In this
work, Z is binary, and we let each subtype-action pair
(a, z) have high or low effect, with multiplicative
margin γ, such that the opposite subtype (a, 1 − z)
has high effect, if (a, z) has low effect and vice versa.

∆(a, z) =


τ(a)

p(Z=z)+p(Z ̸=z)γ , if ∆(a, z) low

γτ(a)
p(Z=z)γ+p(Z ̸=z) , if ∆(a, z) high

.

Whether ∆(a, z) is high or low for a, z is deter-
mined by a look-up table that we designed which is
presented in the Appendix, Table 3.

Treatment effect heterogeneity γ. The pa-
rameter γ ≥ 1 controls heterogeneity in effect
such that ∆(a, z) = γ∆(a, 1 − z) if ∆(a, z) is
high and vice versa. γ varies heterogeneity with-
out changing the average treatment effect τ(a).
γ = 1 results in no heterogeneity.

4. Fitting the simulator

Based on the causal the graph presented in Figure 1,
we learn a joint distribution of the full set of set of
observed variables X,Y (0), DX by fitting each com-
ponent of the Bayes factorization separately using
a variable’s parent set, Pa(Xt). For each continu-
ous (or discrete) attribute, a regression (or stochastic
classification) model is fit with respect to its parents
in the causal graph.
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These models are first fit for the baseline time-
step (t = 0) in patient trajectories for the purpose
of i) generating the first time step further down-
stream in the generation process and ii) data imputa-
tion for missing values, as described in Appendix B.
The marginal root nodes are sampled from a distri-
bution inferred using the statistics observed in the
data. Continuous covariates are further modeled
with additive noise ζ sampled from a skewed nor-
mal distribution fit to the residuals of the regression,
ri = yi − f(xi) where f(x) ≈ E[Y |X = x] is learned
from data.

The longitudinal model—the transition models for
each variable—is fit similarly. For each covariate at
time t, we assume that i) its value is dependent only
on its parents in the causal graph at the time t as well
as its previous value in the trajectory at time t−1. ii)
the autoregression is stationary in time. A summary
of the different models and their fit characteristics is
described in Table 2.

For each time step, classifiers fit P (Xt|Pa(Xt)) and
generation is done by sampling from this. The re-
gressors fit f(Pa(Xt)) = E[Xt|Pa(Xt)] and samples
are generated by f(Pa(Xt)) + ζ. With these mod-
els fit, hand-crafted components designed and tun-
able parameters {H,N, γ, ϵ, T, µB} set, we generate
N patient trajectories of T time steps with all vari-
ables (Z,Xt, Yt(0), At, Yt(At), DXt) through ances-
tral sampling.

4.1. ADNI and ADCB cohort statistics

Trajectories of 2254 subjects were downloaded from
the ADNI database in December 2020. The full
cohort was filtered for availability of measurements
of Aβ40 and Aβ42 biomarkers at some point in
their trajectory, leaving n = 870 subjects for fitting
the simulator, 844 of which were observed at base-
line. Overview statistics of these subjects at baseline
are presented in Table 1. Trajectory lengths varied
greatly among subjects, ranging from a single visit
at baseline to a total of 8 visits (mean 1.7 visits).
The longest trajectory length was 120 months (mean
14 months). Only subjects with observations for all
simulator variables (except Z, A and Y (a)) were used
for fitting baseline and autoregression covariate mod-
els. For longitudinal modeling, models were fit based
on transitions between pairs of visits (0, 12), (12, 24),
(24, 36), (36, 48) for observations present in both time
points in the transition in the original data, which
was a total of 127 samples.

Table 1: Cohort statistics for the first timestep (t =
0) for simulated (ADCB) and observed real-
world subjects (ADNI). Continuous vari-
ables are described by mean (standard de-
viation) and categorical variables by count
(frequency in %). Complete cohort statis-
tics are provided in the Appendix table 4

ADCB t = 0, ADNI, t = 0

Demographics

Gender
Female 4807 (48.1%) 395 (46.8%)
Male 5193 (51.9%) 449 (53.2%)

Biomarkers

Tau 286.0 (117.3) 279.6 (130.0)
PTau 27.9 (12.7) 26.7 (14.2)
FDG 1.3 (0.2) 1.2 (0.2)
AV45 1.2 (0.2) 1.2 (0.2)
APOE4
0.0 4196 (42.0%) 460 (54.5%)
1.0 4460 (44.6%) 303 (35.9%)
2.0 1344 (13.4%) 81 (9.6%)

Outcomes

ADAS13 16.4 (8.4) 15.4 (9.5)

4.2. Model fit for variables in causal graph

We evaluate the model fit on held-out data inde-
pendently for each variable, as summarized in Ta-
ble 2. The test split was always 20%. The over-
all predictability for baseline variables was low, with
non-trivial accuracy attained only for a handful of
the covariates, including diagnosis and AV45 levels.
However, we remind the reader that accurate predic-
tion is not the main goal of this step, but to learn a
simulator with similar characteristics as the observed
data. In Table 1 and Appendix Table 4 we show the
first-order statistics for observed and generated data.

Autoregressors achieved significantly better results
due to some variables being more or less static in time
or varying very slowly. AV45 had surprisingly poor
R2 fit results for autoregression although the RMSE
error was in the range of the standard deviation of
the original data. The hyperparameters for the mod-
els were obtained by doing a grid search over com-
binations of parameters over Linear, Random Forest
and Gradient Boosting estimators for each variable.
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Table 2: Fit statistics for baseline and autoregression models on held-out data. Overall predictability was
low at baseline and in autoregression for some continuous variables. This indicates that parents
in the causal graph explain only a small amount of variance in the affected variables.. First-order
statistics were well matched, see Table 1 and Appendix Table 4.

Target variable Model Baseline Autoregression

Classifiers Acc F1 # Classes Acc F1 # Classes

APOE4 KNN 45% 0.42 3 96% 0.94 3
Education (years) Logistic Regression 21% 0.09 13 100% 1.00 10
Marital status Logistic Regression 73% 0.62 5 96% 0.94 4
Diagnosis Logistic Regression 63% 0.63 3 88% 0.87 3

Regressions R2 RMSE σY R2 RMSE σY

Tau Random Forest -1.13 105.35 133.43 0.73 47.81 117.95
PTau Random Forest -0.55 11.0 14 0.91 3.69 14
FDG Gradient Boosting -3.79 0.14 0.15 0.09 0.06 0.09
AV45 Random Forest 0.20 0.15 0.23 -82.03 0.12 0.12
ADAS13 Random Forest 0.21 6.36 9.6 0.55 4.09 6.3
CDRSB Gradient Boosting -0.06 1.26 1.5 -0.61 1.20 2.2
MMSE Gradient Boosting -0.56 2.03 2.6 -0.26 1.63 1.4

5. Using the benchmark

We run experiments aimed at exploring the utility of
the simulator and its generated sequential trajecto-
ries in benchmarking causal effect estimators. The
experiments compare estimators of the Conditional
Average Treatment Effect (CATE) at a given time-
point 0 < ts ≤ T . We run them in settings with
decisions with single-time context Xts and in set-
tings where context comprises a H-length history of
context, treatment and outcome variables, and com-
pare the mean-squared error in estimated CATE (also
called precision of estimating heterogeneous effects
(PEHE) (Hill, 2011)). Unless otherwise stated, As-
sumption 1 is satisfied in all experiments by giving es-
timators access to a valid adjustment set. The adjust-
ment set includes all the covariates in the current de-
mographics, the current biomarkers, the most recent
outcome and most recent diagnosis for the DX-policy.
A similar adjustment set is used for the Hernandez-
based policy, without the most recent diagnosis and
with CDRSB and MMSE scores, for validity.

The estimators presented are S-learners (treatment
as a covariate) and T-learners (separate regression for
each treatment) (Künzel et al., 2019) with Linear Re-
gression, Gradient Boosting or Random Forest base
learners, as well as a Sequential T-learner with an
RNN base learner to enable incorporation of history.

S- and T-learners are trained single-step and the se-
quential T-learner trained using a history sequence of
time points {t = ts −H, ..., t = ts}.
We investigate the effects of sample size, overlap,

heterogeneity, history length and confounding as out-
lined below. Results are from 10 repetitions in each
configuration.

Sample size, N : Under Assumption 1, it is ex-
pected that the CATE estimation error shall decrease
with higher sample sizes as the variance should de-
crease with more samples, until bias (model misspeci-
fication) dominates the error. Estimating CATE with
different numbers of samples generated from ADCB
is consistent with this across the estimators, as shown
in Figure 4 where the base estimator for the T- and
S-learners is a Gradient Boosting Regressor. The
CATE error with 50,000 samples is comparable with
the error using 10,000 samples, so the rest of the ex-
periments have been run with 10,000 samples.

Overlap, ϵ: ADCB enables investigation of over-
lap with the tunable parameter ϵ, which varies the
treatment assignment propensity characteristics of
the treatment policies in Figure 3. As ϵ increases
and selection bias decreases, the behavior policy ap-
proaches a uniform policy and it’s expected that the
CATE estimation error should decrease. This is ob-
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Figure 4: CATE mean squared error varying with
sample size, N . ϵ=0.1, γ=2, µB=DX-
Based, ts = 5, History length, H = 3

served in the T-learner and the sequential learner
(RNN), but the S-learner is constant through the
three ϵ settings, as shown in Figure 5.

Heterogeneity, γ: With the tunable parameter γ,
we can also vary the heterogeneity characteristics of
the treatment policies. It is expected that the er-
ror should increase as the heterogeneity increases as
higher heterogeneity may increase the variance, and
the outcomes of actions become harder to predict.
Our results in Figure 6 show this across two differ-
ent base estimators (Gradient boosting and Random
forest) in the T- and S- Learners.

History length, H: A key property of the ADCB
simulator is access to history. Because physicians
usually have access to historical records of a patient,
they can use the historical records to personalize their
treatment decisions. It is expected that using the his-
tory should decrease the error of the estimated CATE
for the sequential learner that can incorporate his-
tory. This is because access to more history gives the
estimator a higher chance of capturing heterogeneity.
In Figure 7, the error for the T- and S- learners re-
mains constant because they cannot make use of the
history. The error is lowest with a history of length 2,
possibly because the DX-based policy uses only the
previous diagnosis. It would be interesting to inves-
tigate if other sequential estimators are better with
longer histories.

Confounding: Because we know the causal graph
of the simulator, we can also investigate confounding
effects, e.g. by adding current diagnosis in the adjust-
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Figure 5: Average (bars) and treatment-specific
(dots) mean squared error in estimated
CATE, varying with overlap multiplier, ϵ.
γ=2, Sample size, N = 10, 000, µB=DX-
Based, ts = 5, History length, H = 3

ment set, which is a post-treatment collider variable,
as shown in Figure 8. The estimators are affected
differently by this confounding, with the sequential
learner showing the highest error increase due to con-
founding. The T- and S- learners seem to be more ro-
bust with the T-learner being slightly more affected.

6. Discussion & Related work

The possibility of producing confounded evaluation
metrics prevents using only observational data for
benchmarking causal effect estimation, without re-
lying on strong assumptions. There are two main
approaches which do not rely on such assumptions:
a) making use of data from randomized experiments,
and b) simulating all or part the system under inves-
tigation, also called the Empirical Monte Carlo Study
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Figure 6: CATE error varying with heterogeneity, γ.
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Figure 8: Excess error due to confounding, relative
to CATE error of corresponding estima-
tor, when post-treatment covariate DX is
added to the adjustment set. ϵ=0.1, γ=2,
Sample sizem, N = 10, 000, µB=DX-
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Wunsch, 2013). See Gentzel et al. (2019) for a dis-
cussion of the pros and cons of each design.

Both methods have limitations that ADCB seeks
to remedy. With randomized experiments data, as
used in the Jobs dataset (Shalit et al., 2017) or by
Neal et al. (2020), the data are guaranteed to be rep-
resentative of the real world, but it is not possible to
vary all characteristics of it, like the sample size or
longitudinal horizon length. In contrast, for simula-
tors, it is important to pay attention to the causal
structure and mechanisms of the system which most
often requires domain knowledge, without which high
realism is not easily achievable.

If the goal of a benchmark is to evaluate individual-
level or fine conditional treatment effects, access to
counterfactual outcomes is required. The only way
to reliably achieve this is to simulate the mecha-
nism determining the outcome of interventions, which
can be done in isolation or in addition to simulat-
ing the treatment assignment, as in the Causal In-
ference Benchmarking Framework by Shimoni et al.
(2018), the Medkit-Learning environment (focused on
reinforcement learning) (Chan et al., 2021), and in
IHDP (Hill, 2011). Since the outcome mechanisms
are often the main target of estimation, these sim-
ulations should be as realistic as possible for the
domain they aim to represent. To this end, re-
searchers have considered building their simulators
on models fit to observational data (Neal et al., 2020;
Chan et al., 2021). To incorporate domain knowl-
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edge in simulating the outcomes and counterfactual
outcomes, ADCB extends these approaches by us-
ing treatments and their corresponding effects from
Alzheimer’s literature, paired with causal generation
of a common outcome measurement for cognitive
function (ADAS13).

A drawback of simulated data is that, in many
cases, simulators “tend to match the assumptions of
the researcher” (Gentzel et al., 2019). This is espe-
cially problematic in cases where they are introduced
to evaluate one particular estimator which may also
match those assumptions. As a result, it is impor-
tant that simulator-based benchmarks contain set-
tings that tweak assumptions to appropriately test
the robustness of estimators to these. ADCB en-
ables settings with different configurations for over-
lap, sample size, patient heterogeneity, behaviour pol-
icy and longitudinal history length. Knowledge of the
causal graph also enables investigation of estimator
performance with confounding. It is also possible to
violate consistency by introducing a probability that
patients take the assigned treatment.

Limitations

Limitations of ADCB include the following. First,
although the treatments, and treatment propensi-
ties in the case of the Hernandez policy (Hernandez
et al., 2010), are obtained from literature, they are
still simulated treatments not originally included in
the ADNI data. As such, they may not reflect how
subjects in the ADNI cohort would be treated under
current practice. Further, behavior policies used only
a single time-step context and not patients’ entire
history. Second, for the treatment effects, we use a
simple bi-modal model of heterogeneity and the het-
erogeneity simulation assumes that heterogeneity is
only due to latent covariates Z. A more expressive
model would let heterogeneity depend also on X.

As pointed out earlier, several of the autoregressive
models (for covariate transitions) had poor accuracy,
in three cases with negative R2. We believe that this
could be improved in a future version of the simulator
by changing the handling of missing data so that only
the target variable for a particular edge in the causal
graph is required observed when fitting the model.
Currently, transition models are fit to complete cases.

For the presented usage scenario of comparing esti-
mators, we only investigated a handful of simple esti-
mators among a vast array of causal effect estimation
methods. Finally, although the assumed causal graph

was informed both by conversations with a domain
practitioner and by data-driven estimates in (Sood
et al., 2020), it would be of interest to test the sen-
sitivity of treatment effect estimates to different ad-
justment sets or changes to the causal graph such as
the addition of new links between covariate nodes.

7. Conclusion

We have introduced the Alzheimer’s Disease Causal
estimation Benchmark (ADCB), a simulator of clin-
ical variables associated with Alzheimer’s disease,
aimed to serve as a benchmark for causal effect es-
timation and policy evaluation. The simulator is fit
to covariates and outcomes from the ADNI database
and uses models of treatments and treatment ef-
fects derived using subject-matter knowledge in the
Alzheimer’s disease literature. In addition to gen-
erating tunable high dimensional observational data
with high realism based on a real world Alzheimer’s
setting, ADCB also generates longitudinal data that
includes potential outcomes for all treatments at each
step in the longitudinal axis. We also present a
method to build semi-synthetic datasets by incor-
porating results from Alzheimer’s literature which is
highly effective in attaining realism, and encourages
incorporation of inter-disciplinary domain-specific re-
sults in building synthetic datasets in machine learn-
ing and causal inference.

Usage scenarios for evaluating estimators of causal
effects have been presented for varying configura-
tions. Since ADCB generates longitudinal samples
of all variables (patient covariates, treatments and
outcomes) in the system, it can function as a gener-
ator of arbitrarily large observational (batch) data,
as an online policy learning environment and for de-
sign and evaluation of causally adaptive treatment
policies. More complex confounding models based
on the AD literature will be explored in future it-
erations of the simulator, increasing the difficulty of
the benchmark. To improve the predictability of the
fitted models, the sample sizes will be increased in
future iterations by expanding the filtering strategy
for the samples included in the training sets.

Institutional Review Board (IRB)

All data collection by ADNI were approved by the
Institutional Review Boards of all participating insti-
tutions. Written informed consent was obtained from
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every research participant according to the Declara-
tion of Helsinki and the Belmont Report.
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Appendix A. Empirical distribution of
the Aβ ratio

The the ratio of (Aβ−42
Aβ−40 ) in subjects showing

Amyloid-β (Aβ) plaques form a clearly bimodal dis-
tribution;

Figure 9: Empirical distribution of the Aβ ratio,
used to infer latent disease subtype at base-
line.

Appendix B. Imputation of missing
data

The patient trajectories have significant missing-
ness along the observation intervals. We im-
pute the missing values based using a method
inspired by Multivariate Imputation by Chained
Equations(MICE) (Van Buuren and Groothuis-
Oudshoorn, 2011), but the chaining is done with re-
spect to a variable’s parents in the causal graph. For
each attribute with a missing value along the time
trajectory, we use the model learned at baseline, from
the causal graph, to impute the value for that partic-
ular attribute at a given timestep.

Appendix C. Patient covariates
description

The subset of covariates used in this work includes the
following and their descriptions as outlined in (Mari-
nescu et al., 2018)

1. FDG PET ROI averages: Measure cell
metabolism, where cells affected by AD show re-
duced metabolism

2. AV45 PET ROI averages: Measure amyloid-
beta load in the brain, where amyloid-beta is a
protein that mis-folds (i.e. its 3D structure is
not properly constructed), which then leads to
AD

3. CSF biomarkers: Amyloid and TAU levels in
the cerebrospinal fluid (CSF)

4. Others:

• APOE status: A gene that is a risk factor
for developing AD

• Demographic information: Gender,
age, education, race, marital status

• Diagnosis: Either Cognitively Normal
(CN), Mild Cognitive Impairment (MCI) or
Alzheimer’s disease (AD).

Appendix D. Average Treatment
Effects from Literature

Table 3: Average treatment effects (ATE), in terms
of change in ADAS-Cog compared to no
treatment, of various therapies from meta-
analyses of clinical trials (Grossberg et al.,
2019). Also shown is a look-up table for
whether ∆(a, z) is high or low

a Treatment ATE τ(a) ∆(a, z = 0)

0 No treatment 0 -

1 Donepezil 5 mg –1.95 L
2 Donepezil 10 mg –2.48 L
3 Galantamine 24 mg –3.03 H
4 Galantamine 32 mg –3.20 H
5 Rivastigmine 12 mg –2.01 L
6 Memantine 20 mg –1.29 H
7 Memantine + ChEI –2.64 L

Appendix E. Cohort statistics

Complete Cohort statistics for synthtetic and real-
world cohorts are presented in Table 4.
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Appendix F. Causal Graph

The expanded table for the causal graph in Figure 1
is presented in Table 5.
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Table 4: Cohort statistics for the first timestep (T=1) for simulated (ADCB) and observed real-world sub-
jects (ADNI). Continuous variables are described by mean (standard deviation) and categorical
variables by count (frequency in %).

ADCB T=1, n=10000 ADNI T=1, n=844

Demographics

Gender
Female 4807 (48.1%) 395 (46.8%)
Male 5193 (51.9%) 449 (53.2%)

Marital status
Divorced 7572 (75.7%) 634 (75.1%)
Married 387 (3.9%) 29 (3.4%)
Never married 1098 (11.0%) 96 (11.4%)
Unknown 889 (8.9%) 80 (9.5%)
Widowed 54 (0.5%) 5 (0.6%)

Ethnicity
Hisp/Latino 341 (3.4%) 30 (3.6%)
Not Hisp/Latino 9605 (96.0%) 809 (95.9%)
Unknown 54 (0.5%) 5 (0.6%)

Race
Am Indian/Alaskan 9269 (92.7%) 783 (92.8%)
Asian 384 (3.8%) 31 (3.7%)
Black 148 (1.5%) 13 (1.5%)
Hawaiian/Other PI 17 (0.2%) 1 (0.1%)
More than one 137 (1.4%) 12 (1.4%)
Unknown 18 (0.2%) 2 (0.2%)
White 27 (0.3%) 2 (0.2%)

Education 13.2 (2.7) 13.3 (2.6)

Biomarkers

Tau 286.0 (117.3) 279.6 (130.0)
PTau 27.9 (12.7) 26.7 (14.2)
FDG 1.3 (0.2) 1.2 (0.2)
AV45 1.2 (0.2) 1.2 (0.2)
APOE4
0.0 4196 (42.0%) 460 (54.5%)
1.0 4460 (44.6%) 303 (35.9%)
2.0 1344 (13.4%) 81 (9.6%)

Outcomes

ADAS13 16.4 (8.4) 15.4 (9.5)
MMSE 27.5 (2.0) 27.6 (2.5)
CDRSB 2.0 (1.3) 1.5 (1.7)
Diagnosis
CN 2700 (27.0%) 275 (32.6%)
Dementia 5817 (58.2%) 438 (51.9%)
MCI 1483 (14.8%) 131 (15.5%)

Subtype, Z

Subtype, Z 4282 (42.8%) - (-)
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Table 5: Expanded table for the causal graph in Figure 1 at baseline (t=0). For each time step, classifiers
fit P (Xt|Pa(Xt)) and generation is done by sampling from this. The regressors fit f(Pa(Xt)) =
E[Xt|Pa(Xt)] and samples are generated by f(Pa(Xt)) + ϵ. The models are the best performers
after a grid search over hyperparameters.

Target variable (X) Model Direct causes at baseline (Pa(Xt=0))

Classifiers

APOE4 KNN Ethnicity, Race, Gender
Education (years) Logistic Regression Ethnicity, Race, Gender
Marital status Logistic Regression Gender
Diagnosis Logistic Regression Ethnicity, Race, Gender, Z, Tau, PTau, APOE4, FDG, AV45,

ADAS13

Regressions

Tau Random Forest Ethnicity, Race, Gender, Z, APOE4
PTau Random Forest Ethnicity, Race, Gender, Z, APOE4
FDG Gradient Boosting Ethnicity, Race, Z, Tau, PTau, APOE4
AV45 Random Forest Ethnicity, Race, Z, Tau, PTau, APOE4
ADAS13 Random Forest Ethnicity, Race, Education, Gender, Marital status, Z, Tau,

PTau, APOE4, FDG, AV45, ADAS13
CDRSB Gradient Boosting Ethnicity, Race, Education, Gender, Marital status, Z, Tau,

PTau, APOE4, FDG, AV45, ADAS13
MMSE Gradient Boosting Ethnicity, Race, Education, Gender, Marital status, Z, Tau,

PTau, APOE4, FDG, AV45, ADAS13
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