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1. Introduction efficient between the tool and the environment are identified.
Norouzifard and Hamedi [2], presented an inverse identifica-
tion approach based on the sequential function specification
(SFS) method to estimate the heat flux on the tool-chip interface
at different time intervals. Combining this method with an FE
model provided the possibility to estimate the temperature and
the thermal contact conductance. Similarly, Brito et al. [3] used
an inverse approach combining the FE simulation results with
experimentation to identify the heat flux including the complex
geometry of the tool-chip contact area. A more detailed esti-
mation of heat flux is performed by Huang et al. [4], which in-
cludes the time and spatial dependency of the heat flux distribu-
tion on the rake face. Again, the inverse approach is supported
by machining experiments. The FE simulations are stated as
very robust, with the potential of being an online tool for heat
flux estimations. Kryzhanivskyy et al. [5] included both time-
dependent and spatial distribution of the heat flux on the tool
surface in their FE-based inverse approach. In this study, differ-
ent heat flux expressions are evaluated for the time-dependency,
while the spatial distribution of the heat flux on the rake face
is investigated by using an exponential function. Some of these
studies investigated the heat flux in 2D, while others used a sim-
pler machining case, neglecting the effect of the tool nose. How-

Heat generation plays a significant r ole i n m achining pro-
cesses due to its effects o n s urface i ntegrity a nd t ool wear.
The difficulties in performing temperature measurements dur-
ing machining have encouraged researchers to pursue analyti-
cal or numerical methods for the estimation of temperature at
the tool-chip interface. An alternative approach is to determine
the heat flux u sing i nverse m ethodologies, w here t he experi-
mental temperature measurements are used as a reference to
identify the heat flux on the contact area. For this, the finite el-
ement method (FEM) or the finite difference method (FDM) is
generally used to solve the heat transfer problem and the results
are compared with the experimental results, generally measured
by embedded thermocouples within the tools or workpiece ma-
terial. As an example, Yvonnet et al. [1] presented an inverse
approach for temperature identification. The authors performed
a machining experiment and measured the temperature with a
thermocouple during the operation. By using these measure-
ments and creating a finite e lement (FE) model, the heat flux
distribution on the rake face in 2D and the heat transfer co-
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Abstract

This study presents a machine learning-based approach for inverse identification of heat flux distribution on the rake face of the cutting tools in
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simulations to create the data required to train the ML model. The identified heat flux distribution is compared wi th the distribution from FE
machining simulations for validation. The results show a clear potential to estimate the heat flux distribution in machining more efficiently by
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ever, for a realistic heat flux estimation, the investigation should
be performed in 3D, including complex cases of machining and
different cutting conditions with both time-dependent and spa-
tial distribution of heat flux.

In this study, our aim is to obtain an accurate estimation of
heat flux distribution on the rake face by an ML-based inverse
identification approach. This approach compares the results of
FE heat transfer simulations and temperature measurements us-
ing embedded thermocouples to determine the parameters of a
predefined heat flux distribution equation. An ML model is im-
plemented to describe the relation between heat flux distribu-
tion parameters and the absolute error between simulated and
experimental temperature measurements. Then, this model is
used to estimate the optimum set of parameters giving the min-
imum error between the simulated temperatures and measure-
ments. Compared to our previous study [6], the inverse method-
ology is enhanced further by adding the time-dependency of
the heat flux, the chip flow direction, the effect of the tool nose
and by imposing an additional constraint during the optimiza-
tion process limiting the maximum temperature on the rake face
based on previously reported experimental results in the litera-
ture. Additionally, a machining simulation is performed to vali-
date the temperature distribution on the rake face obtained from
the presented inverse approach.

2. Inverse Identification Details

2.1. Process of identification

The ML-based inverse approach presented in this study is
implemented in MATLAB. The Gaussian process regression
with cross-validation, Bayesian optimization and the multiStart
minimization algorithm are used to obtain the optimum set of
parameters. To build the ML model for the inverse identifica-
tion process, experimental and simulated temperature data are
required to be used as input. The flowchart in Fig. 1 shows the
steps followed to build the ML model and to determine the heat
flux distribution. The temperature is measured during machin-
ing tests at three different locations using embedded thermo-
couples, the details of which are given in Section 3). In order to
describe the heat flux distribution accurately, an equation with 5
parameters is defined (see Section 2.2). Then, the random sets
of parameters are created and used as input for heat transfer
FE simulations (details are given in Section 4). As soon as the
FE simulations are performed, the nodal temperatures are ex-
tracted and compared with the experimental temperature mea-
surements at discrete time intervals to calculate the absolute
error. The value of the error and the parameters for heat flux
distribution are used as input to build the ML model. The coef-
ficient of determination R2 is monitored to assess the reliability
of the trained ML model (i.e., the good fit). If R2 is not sat-
isfactory, a large set of simulations are performed to enrich the
input data and thus the model reliability. When a well-fitted ML
model is constructed, a minimization problem is formulated to
estimate the optimum set of heat flux distribution parameters,
giving the minimum absolute error between the experimental

Temperature measure-
ments from experiments

Create random sets of param-
eters for heat flux distribution

Run FE simulations and
collect temperature data

Calculate error:

err =
 |Texp − Tsim|

Texp

Put the heat flux parameters
and the errors into ML

Check ML model fit
R2 ≥ 0.95

Minimize the error

Add
more sets

Identify the optimum
heat flux parameters

yes

no

Fig. 1: Flowchart of the ML-based inverse identification process.

and simulated temperatures. Finally, to validate the results, one
more FE simulation is carried out using the optimal heat flux
distribution.

2.2. Heat flux distribution equation

The selected equation for the heat flux has 5 different param-
eters. 4 of them (i.e., b1 to b4) represent the distribution on the
rake face of the tool, while 1 parameter (i.e., b5) provides the
time-dependency. The distribution of the heat flux on the rake
face is given as follows

H =
1
2
+

1
2

tanh

a (X − b1)


(1)

R = Y − b2 +
(X − b1)2

(AP − b1)2 b2 H (2)
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AP − b1
H (3)

Q = b3 exp

 −


R
b4

2 G Qamp (4)

where H is a smooth approximation to the step function. For
bigger values of a, the step function is obtained. R defines the
line that follows the maximum heat flux over the rake face while
G defines the change in magnitude of the heat flux towards the
tool nose. The given equation of G represents the decreasing
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Fig. 2: The representation of heat flux distribution function in 2D (left) and time-dependency of heat flux amplitude Qamp from the temperature measurements for
FT2 (right).

heat flux towards the tool nose; however, increasing and con-
stant ones are also investigated based on the temperature dis-
tribution obtained from the simulations. The investigation indi-
cates that a constant G represents a more realistic temperature
distribution on the rake face compared to increasing and de-
creasing ones. Finally, Q is the distributed heat flux given in the
form of Gaussian distribution, X and Y are coordinates ({X,Y}
∈ Ac, rake surface contact area domain), whereas b1 to b4 are
the parameters to be identified. To see the contribution of the
equations further, the outputs of the equations are given in Fig.
2 separately.

The parameter related to time-dependency b5 represents the
change in time in the amplitude of the heat flux Qamp. This
change is assumed to be linear and decided based on the ex-
perimental temperature data as seen in Fig. 2. This parameter
will be also identified with the inverse approach. There are two
critical time points in the figure. The time, when the tempera-
ture increase changes its behavior (i.e., t1), is selected as one of
the critical points where the amplitude of heat flux changes. At
the second point t2, where the cut ends and the cooling starts,
the amplitude of the heat flux is set to zero. It must be noted
that the parameters b1 to b5 are limited within certain bound-
aries (based on the depth of cut ap and the contact length lc)
when creating the random sets of parameters and also during
the minimization process. The minimum limits are [ap/3, lc/2,
50000, lc/4, 0.7] while the maximum ones are [ap–0.3, 9lc/10,
400000, lc/2, 1.0] respectively for b1 to b5.

3. Temperature Measurement Details

Temperature readings required for the identification process
are obtained from the face turning (FT) experiments. These ex-
periments are performed under dry cutting conditions on an
EMCO 365 CNC lathe with three different feeds f (0.05, 0.1,
0.15mm/rev) while the cutting speed Vc (150m/min) and depth
of cut ap (0.8mm) are kept constant. Starting from the small-
est feed, these cutting conditions are named FT1, FT2 and FT3,
respectively. The machined workpiece is C38 steel cylindrical

bar with a 156.5mm diameter. The tool (Sandvik Coromant –
uncoated cemented carbide CNMA-120404-KR without a chip
breaker) and the tool holder (Sandvik Coromant – C3-PCLNR-
22040-12) assembly gives 95◦ major cutting edge angle and 6◦

rake angle. The machining duration for each cut is kept short
(around 4 seconds) to reduce the effect of tool wear on the
temperature measurements. Short machining time may result
in temperature readings not reaching a steady state. However,
since the tool-chip contact area and the chip formation are sta-
ble, the heat flux over the contact area will not change signif-
icantly over time. Thus, the identification process will not be
significantly affected by this short machining duration.

The temperature is measured from three different points dur-
ing machining (see Fig. 3). Three holes with a diameter of
0.55±0.05mm are produced using electrical discharge machin-
ing (EDM) from the bottom of the tools for the thermocouples.
The holes are 0.6±0.2mm away from the rake face of the tool
in depth. The location and the depth of the thermocouple holes
are decided based on preliminary FE simulations to ensure that
the temperature measurements at different locations would pro-
vide sufficiently large differences required for the model cali-
bration. The thermocouples used in the experiments are mineral
insulated thermocouples (Type K) with 0.5mm diameter. A ther-
mal paste is not used in the assembly of thermocouples due to

Fig. 3: Experimental setup for temperature measurements with three thermo-
couples (TC).
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Fig. 4: SEM images of rake face of the tools showing the contact length (lc) for cutting conditions FT1 (left), FT2 (middle) and FT3 (right).

Fig. 5: 3D finite element model (left), tool-chip contact area (middle) and an example heat flux distribution on the contact area (right).

1 lack of information about the estimated temperature levels
during machining which should be within the operating tem-
peratures of the thermal paste, 2 risk of thermal paste filling
the tip of the thermocouple holes which may prevent the tool-
thermocouple contact at the tip. The readings are collected with
a multichannel data logger for synchronized measurements. Af-
ter the face turning process, the tool-chip contact areas are mea-
sured by using Scanning Electron Microscope (SEM) after re-
moving the built-up edge with a diluted HCl solution (see Fig.
4). Then, the position and depth of the holes are re-measured
by grinding the flank sides of the tools. A stereo-optical micro-
scope (Zeiss Discovery V20) equipped with image processing
software is used for this re-assessment.

4. Heat Transfer Simulation Details

The heat transfer simulations required for the identification
process are performed in ABAQUS. The FE models include the
components such as the tool, tool holder, shim and thermocou-
ples for a realistic representation of the experimental setup. The
material properties used for the components of the FE model
are given in Table 1. Perfect contact is considered between the
components of the assembly. A constant 25◦C is also applied
at the base of the tool holder as a boundary condition (see Fig.
5). The prescribed heat flux distribution stated in Section 2.2 is
applied on the tool-chip contact area which is measured with
SEM as mentioned in Section 3. The chip flow angle α f , which
is calculated based on [8], is included in the models to repre-
sent a more realistic contact area as seen in Fig 5. The ambient
temperature is assumed to be constant 25◦C. The total time of
the simulations is selected as 5sec, which includes the air con-
vection cooling part in addition to machining time depending

on the value of t2 (see Fig. 2). The convection coefficient of
0.2kW/m2K (an average value for forced convection of air) is
applied on the outer surfaces for the duration of the machining
time, then the coefficient is reduced to 0.02kW/m2K (an average
value for free convection of air) for the cooling part.

The temperature results from the simulations are collected
from the nodes at the top surfaces of the thermocouples, and
the average temperature for each thermocouple is calculated.
Then, these values are compared with the experimental tem-
perature readings as mentioned in Section 2.1. The number of
elements in the FE model is determined carefully considering
the computational time and the resolution of the contact area.
Since ML requires a large number of data to provide good es-
timations, it is important to minimize the time per simulation.
Moreover, the number of elements in the contact area affects
the resolution of the heat flux distribution which is particularly
important for the ML model to recognize the effect of each pa-
rameter of the heat flux distribution. The assembly consists of
350000 elements, and each simulation takes around 8 minutes
on a computer equipped with an Intel(R) Core(TM) i7-8650U
CPU @ 1.90GHz 2.11GHz and 16.0GB RAM.

Table 1: Material Properties of the Components of FE-Model

Component Conductivity (W/mK) Heat capacity (J/m3K)

Tool holder 39.6 3.56e+6
Shim 39.6 3.56e+6
Insert 92.9 2.94e+6
Thermocouples 16.1 4e+6



Ahmet Semih Erturk  et al. / Procedia CIRP 117 (2023) 359–364 363

Fig. 6: The DEFORM model setup, contact area and temperature distribution as well as temperature distribution from ABAQUS for FT2.

5. Results and Discussion

A realistic representation of the heat flux distribution should
result in a realistic distribution of temperature on the rake face
of the tool. Thus, the temperature results from heat transfer
simulations (ABAQUS) are compared with the results from
machining simulations (SFTC DEFORM 3D) for the cutting
condition FT2. The machining FE simulation model is created
based on [9]. The machining simulation is performed for 6mm
of cut until the cutting forces and the tool-chip contact area
reach stable conditions to ensure the heat flux at the tool-chip
interface reaches nearly the steady state. The FE model of chip
formation, the contact area and temperature distributions are
shown in Fig. 6. As can be seen in this figure, the tempera-
ture distributions obtained from ABAQUS and DEFORM 3D
are similar, although the maximum simulated temperatures dif-
fer by about 100◦C. This means that the selected heat distribu-
tion equation (Eq. 4) represents the thermal boundary condition
at the tool-chip interface appropriately. Moreover, the shape of
the contact area is in line with the heat flux distribution shown
in Fig. 5. The temperature distribution predicted by ABAQUS
is associated with the constant G function (see Fig. 2). Incorpo-
rating the G function with ascending or descending behaviours
according to (see Fig. 2) can lead to an increase or decrease in
heat flux near the tool nose. This alters not only the magnitude
of maximum temperature but also the location it occurs on the
rake face, i.e. near the tool nose or on the tool face far from the
nose. These behaviours are believed to be unrealistic regarding

Fig. 7: Identified heat flux distribution parameters and the temperature results
for FT2.

the results of the cutting simulation presented in Fig. 6. Hence
a constant G function is chosen for the estimation of heat flux
and the temperature distribution on the rake face.

The inverse identification of the model parameters is fol-
lowed according to steps shown in Fig. 1. 200 sets of param-
eters are randomly generated to achieve a good fit during the
training of the ML model for each cutting condition (R2 ≥0.95).
The heat flux distribution parameters (i.e., b1 to b5) are then ob-
tained by minimizing the absolute errors calculated from the
difference between experimental and simulated temperatures
(see 1). It is important to mention that the temperature read-
ings from TC1 are not included in the identification process.
As mentioned in the literature [5] and observed in a previous
study of ours [6], when the thermocouple is placed very close
to the heat source (i.e., tool-chip contact area), the temperature
readings show a marked sensitivity with respect to the exact
positions of the embedded thermocouples. This is because of
the high temperature gradients near the heat source. This phe-
nomenon is demonstrated by the shaded area in Fig. 7, indicat-
ing the large influence of a ±200µm variation in the depth of the
fabricated holes for embedding the thermocouple. A ±200µm
variation in the depth of TC2 and TC3 holes showed an in-
significant effect on the simulated temperatures. Thus, the er-
ror in the identification process (see 1) is calculated based on
the readings from TC2 and TC3. As shown in Fig. 7, the ML-
based inverse identification approach is capable of estimating
the heat flux distribution based on the experimental tempera-
ture readings. The simulation results are very close to the ex-
perimental values for TC2 and TC3. However, the maximum
temperature (given in the figure), is larger than the expected
ranges when machining similar materials using uncoated tools,
see for example the experimental measurements reported by
[10]. Therefore, an additional constraint is imposed during the
minimization process, so that the maximum temperature on the
rake does not exceed the expected temperature limits reported
in the literate. These temperature limits are interpolated using
the data reported by [10] when machining carbon steels with
cutting speeds ranging from 100-200 m/min and feed ranging
from 0.1-0.2 mm/rev. The interpolated maximum temperatures
are approximately 680, 760 and 830◦C for FT1, FT2 and FT3,
respectively.

The simulation results after imposing temperature limit con-
straints during the optimization process are shown in Fig. 8. The
obtained maximum temperatures are around the interpolated
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Fig. 8: Identified heat flux distribution parameters and the temperature results for FT1 (left), FT2 (middle) and FT3 (right) after imposing the maximum temperature
limit during the optimization process. The shaded region shows the variation in simulated temperature due to a ±200µm variation in depth of the hole.

maximum temperatures. Additionally, the temperature distribu-
tion is closer to the ones obtained from DEFORM 3D. In Fig.
6, the maximum temperature in DEFORM 3D is 660◦C while
it is 770◦C in ABAQUS. However, the simulated results in Fig.
8 are not closely in line with the temperature readings obtained
from the experiments. This may be due to the experimental dif-
ficulties of the temperature measurements during machining. It
is almost impossible to know the exact location and the quality
of the contact between the thermocouple and the thermocou-
ple hole during machining. Applying a thermal paste may help
improve the contact but it can bring other challenges as men-
tioned earlier in Section 3. The dimensional accuracy of the
fabricated holes, in principle, determines the effectiveness of
the heat transfer between the tool and the thermocouples and
thus it can markedly influence the temperature measurements.
Even though the ML-based inverse identification approach has
great potential to provide a robust and efficient estimation of
the heat flux distribution on the rake face, more reliable tem-
perature measurements are required to enhance the results.

6. Conclusion

In summary, the proposed ML-based inverse approach has a
high potential for the identification of the parameters of any
given heat flux distribution equation. Compared to previous
studies, widening the investigations and including more details
such as the time-dependency of the heat flux, changing the mag-
nitude of the heat flux towards the nose radius and more realistic
contact area with the effect of flow angle improved the results
even further. Additionally, the temperature distribution is inves-
tigated and compared with machining simulations. The maxi-
mum value of the temperature is also investigated, and later on,
another criterion is added to obtain more realistic temperature
results. However, to improve the results even further, more re-
liable experiments are required that ensure the contact between
thermocouples and the tool. In this aspect, using measurements
from different sources such as grooved thin film thermocou-
ples and thermal cameras may be an alternative approach. Ad-
ditionally, the other heat sources on the flank surface should be
included for a more realistic representation of the machining
process.
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