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1. Introduction

Over the last decades, Finite Element Method (FEM) has
widely been used for modelling and simulation of the 
machining processes. The main aim is to provide a better 
understanding of the complex phenomena encountered in the 
vicinity of the cutting edge, and to predict the thermo-
mechanical loads applied on the tool and machined surfaces. It 
facilitates, for example, an improved tool design and machined 
surface integrity [1]. However, it is well known that the 
reliability of FE simulations depends largely on several 
interconnected factors; for example, implementation of 
appropriate frictional and thermal boundary conditions, and 
reliable material and damage models [2]. 

To this end, a vast number of studies have been dedicated to 
the derivation and development of representative material 
models and advanced methodologies for calibration of the 
constitutive parameters under the relevant range of strain, strain 
rate and temperature encountered in machining. These studies 
address two main different categories of constitutive models: 
(1) phenomenological models such as Johnson-Cook (JC) [2]
and its modifications [3], and (2) the physics-based

(dislocation-based) models [4]. The simplicity and availability 
of the phenomenological models (e.g., JC model) in the FE 
commercial codes such as ABAQUS, DEFORM 2D/3D and 
AdvantEdge have made them more popular. The physics-based 
models are, on the other hand, microstructure dependent in 
nature, and they can offer additional insights into the machined 
surface characteristics. For example, it is possible to simulate 
the evolution of dislocation density, hardness and grain size 
during machining. However, as stated by Malakizadi et al. [5], 
a major drawback of the dislocation-based models is perhaps 
the large number of input data needed for calibration. This has
limited the application of these models for cutting simulation. 

In this study, a physics-based constitutive model to simulate 
the flow stress behaviour of titanium alloy Ti6Al4V is 
proposed for cutting simulation. This model incorporates the 
effects of volume fraction and grain size of α-phase, the solid 
solution strengthening effects of the major substitutional 
alloying elements and the interstitial elements like O, N and C 
as well as dynamic recovery during strain evolution. The 
material model was calibrated using six SHPB test data at 
different strain rates and temperatures. This model is then 
coupled with a damage model to simulate the characteristic 
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segmented chip formation that is commonly observed when 
machining Ti6Al4V. The parameters of the damage and 
friction model are obtained using an inverse approach, 
minimising the difference between the simulated and 
experimental cutting and feed forces as well as the chip 
morphology parameters. The details of the experimental 
procedures, material model and the modelling strategy are 
presented in this study and the credibility of the results are 
critically discussed. This article ends with an outlook for 
further developments.  

2. Experimental procedure

2.1. Dynamic flow stress characterisation using SHPB

The experimental setup used for dynamic flow stress 
characterisation using the SHPB as well as the main properties 
of the test rig are shown in Fig. 1. The cylindrical specimen is 
positioned between the end faces of two tool-steel bars, into 
which a mechanical pulse is introduced with the use of a 
pneumatic pulse generator. After running through the incident 
bar, the pulse is partly reflected at the interface with the 
specimen and partly introduced into the specimen, which is 
subsequently compressed. On the opposite side of the sample, 
the impulse is again partly reflected and partly introduced into 
the transmission bar. The pulses are measured with the help of 
strain gauges in the middle of both bars and recorded with a 
HBM GEN3i-device. By evaluating the first reflected pulse in 
the incident bar and the first transmitted pulse in the 
transmission bar, the plastic deformation of the material can be 
characterised in the form of a stress-strain curve and a curve of 
the strain rate over time from which a representative mean 
value can be calculated. For a detailed description of the test 
principle, please refer to Zabel et al. [6]. The calculations of 
first-wave strain, stress, and strain rate were carried out using 
graphical analysis tool developed by Francis et al. [7]. 

Compared to the standard SHPB, the test setup has an 
essential enhancement: with the help of an induction heater, the 
material sample can be brought to an initial test temperature of 
up to 750 °C with a high heating rate in just a few seconds. This 
makes it possible to characterise the temperature influence and 

the interaction with the strain rate influence in a temperature 
interval that is very relevant for the chip formation zone. 

2.2. Orthogonal cutting experiments

For the inverse parameter identification as well as the 
validation of the simulation results, orthogonal cutting 
experiments have been conducted. For investigations on 
Ti6Al4V, a special machine tool from Heinz Berger 
Maschinenfabrik GmbH was used. The machine tool was 
specially designed for orthogonal cutting experiments. Cutting 
speed was varied at five steps between vc = 20 m/min and 
180 m/min while the uncut chip thickness was kept constant at 
tuc = 0.1 mm. The width of cut wc and the length of cut lc were 
determined by workpiece geometry resulting in wc = 2 mm and 
lc = 156 mm. Cutting tools were simple wedges of uncoated 
submicron grain cemented carbide HF-K40. The orientation of 
cutting tool in tool holder results a rake angle of γ = 0° and a 
clearance angle of α = 10°. The cutting-edge radius was 
rε = 10 µm. In order to characterise the chip formation process, 
mechanical tool loads were measured with a piezoelectric 
dynamometer of type 9263 from Kistler AG, and chip 
morphology was recorded using optical microscope VHX5000
from Keyence GmbH. The experimental setup for orthogonal 
cutting is shown in Fig.2. 

Fig. 1. SHPB test rig used in this study indicting the setup for induction heating and the temperature measurement using pyrometer.

Fig. 2. The orthogonal cutting setup used in this study. 
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3. Material model

In a general sense, the tensile strength (flow stress
properties) of metallic alloys can be described in a collective 
manner based on the underlying strengthening mechanisms
[4, 8]. In case of Ti6Al4V, the flow stress properties may be 
expressed using the following relationship: 

𝜎𝜎𝜎𝜎 = 𝜎𝜎𝜎𝜎𝜎 + 𝜎𝜎𝜎𝜎𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 + 𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺 (1)

where 𝜎𝜎𝜎𝜎𝜎 accounts for the combined effects of lattice friction 
stress (Peierls-Nabarro stress) required to bypass the short-
range obstacles and solid solution strengthening 𝜎𝜎𝜎𝜎SS for the 
mixture of α- and β-phases; 𝜎𝜎𝜎𝜎HP represents the Hall-Petch 
(grain boundary) effect and it is inversely proportional to the 
square root of average size α-Ti grains (i.e., 𝜎𝜎𝜎𝜎𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 = 𝑘𝑘𝑘𝑘𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 √𝐷𝐷𝐷𝐷⁄ ); 
𝜎𝜎𝜎𝜎SS is the solid-solution strengthening effect; 𝜎𝜎𝜎𝜎G is the stress 
required for immobile dislocations to overcome long-range 
obstacles:

𝜎𝜎𝜎𝜎𝐺𝐺𝐺𝐺 = 𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓�𝜌𝜌𝜌𝜌 (2)

where 𝜓𝜓𝜓𝜓 is a coefficient associated with interaction of 
dislocations in various slip systems (here 𝜓𝜓𝜓𝜓 = 0.3), 𝜓𝜓𝜓𝜓 is the 
Taylor factor, 𝜓𝜓𝜓𝜓 is the shear modulus, 𝜓𝜓𝜓𝜓 is the Burgers vector 
of the dislocations, and the 𝜌𝜌𝜌𝜌 represents the total density of 
immobile dislocations that evolves within the material during 
deformation. For a two-phase alloy like Ti6Al4V, 𝜎𝜎𝜎𝜎𝜎 can be 
described as: 

𝜎𝜎𝜎𝜎𝜎 = (𝜎𝜎𝜎𝜎0𝛼𝛼𝛼𝛼 + 𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝛼𝛼 )𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼 + �𝜎𝜎𝜎𝜎0
𝛽𝛽𝛽𝛽 + 𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝛽𝛽𝛽𝛽�(1 − 𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼) (3)

where 𝜎𝜎𝜎𝜎0𝑖𝑖𝑖𝑖 and 𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 represent the strengthening contributions 
associated with the lattice friction in absence of any alloying 
elements and solid solution effects for phase 𝑖𝑖𝑖𝑖, respectively, 
and 𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼 is the volume fraction of α-phase. Here, the volume 
fraction of α-Ti is adjusted at the elevated temperatures 
(T<1270K) by the following equation [9] : 

𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼 = 𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼0 �1 − � 𝑇𝑇𝑇𝑇
1270

�
10
� (4) 

where 𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼0 is the volume fraction of α-Ti in the microstructure 
at the room temperature. 𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼 is assumed to be zero at the 
temperature above 1270K. The lattice friction stress (𝜎𝜎𝜎𝜎0𝑖𝑖𝑖𝑖 ) in 
Eq. 3 for the phase 𝑖𝑖𝑖𝑖 can be expressed as [8]: 

𝜎𝜎𝜎𝜎0𝑖𝑖𝑖𝑖 = 𝜗𝜗𝜗𝜗𝜓𝜓𝜓𝜓0𝑖𝑖𝑖𝑖 �1 − � 𝑘𝑘𝑘𝑘𝐵𝐵𝐵𝐵𝑇𝑇𝑇𝑇
𝜚𝜚𝜚𝜚𝜚𝜚𝜚𝜚𝑖𝑖𝑖𝑖𝑏𝑏𝑏𝑏3

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ��̇�𝜀𝜀𝜀0
�̇�𝜀𝜀𝜀𝑝𝑝𝑝𝑝
��

1 𝑝𝑝𝑝𝑝⁄
�
1 𝑞𝑞𝑞𝑞⁄

(5) 

where 𝜚𝜚𝜚𝜚, 𝑝𝑝𝑝𝑝, 𝑞𝑞𝑞𝑞 and 𝜗𝜗𝜗𝜗 are the Peierls–Nabarro stress constants; 
𝜓𝜓𝜓𝜓0𝑖𝑖𝑖𝑖 is the shear modulus of the parent phase 𝑖𝑖𝑖𝑖 at 300 K; 𝑇𝑇𝑇𝑇 is the 
temperature in Kelvin, 𝜓𝜓𝜓𝜓𝑖𝑖𝑖𝑖 is the shear modulus of the parent 
phase 𝑖𝑖𝑖𝑖 at temperature 𝑇𝑇𝑇𝑇, 𝑘𝑘𝑘𝑘𝐵𝐵𝐵𝐵 is the Boltzmann constant. The 𝜀𝜀𝜀𝜀�̇�𝑝𝑝𝑝
and 𝜀𝜀𝜀𝜀0̇ are the equivalent strain rate induced by deformation 
and the reference strain rate, respectively. The temperature 
dependent shear modulus of a given (pure) metal may be 
estimated using the following relationship:

𝜓𝜓𝜓𝜓𝑖𝑖𝑖𝑖 = 𝜓𝜓𝜓𝜓0𝑖𝑖𝑖𝑖 �1 +  �𝑇𝑇𝑇𝑇 −300
𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚

� �𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚
𝜚𝜚𝜚𝜚0
𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑𝜚𝜚𝜚𝜚𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑𝑇𝑇𝑇𝑇
�� (6) 

𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 in this equation is the melting point in Kelvin. The solid 
solution strengthening terms (𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 ) in Eq. 3 can be calculated by 
an extension of Labusch model [10] proposed by Toda-

Caraballo and Rivera-Díaz-del-Castillo [11] for the 
multicomponent systems: 

𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 =  �∑ 𝐵𝐵𝐵𝐵𝑗𝑗𝑗𝑗
3 2⁄

𝑗𝑗𝑗𝑗 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗�
2 3⁄

; 𝐵𝐵𝐵𝐵𝑗𝑗𝑗𝑗 = 𝑍𝑍𝑍𝑍𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜓𝜆𝜆𝜆𝜆𝑗𝑗𝑗𝑗
4 3⁄ (7) 

where 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗 is the concentration of solute atom 𝑗𝑗𝑗𝑗 (atomic 
fraction); Z is a constant, and 𝜆𝜆𝜆𝜆𝑗𝑗𝑗𝑗 represents the misfit caused by 
the solute atom 𝑗𝑗𝑗𝑗: 

𝜆𝜆𝜆𝜆𝑗𝑗𝑗𝑗 = 𝜉𝜉𝜉𝜉�𝜂𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗2 + 𝜃𝜃𝜃𝜃2𝛿𝛿𝛿𝛿𝑗𝑗𝑗𝑗2�
1 2⁄

(8) 

𝜉𝜉𝜉𝜉 and 𝜃𝜃𝜃𝜃 are the constants associated with the 
crystallographic structure of the parent phase (number of active 
slip systems in α- and β-phases) and dominant dislocation type: 
screw or edge dislocations (here 𝜃𝜃𝜃𝜃 =16). 𝜂𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗 and 𝛿𝛿𝛿𝛿𝑗𝑗𝑗𝑗 are, 
respectively, the shear modulus and lattice parameter misfits 
inducted by the solute atom 𝑗𝑗𝑗𝑗. 𝜂𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗 may be approximated as [11]: 

𝜂𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗 =
𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗

1+0.5�𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗�
; 𝜂𝜂𝜂𝜂𝑗𝑗𝑗𝑗 =

2�𝜚𝜚𝜚𝜚𝑗𝑗𝑗𝑗−𝜚𝜚𝜚𝜚𝑖𝑖𝑖𝑖�

�𝜚𝜚𝜚𝜚𝑗𝑗𝑗𝑗+𝜚𝜚𝜚𝜚𝑖𝑖𝑖𝑖�
(9) 

𝜓𝜓𝜓𝜓𝑗𝑗𝑗𝑗 and 𝜓𝜓𝜓𝜓𝑖𝑖𝑖𝑖 in Eq. 9 is the temperature dependent shear 
modulus of the alloying element 𝑗𝑗𝑗𝑗 and the parent phase 𝑖𝑖𝑖𝑖 (α- 
and β-Ti allotropes), respectively. The lattice parameter misfit 
(𝛿𝛿𝛿𝛿𝑗𝑗𝑗𝑗) caused by the solute atom j can also be approximated by
[11, 12]: 

𝛿𝛿𝛿𝛿𝑗𝑗𝑗𝑗 = 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖
𝛾𝛾𝛾𝛾𝑗𝑗𝑗𝑗

�𝑟𝑟𝑟𝑟𝑗𝑗𝑗𝑗−𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖�

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖
; 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 = 1 + 4𝜚𝜚𝜚𝜚𝑖𝑖𝑖𝑖

3𝜅𝜅𝜅𝜅𝑖𝑖𝑖𝑖
; 𝛾𝛾𝛾𝛾𝑗𝑗𝑗𝑗 = 1 + 4𝜚𝜚𝜚𝜚𝑖𝑖𝑖𝑖

3𝜅𝜅𝜅𝜅𝑗𝑗𝑗𝑗
(10) 

where 𝑟𝑟𝑟𝑟𝑗𝑗𝑗𝑗 and 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 are the atomic radius of the solute atom 𝑗𝑗𝑗𝑗 and 
the parent phase 𝑖𝑖𝑖𝑖, while 𝜅𝜅𝜅𝜅𝑗𝑗𝑗𝑗 and 𝜅𝜅𝜅𝜅𝑖𝑖𝑖𝑖 are the bulk moduli of the 
substitutional alloying element 𝑗𝑗𝑗𝑗 and the parent phase 𝑖𝑖𝑖𝑖 , 
respectively. Eq. 6 is used to estimate the temperature 
dependent shear moduli, while the room temperature bulk 
moduli are used to calculate 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 and 𝛾𝛾𝛾𝛾𝑗𝑗𝑗𝑗 in Eq. 10. The values of
𝜓𝜓𝜓𝜓0 , 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 and 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝜓𝜓𝜓𝜓 𝜓𝜓𝜓𝜓0 𝑑𝑑𝑑𝑑𝑇𝑇𝑇𝑇⁄ in Eq. 6 are taken from Frost and 
Ashby [13] for the parent phase 𝑖𝑖𝑖𝑖 (α- and β-Ti) and the major 
alloying (substitutional) element 𝑗𝑗𝑗𝑗 in Ti6Al4V (i.e., Al, V and 
α-Fe). The solid solution strengthening contributions of the 
interstitial elements (O, N and C) in α-Ti are included by: 

𝜎𝜎𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝛼𝛼 = ∑ 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
2/3 (11)

Here, 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖 (𝑖𝑖𝑖𝑖=1, 2 and 3) is the solid solution strengthening 
constant representing the effects on O, N and C in α-Ti, and 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖
is the concentration of solute atom 𝑖𝑖𝑖𝑖 (atomic fraction of
interstitial elements in α-Ti). Table 1 summarises the values of 
𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖 estimated by the regression analysis based on the 
experimental data presented in [14]. 

To predict the flow stress evolution during material 
deformation, the rate with which the dislocations are generated 
and annihilated in the mixed alloy (with a given volume 
fraction of α- and β-phases and the grain size of α-phase) 
should be known. Here, Kocks-Mecking model [15] is used to 
estimate the change in the density of dislocations with strain: 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝜀𝜀𝜀𝜀

= Ω
𝑏𝑏𝑏𝑏 �𝜌𝜌𝜌𝜌 − Λ𝜌𝜌𝜌𝜌 (12) 

Ω and Λ in Eq. 12 are the parameters associated with the 
dislocation evolution and dynamic recovery, respectively. In 
this study, both parameters are assumed to be constant. Hence, 
the total density of dislocations can be calculated as a function 
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of strain, provided that Ω, Λ and the initial dislocation density
(𝜌𝜌𝜌𝜌0) are known. Here, 𝜌𝜌𝜌𝜌0 is assumed to be 5 × 1012 m-2. Eq. 1 
to 12 are implemented in a MATLAB code to obtain the flow 
stress of Ti6Al4V at a given temperature and strain rate. 
Table 1. The model parameters taken from literature or obtained from the 
optimisation procedure. 𝐷𝐷𝐷𝐷 and 𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼0 are the microstructural properties of the 
investigated alloy.

Parameter α-Ti β-Ti

𝑘𝑘𝑘𝑘𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃 (𝜓𝜓𝜓𝜓𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀√𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) 7.3 [16] −

𝐷𝐷𝐷𝐷 (𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) 0.008 −

𝑉𝑉𝑉𝑉𝛼𝛼𝛼𝛼0 (−) 0.85 0.15

𝜓𝜓𝜓𝜓 (−) 4.5 [17] 2.8 [18]

𝜓𝜓𝜓𝜓 (Å) 2.95 [13] 2.86 [13]

𝜗𝜗𝜗𝜗 (−) 0.015 [13] 0.049*

𝜚𝜚𝜚𝜚 (−) 0.14 [13] 1.73**

𝑝𝑝𝑝𝑝 (−) 1.33 [13] 1.3 [4]

𝑞𝑞𝑞𝑞 (−) 0.75 [13] 0.3 [4]

𝜀𝜀𝜀𝜀0̇ (𝑠𝑠𝑠𝑠−1) 1e6 [13] 3.61e10 [4]

𝜉𝜉𝜉𝜉 (−) 1 4  [18]

𝑍𝑍𝑍𝑍 (−) 0.015 0.0009 [18]

𝐴𝐴𝐴𝐴𝑂𝑂𝑂𝑂 (𝐺𝐺𝐺𝐺𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) 8.517 −

𝐴𝐴𝐴𝐴𝑁𝑁𝑁𝑁 (𝐺𝐺𝐺𝐺𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) 13.716 −

𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶 (𝐺𝐺𝐺𝐺𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) 2.985 −

* Calculated based on the value reported in [4]. 
** Calculated based on the value reported in [4] and the room temperature
shear modulus of β-Ti.

Table 1 summarises the parameters estimated either by the 
model evaluation (minimisation problem) against SHPB test 
data at different temperature and strain rates or taken from the 
literature. The calibrated values of Ω and Λ are 0.29 and 43, 
respectively. Fig. 3 shows a comparison between the 
experimental SHPB results and the model predictions using the 
calibrated parameters.  

4. Modelling procedure

For the cutting simulations in this investigation, the
commercial software SFTC DEFORM 2D is used. The tool is 
included in the FE models as a rigid object; however, the heat 
transfer was allowed within the tool during the simulations. 
The element size in the tool is controlled using a mesh window, 
resulting in a fine element size (10 µm) near the cutting edge. 
The same method is used for the workpiece material to obtain 
a refined element size distribution in the vicinity of cutting edge 
and along the shear zones (resulting in a minimum element size 
of about 2.5 µm). The workpiece is assumed elasto-viscoplastic 
and the Lagrangian incremental FE formulation is used for the 
cutting simulations. The elastic and thermal properties of 
Ti6Al4V are taken from DEFORM database (Ti6Al4V-
machiningSFTC), while the viscoplastic behaviour of the 
material is modelled using Eq. 1. 

A modified Cockcroft-Latham (CL) fracture criterion is
used here to estimate the damage onset: 

𝑊𝑊𝑊𝑊𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = ∫𝜎𝜎𝜎𝜎∗𝜀𝜀𝜀𝜀�̇�𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ;  𝜎𝜎𝜎𝜎∗ = �𝜎𝜎𝜎𝜎
∗ = 𝜎𝜎𝜎𝜎𝑒𝑒𝑒𝑒 𝜎𝜎𝜎𝜎1 > 0

𝜎𝜎𝜎𝜎∗ = 0     𝜎𝜎𝜎𝜎1 < 0 (13)

In Eq. 13, σe and σ1 represent the equivalent von Mises and 
first principal stresses, respectively. Eq. 13 is implemented 
using a Fortran subroutine in DEFORM 2D. For each element, 
as soon as 𝑊𝑊𝑊𝑊𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 during the chip formation process exceeds a 
predefined value, the flow stress instantaneously scales down 
by the factor 𝛿𝛿𝛿𝛿. This allows to simulate the crack formation 
phenomenon when machining Ti6Al4V.
In this study, a pressure dependent shear friction model is

implemented using a Fortran subroutine to simulate the 
frictional condition at the tool-chip interface:

𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓 = [1 − exp(−𝛼𝛼𝛼𝛼1𝜎𝜎𝜎𝜎𝑛𝑛𝑛𝑛)]𝑘𝑘𝑘𝑘 (14) 

𝜏𝜏𝜏𝜏𝑓𝑓𝑓𝑓 and 𝜎𝜎𝜎𝜎𝑛𝑛𝑛𝑛 in Eq. 14 are the shear and the normal stresses acting 
on the tool surfaces and k is the shear strength of workpiece
material estimated by Eq. 1 (𝑘𝑘𝑘𝑘 = 𝜎𝜎𝜎𝜎 √3⁄ ), and α1 is a constant. 
A perfect thermal condition was assumed between the tool, 
chip and workpiece materials. This was achieved by defining a 
large heat transfer coefficient of ℎ = 105 kW/m2°C . The 
viability of the assumed thermal and frictional boundary 
conditions is discussed in detail in previous studies [19]. 
Table 2 summarises the damage and friction model parameters 
obtained by evaluation of the cutting and feed forces as well as 
the chip morphology parameters (i.e., the maximum and 
minimum chip thicknesses) at vc = 20 m/min.

Table 2. The parameters of the damage and friction models.  

A MATLAB code is developed to create the flow stress data 
in the tabulated format consistent with DEFORM 2D 
assumptions. The flow stress curves for Ti6Al4V at different 
ranges of strain (up to 5), strain rate (up to 105 s-1) and 
temperature (up to 1200K) are calculated using the MATLAB 
code and the then written in the KEY files. 

5. Results and discussion

The FE simulation results at different cutting speeds are
shown in Fig. 4. As evident, the FE models are able to predict 
the segmented chip formation when machining Ti6Al4V under 
the attempted cutting conditions. The maximum and minimum 
chip thicknesses decrease with the cutting speed and the cracks 
propagate deeper, as also experimentally observed during the 

𝑊𝑊𝑊𝑊𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 (𝜓𝜓𝜓𝜓𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) 𝛿𝛿𝛿𝛿 𝛼𝛼𝛼𝛼1
200 0.4 0.0045

Fig. 3. Experimental and simulated flow stress behaviour of Ti6Al4V at 
various temperatures and strain rates. 



Amir Malakizadi  et al. / Procedia CIRP 117 (2023) 335–340 339

cutting tests (see Fig. 5 (a)). However, the deviation with the 
experimental results increases at higher cutting speeds. As 
shown in Fig. 5 (b), the FE simulations underestimate the 
maximum chip thickness values, while they overestimate the 
minimum chip thicknesses. The cutting and feed forces, as 
shown in Fig. 5 (c), are also underestimated in all cases, 
although the underestimations in the simulated feed forces are 
more pronounced. The cutting forces are underestimated 
between 2-14 %, the lowest and highest deviations are 
associated with vc = 20 m/min and vc = 140 m/min, respectively.
In case of feed force, the simulation errors span between 
8-37 %. Here, the lowest and largest deviations from the
experimental feed force measurements are observed at
vc = 20 m/min and the highest vc = 180 m/min. Overall, this
range of simulation error is deemed reasonable as compared to
the previous attempts reported in the literature using modified
Johnson-Cook (JC) constitutive models; see for example the
studies performed by Calamaz et al. [20] and Sima and Özel
[3]. The maximum interface temperatures also seem reasonable
[3], varying between 470°C at vc = 20 m/min to 880°C at
vc = 180 m/min.

Fig. 6 shows the distribution of the dislocation density 
estimated using the calibrated Kocks-Mecking dislocation 
evolution model at vc = 60 m/min. The results coincide well the 
distribution of effective strain shown in Fig. 4. The highest 
dislocation densities occur near the tool-chip interface on the 
secondary shear zone, on the machined surface and within the 
shear localised regions of the segmented chip. However, as 
evident, the dislocation density is rapidly saturated at high 
strain regions in the chip. This behaviour is observed because 
a large dynamic recovery constant (Λ) is used in Eq. 12 to 
match the SHPB test data at the applicable ranges of strains 
above ε = 0.05, resulting in a rapid dynamic recovery 
(dislocation density saturation) at strains as low as ε = 0.02. 
This small strain threshold results in a fast dislocation density 
saturation in the shear zones. Therefore, no significant strain 
hardening effect is expected above this strain threshold, as 
shown in Fig. 3. This can partly be the reason for the simulation 
errors in Fig. 5. 

Nevertheless, the physics-based (i.e., dislocation-based) 
constitutive model presented in this study enables a 
microstructure dependent derivation of the material 

viscoplastic properties required for machining simulations. For 
example, the presented model can provide the flow stress 
properties of the Ti6Al4V as the volume fraction and the 
average grain size of α-Ti change due to an arbitrary thermal 
treatments (provided that the heat treatment does not result in 
Widmanstätten microstructure, since the effect of acicular α- 
and α’-Ti is not included here), or when the concentration of 
interstitial elements like O, N and C varies in the workpiece 
material. Hence, the presented physics-based model reduces 
the needs for costly experimental tests for a new batch of 
material with different chemical composition and 
microstructural properties. Yet the capabilities of the current 
physics-based model for the cutting simulation can be 
improved further, for example, by including a temperature 
dependent dislocation-drag stress contribution as proposed in
[4, 13]. The dislocation-drag stress accounts for the marked 
hardening effects experimentally observed at very high strain 
rates. The neglection of this effect is perhaps another reason for 

Fig. 5: (a) Serrated chip formation and its parameters: hc,max and hc,min; (b) 
simulated and experimental chip thickness parameters; (c) simulated and 
experimental cutting and feed forces (Fc and Ff), tuc = 0.1 mm.

Fig. 4. The FE simulation results (temperature and effective strain) at different cutting speeds varying between vc = 20 - 180 m/min. tuc = 0.1 mm. 



340 Amir Malakizadi  et al. / Procedia CIRP 117 (2023) 335–340

the underestimation of the cutting forces in this study, despite 
the reasonable match between the model estimations and SHPB 
test data (see Fig. 3). Nevertheless, a more advanced 
calibration strategy (see for example [5]) is to be implemented 
to determine the dislocation-drag stress contribution at a wide 
range of temperature and strain rate encountered in cutting. In 
addition, the application of more advanced dislocation 
evolution models [8], and the adoption of the physics-based 
(progressive) damage models [21, 22] can enhance the model 
predictions. These topics will be addressed in our future 
investigations.

6. Conclusions

This study presents a robust physics-based microstructure 
sensitive flow stress model for Ti6Al4V. The results of the 
cutting simulations with the calibrated material and damage 
model indicated the significant potential of this approach 
compared to the phenomenological constitutive models such as 
the commonly used Johnson-Cook model. Calibrated using 
only six SHPB tests, this model can predict the forces and chip 
morphology parameters with acceptable error margins. The 
reliability of the FE simulation results can be improved further 
by including dislocation-drag stress contribution and 
implementation of a more advanced damage model.   
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