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Abstract
Chemical substitution, which can be iso- or heterovalent, is the primary strategy to tailor material properties. There are 
various ways how a material can react to substitution. Isovalent substitution changes the density of states while heterovalent 
substitution, i.e. doping, can induce electronic compensation, ionic compensation, valence changes of cations or anions, or 
result in the segregation or neutralization of the dopant. While all these can, in principle, occur simultaneously, it is often 
desirable to select a certain mechanism in order to determine material properties. Being able to predict and control the 
individual compensation mechanism should therefore be a key target of materials science. This contribution outlines the 
perspective that this could be achieved by taking the Fermi energy as a common descriptor for the different compensation 
mechanisms. This generalization becomes possible since the formation enthalpies of the defects involved in the various 
compensation mechanisms do all depend on the Fermi energy. In order to control material properties, it is then necessary 
to adjust the formation enthalpies and charge transition levels of the involved defects. Understanding how these depend on 
material composition will open up a new path for the design of materials by Fermi level engineering.

Keywords Electroceramics · Oxides · Defects · Fermi energy · Charge compensation · Segregation · Ceramic processing · 
Interfaces · Grain boundaries · Surfaces · Space-charge regions
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1 Introduction

Multinary oxide electroceramics provide a vast range of 
functional properties depending on their composition, 
structure, and defect properties. They have experienced a 
tremendous development in the last fifty years and are of 
increasing importance in many key technologies, including 
communication, energy conversion and storage, electronics 
and automation [1–3]. The class of oxide electroceramics 
comprises dielectrics for capacitors [4, 5], materials for fuel 
cells and gas permeation membranes [6], as well as piezo- 
and ferroelectrics for non-volatile memories [7], actuators, 
and transducers [8]. Electroceramic oxides are also key 
materials for photocatalysis and widely studied for replac-
ing electrode and solid electrolyte materials for rechargeable 
batteries [9], and magnetic or memristive materials for data 
storage and neuromorphic computation [10]. Semiconduct-
ing oxides are key sensor materials for environmental moni-
toring, transparent electrodes in solar cells and displays, and 
outperform amorphous silicon in thin film transistors [11]. 
These and other applications require materials with tailored 
properties, which are governed by their bulk, interfacial, and 
microstructural features.

Driven by the need for novel and improved functionali-
ties, reduced use of hazardous and critical raw materials, 
miniaturization and costs, the field of electroceramics is 
expected to further grow rapidly, requiring materials to ful-
fill a set of requirements that might be mutually exclusive. 
Oxygen transport membranes require, for example, both high 
ionic and electronic conductivities together with fast surface 
exchange reactions and resistance towards carbonate forma-
tion. Piezoceramics, as another example, must feature cer-
tain piezoelectric figures-of-merit but also fulfill mandates 
for temperature- and frequency-dependent losses. In order 
to cope with such challenges, doping and co-doping are 
often used in an extensive trial-and-error approach as there 
is still a lack of understanding of the interplay of structural, 
chemical and electronic effects. The same holds for grain 
boundaries and surfaces, for which structural distortions and 
variations in chemical composition must also be considered.

In the last decades, research on functional ceramics has 
brought tremendous progress for a better understanding of 
structure-property relations through advanced characteri-
zation methods, including spectroscopy and microscopy, 
as well as high-fidelity electronic structure calculations. 
Nevertheless, scientific and experimental progress is often 
still the result of serendipity. Researchers experience that 
subtle changes in composition and/or processing can result 
in a substantial variation of properties, whereby tiny dif-
ferences in the impurity content of the starting materials 
or processing conditions strongly affect reproducibility. 
The ability to predict properties of materials with given 

compositions and processing parameters, which is possible 
with modern simulation tools in semiconductor technology 
(TCAD: Technology Computer Aided Design), is not yet 
available for electroceramics.

The main strategy to adjust properties of functional 
ceramics is the subtle and controlled variation of the chemi-
cal composition by substitution. While isovalent substitution 
or the formation of solid solutions is electrically neutral, het-
erovalent substitution (doping) introduces additional charged 
defects.1 Doping can result in different properties, which are 
primarily determined by how the charges introduced by the 
dopant species are compensated in the material. In semi-
conductors, dopants are mostly electronically compensated 
by electrons and electron-holes (holes), which are highly 
mobile electronic charge carriers [12]. Doping in oxides is 
often ionically compensated by introduction of ionic defects, 
such as vacancies or interstitials, which can result in ion 
conducting materials to be used in fuel cells, batteries or 
membranes [13]. The compensation by ionic defects is also 
used to explain the variation of properties of soft- (donor) 
or hard- (acceptor) doped piezoelectrics [14]. For higher 
doping levels, the solubility limit may be exceeded resulting 
in the segregation of dopants to grain boundaries, surfaces, 
and heterointerfaces or leading to the formation of secondary 
phases. Such effects are, for example, intentionally utilized 
in ZnO varistor ceramics or BaTiO3 conductors (PTCR: 
positive temperature coefficient resistors) [15, 16]. Further-
more, charge compensation can occur via valence changes of 
constituents, being the origin of unique magnetic properties 
as the basis for memory and sensor applications [10, 17–19]. 
The variety of charge compensation mechanisms, resulting 
material properties, and applications based on the different 
compensation mechanisms are summarized in Fig. 1.

Charge compensation mechanisms are well understood 
for many materials and used to iteratively optimize their 
properties. However, literature does not provide a descrip-
tion of all different mechanisms on a common basis. To 
this end, the electrochemical potential of the electrons, 
which is commonly referred to as the Fermi energy, can be 
seen as hidden variable in the development and engineering 
of electroceramics. It is a precisely defined thermodynamic 
quantity in solids. At finite temperatures, an electronic 
state, having an energy equal to the Fermi energy, has a 
50 % probability of being occupied. The Fermi energy does 
not necessarily coincide with an existing energy level that 
can be occupied (in an insulator, for example, the Fermi 
level lies in the band gap), nor does it require the existence 

1 To distinguish between substitution requiring charge compensation 
or not, the term "doping" is exclusively used for heterovalent substitu-
tion in this contribution.
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of a band structure with extended electronic states. It has 
the potential to serve as key descriptor for a wide variety 
of properties in the context of a knowledge-based materials 
design. The fundamental origin of this is the mutual rela-
tion between defect concentrations and the Fermi energy to 
establish charge neutrality. While it is clear that the Fermi 
energy is determined by the defect concentrations and their 
defect energy levels, it is less common knowledge that the 
defect concentrations are also intimately connected to the 
Fermi energy.

In this contribution, the Fermi energy is proposed as the 
key quantity for comparing charge compensation mecha-
nisms. It provides a unique basis for predicting material 
properties of electroceramic oxides and is essential for the 
adjustment and improvement of manifold material proper-
ties. After some introductory remarks about defect proper-
ties and the Fermi energy in Section 2, the different charge 
compensation mechanisms and their relation to the Fermi 
energy will be described in Section 3. The tools of Fermi 
level engineering, that is how the charge compensation 
mechanisms can be manipulated in order to adjust mate-
rial properties, will be outlined in Section 4. This includes 
the influence of the density of states, of the energy band 
alignment, and of the defect energy levels of dopants. The 

article continuous with two short excursions on the impact 
of the Fermi energy on space charge regions at interfaces 
in Section 5 and on how the knowledge about the charge 
compensation mechanisms and the variation of the Fermi 
energy might eventually be utilized to select sample process-
ing conditions in Section 6.

2  The Fermi energy and defect properties

2.1  The electron chemical potential 
and the Fermi energy

Electrons are Fermions with a spin 1
2
 . The occupation of 

electronic states at energy E by electrons is thus given by 
the Fermi-Dirac distribution f(E) [12]:

where �e is the (electro)chemical potential of the electrons, 
kB is Boltzmann’s constant and T is the temperature. The 
course of the Fermi distribution function, f(E), at different 
temperatures is illustrated in Fig. 2.

(1)f (E) =
1

1 + exp
(

E−�e

kBT

) .

Fig. 1  The charges introduced by doping can be compensated by different mechanisms, resulting in a wide variation of material properties ena-
bling a plethora of different applications
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At zero Kelvin, f(E) is a step function. Therefore, all 
states below the Fermi energy are occupied and states 
above are empty. With increasing temperature, f(E) broadens 
around � by about 6 kBT  . Thermodynamically, �e represents 
the reservoir from which electrons are drawn. At this point, 
the electron chemical potential is a “free” variable (in the 
thermodynamic sense). The Fermi energy, EF , (note that it 
is not a potential) is in principle the value of �e at which 
charge neutrality is obtained. This couples all the quantities 
that depend on the electron chemical potential, including 
all defect concentrations as well as contributions associated 
with surfaces and interfaces (trap states, surface potentials). 
In thermodynamic equilibrium, one can therefore replace 
� by EF in Eq. 1, as it is commonly done in semiconductor 
textbooks [12]. In solid state physics textbooks (see, e.g., 
[20, 21]), the Fermi energy is usually derived as the highest 
occupied level of a free electron gas at zero Kelvin, which 
is given by

where ℏ is Planck’s constant, m the mass of the electron, 
and n the concentration of the electrons, which is equal to 
the number of positively charged atoms. As the density of 
states in the free electron gas increases with 

√

E , the energy 
level at which 50% of the electronic states are occupied must 
reduce in energy upon an increase of temperature in order 
to leave the concentration of electrons unaltered. Sometimes 
the term Fermi level is then used for the temperature depend-
ent quantity [21]. We will not distinguish between Fermi 
energy and Fermi level in this contribution.

2.2  Defects in materials

2.2.1  Defect concentrations and charge states

Defects in materials can be classified according to their 
dimension. There are three-dimensional (voids), two dimen-
sional (interfaces, including grain boundaries and surfaces), 

(2)EF =
ℏ2

2m

(

3�2n
)2∕3

one-dimensional (dislocations), and zero-dimensional 
(point) defects. This contribution will cover only parts of the 
properties of defects: Thermodynamic properties of point 
defects will be outlined in Section 2.2, whereas Section 5 
will elaborate on the relation between point defects and pla-
nar (two-dimensional) defects. The influence of strain will 
also not be covered. Regarding electronic properties, strain 
is known to modify the position and the dispersion of energy 
bands [22] but is also expected to affect defect formation 
energies and the charge transition levels of defects. Both 
will change defect concentrations and cannot be ignored. 
In the context of strain, the influence of temperature must 
be considered. Defect concentrations in oxides are typically 
established during synthesis, typically performed at very 
high temperatures, often > 1000 ◦C . On the other hand, the 
impact of strain on material properties is typically discussed 
at operation temperatures, which are much lower. Strain 
develops largely during cooling and is eventually affected by 
microstructure and, in addition, by ferroelectric or electro-
chemical polarization. Revealing the relation between strain 
and defect proporties is beyond the scope of this contribution 
and has to be treated separately.

Point defects in a material are cation and anion vacan-
cies (Vcat , V an ) and interstitials (Cat i , An i ), antisite defects 
(Catan , Ancat ), electrons in the conduction band (e), holes in 
the valence band (h, sometimes also referred to as electron-
holes), and trapped electrons and holes. More details about 
trapped charges will be given in Section 3.3. All the above 
mentioned defects are referred to as intrinsic defects through-
out this contribution. In addition to the intrinsic defects, 
extrinsic defects are induced by intentional substitution or 
unintentionally by impurities.

The mole fraction of an intrinsic defect species D in a 
material is given by:

where ND,0 is the concentration of potential defect sites, e.g., 
the concentration of anions for anion vacancies. ΔGD is the 
free formation energy of the defect. The formation energies 
of intrinsic defects must be positive. If not, the number of 
defects will be higher than the number of potential defect 
sites, resulting in a disintegration of the material. Conse-
quently, the generation of defects raises the enthalpy, H, 
of the system. However, the free enthalpy of the system, 
G = H − TS can be lowered by the generation of defects due 
to the increasing configurational entropy, S. Eventually, the 
minimum of G, is obtained if the concentration of defects 
corresponds to that given by Eq. 3 [13]. The free formation 
enthalpy of the defects contains all other entropy contribu-
tions, such as changes in vibrational entropy upon defect 
formation (see, e.g., [23]).

(3)[D] =
ND

ND,0

= exp

(

−
ΔGD

kBT

)

Fig. 2  The Fermi distribution function at different temperatures
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Intrinsic and extrinsic defects can both be classified as 
donors, acceptors, or neutral species. Donors and accep-
tors act as dopants as they have a different valence than the 
nominal lattice site. Some species can also be ambipolar, 
i.e., they can be either a donor or an acceptor, depending 
on the Fermi energy of the material. Ambipolar defects are, 
e.g., hydrogen [24] or oxygen interstitials [25]. Many defects 
can change their valence in dependence on the Fermi energy. 
This is illustrated for an arbitrary donor and an arbitrary 
acceptor species with two different valence states in Fig. 3.

The two charge states of the donor and acceptor species 
can be described by the charge transition levels (CTLs) 
attributed to them. Considering the ionisation reactions of 
donors and acceptors, 

 occupied donor states and unoccupied acceptor states  
are electrically neutral. As the occupation of the states is 
given by the Fermi energy, donors are neutral for EF > ED 

(4a)D → D+ + e−

(4b)A → A− + h+

and acceptors for EF < EA , where ED and EA are the CTLs 
of the donors and the acceptors, respectively. The charge 
transition levels are not real energy levels, they rather cor-
respond to the value of the electron chemical potential, for 
which the charged / uncharged defect state is energetically 
more favorable.

Valence changes of defects occur particularly for defects 
with charge transition levels deep inside the energy gap. 
This is often the case for transition metals, which can have 
multiple CTLs inside the band gap. The charge state of such 
species thus depends crucially on the position of the Fermi 
energy, which is determined by the overall charge neutrality 
and by the concentrations and transition levels of all charged 
defects. For Fe-doped BaTiO3 , for example, the valence of 
Fe can vary from 2+ for strongly reduced samples with a 
high concentration of oxygen vacancies and a Fermi energy 
near the conduction band minimum [26] up to 5+ , if the 
Fermi energy is sufficiently lowered by substitution of Ba 
with Na [27]. For certain Fermi energies, a defect can be 
neutral and then does not need charge compensation. An 
example for such a defect is the oxygen vacancy in ZnO, 
which is a deep double donor with a CTL about 0.7 eV below 
the conduction band minimum [28]. Small amounts of Al 
impurities, which form donor states inside the conduction 
band in ZnO, will then fix the Fermi energy close to the con-
duction band and thus render all oxygen vacancies neutral. 
These neutral vacancies can then be present in high con-
centrations without requiring charge compensation allowing 
for huge understoichiometric oxygen content. The electrons 
trapped in the neutral vacancies can be released and affect 
electrical properties [29].

Based on simple electrostatic considerations, a rule of 
thumb for the occurrence of defects in materials with dif-
ferent ionicity can be derived. The electrostatic energy of 
a sphere with radius r with a charge q is given by:

With increasing ionicity, i.e., with the difference in the num-
ber of valence electrons between a cation A and an anion 

(5)E =
q2

r

Fig. 3  Dependence of charge state of donors and acceptors with 
charge transition levels ED and EA on the Fermi energy EF . The 
donor/acceptor states are charged if the Fermi energy is below/above 
the charge transition level, respectively

Table 1  Nominal charge 
states of different defects in 
semiconducting compounds 
with different ionicity. Group 
IV elemental materials, e.g. 
Si, are purely covalent, III-V 
compounds, e.g. GaAs, II-VI 
compounds, e.g. ZnS, and I-VII 
compounds, e.g. KCl and AgCl, 
exhibit increasing ionicity
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X of a compound AX, the formal charge of vacancies and 
interstitials decreases, while the charge of antisite defects 
decreases. The resulting trends are summarized in Table 1. 
Lowest formation enthalpies are expected for vacancies and 
interstitials in alkali-halides. Considerable vacancy and 
interstitial concentrations will still be present for the divalent 
ions, i.e., for oxides and chalcogenides, but their formation 
energies will increase with decreasing ionicity. The opposite 
trend is expected for antisite defects, which more frequently 
occur in III-V semiconducting compounds.

2.2.2  Defect thermodynamics

The thermodynamics of point defects can be approached in 
two ways. A detailed comparison of the two approaches would 
be too extensive for this contribution. Instead, only a brief 
introduction to the two approaches describing defect thermo-
dynamics will be given here. For more details, the readers are 
referred to textbooks and review articles [13, 30].

The original and widely used approach to describe the ther-
modynamics of point defects in solids is defect chemistry, in 
which defect concentrations are obtained from defect reactions 
(see, e.g., [13]). These reactions involve different defect species 
in order to maintain charge neutrality. Example defect reactions 
are the Schottky and Frenkel defect pairs, and the electron-hole 
pair generation. For an oxide with a divalent cation, these are: 

 where the Kröger-Vink notation has been used. The set of 
equations 6 includes the reduction reaction, which results 
in changes of stoichiometry and which connects the ionic 
and the electronic defect reactions. The Anti-Schottky and 
Anti-Frenkel defect reactions are not included but mentioned 
for completeness. Also not included in this brief treatment 
are the ionisation reactions of the ionic defect species. This 
corresponds to the assumption that they are always doubly 
charged. The defect reactions (6) are associated with mass 
action laws: 

(6a)Schottky ∶ M×
M
+ O×

O
↔ V ��

M
+ V ⋅⋅

O
+ (MO)surf

(6b)Frenkel ∶ M×
M
↔ VM

�� +M⋅⋅

i

(6c)electronic ∶ nil ↔ e� + h⋅

(6d)reduction ∶ O×
O
↔ V ⋅⋅

O
+ 2e� +

1

2
O2(gas)

(6e)oxidation ∶
1

2
O2(gas) ↔ VM

�� + 2h⋅ + (MO)surf

(7a)S ∶ KS = exp

(

−
ΔGS

kBT

)

=
[

V ��
M

]

⋅

[

V ⋅⋅

O

]

 where K and ΔG are the equilibrium constant and free for-
mation enthalpy of the respective defect reaction, Eg is the 
energy gap, […] are the mole fractions of the defects, and 
pO2 is the oxygen partial pressure.

The set of equations 7 can be solved by employing the 
charge neutrality condition. Assuming Schottky disorder 
to dominate the ionic defect reactions, i.e. only metal and 
oxygen vacancies are considered as ionic defect species, the 
charge neutrality is:

Note that defect concentrations are used in Eq. 8, while the 
mass action laws (7) contain mole fractions ([..]). Defect 
concentrations and mole fractions are connected via the 
concentration of defect sites, which are the concentration of 
atoms for ionic defects and the effective density of states for 
the electronic defects (for the latter see Section 3.1). Having 
solved the set of mass action laws and the charge neutrality 
condition, the defect concentrations can be plotted versus the 
oxygen partial pressure, pO2 . Schematic diagrams employ 
the Brouwer approximation, which assumes that the charge 
neutrality conditions for low, medium, and high oxygen par-
tial pressure can be approximated by: 

For intermediate oxygen partial pressures, either the 
Schottky or the electronic defect equilibrium are dominat-
ing depending on the relative magnitude of ΔGS and Eg . An 
example for a Brouwer diagram is displayed in Fig. 4.

The logarithmic defect concentrations exhibit the well-
known power law dependencies on oxygen partial pressure 
with the exponents given in Fig. 4

(7b)F ∶ KF = exp

(

−
ΔGF

kBT

)

=
[

V ��
M

]

⋅

[

M⋅⋅

i

]

(7c)el ∶ Kel = exp

(

−
Eg

kBT

)

=
[

e�
]

⋅ [h⋅]

(7d)red ∶ Kred = exp

(

−
ΔGred

kBT

)

=
[

V ⋅⋅

O

]

⋅

[

e�
]2

⋅ pO2
1∕2

(7e)ox ∶ Kox = exp

(

−
ΔGox

kBT

)

=
[

V ��
M

]

⋅ [h⋅]2 ⋅ pO2
−1∕2

(8)2 ⋅ N
(

V ⋅⋅

O

)

+ p = 2 ⋅ N
(

V ��
M

)

+ n

(9a)low ∶ 2 ⋅ N
(

V ⋅⋅

O

)

≈ n

(9b)mid ∶

{

N
(

V ⋅⋅

O

)

≈ N
(

V ��
M

)

n ≈ p

(9c)high ∶ p ≈ 2 ⋅ N
(

V ��
M

)
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A different approach to determine defect concentrations 
is based on ab-initio calculations [30, 31]. The enthalpy for 
the formation of a lattice defect can thereby be obtained 
from total energy calculations using supercells according to:

where Hq

defect
 and Hideal are the enthalpies of the super-

cell with a defect of charge q and of the ideal supercell, 
respectively. Δni and �i are the number of species, i, that  
are removed from or added to the supercell in order to 
include the defect. As above, �e is the electron chemical 
potential. In contrast to the defect chemistry approach, 
every defect is treated individually rather than in pairs.  
In order to obtain the equilibrium defect concentrations 
for fixed chemical potentials, the concentrations have 
to be calculated as a function of the electron chemical  
potential. In a second step, the equilibrium Fermi energy 
is obtained by finding the unique value of the electron 
chemical potential, at which charge neutrality is achieved. 
In order to find the dependence on oxygen partial pressure, 
which is connected to the chemical potential of oxygen,  
the calculations have to be repeated for the range of chemi-
cal potentials at which the compound is stable.

An example for the dependence of defect formation 
enthalpies on the electron chemical potential under most 
oxidising and most reducing conditions is given in Fig. 5. 
The formation enthalpies of neutral metal and oxygen 

(10)ΔHD = H
q

defect
− Hideal + q ⋅ (�e − EVB) + Σi

(

Δni�i

)

vacancies are included in Fig. 5. These are set in a way 
that the vacancies remain doubly charged for all values of 
the electron chemical potential inside the energy gap. The 
formation enthalpies of singly charged vacancies are set to 
values high enough to not show up in the graphs. The defect 
concentrations in dependence on oxygen partial pressure 
obtained using the defect formation enthalpies from Fig. 5 
are identical to those displayed in Fig. 4. The connection is 
evident for the energy of the Schottky defect pair ( 2.45 eV 
in Fig. 4), which is simply the sum of the defect formation 
enthalpies of the charged metal and oxygen vacancies in 
Fig. 5. The sum of the two is also independent on the elec-
tron and the oxygen chemical potentials.

The defect chemistry and the physical approach of 
considering defect formation energies in dependence on 
the electron chemical potential and the chemical poten-
tials of the constituents are fully equivalent and provide 
identical equilibrium defect concentrations. While the 
defect chemistry description of point defect thermody-
namics is a powerful, intuitive, and very useful concept, 
the second (physical) approach is directly suitable for the 
discussion of Fermi level engineering in this contribu-
tion. The principle advantage of the physical approach 
is that all potentially contributing defects can be treated 
on the same basis, thereby providing unanimous explana-
tions for the prevailing defect species and charge com-
pensation mechanism.

Fig. 4  Defect concentrations of a hypothetical compound with com-
position MO with NM = NO = 3 ⋅ 1022 cm−3 , efective masses of 
electrons and holes equal to the free electron mass, and dominating 
Schottky disorder at T = 1000K . The parameters used for the calcu-
lation are ΔGS = 2.45 eV , ΔGred = 5.5 eV , and Eg = 3.0 eV

Fig. 5  Defect formation energies in dependence on the electron 
chemical potential of a hypothetical compound MO with Schottky 
disorder. The formation energies are given at the left in the metal-
rich limit ( �O = −4.5 eV ) and at the right in the oxygen-rich limit 
( �O = 0 eV ). The difference in defect formation energies between the 
two graphs corresponds to the formation enthalpy of the compound 
�MO , which is arbitrarily set to −4.5 eV . The defect concentrations in 
dependence on �O and pO2 obtained using the given dependence of 
defect formation enthalpies are identical to those displayed in Fig. 4
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3  The Fermi energy and charge 
compensation

3.1  Electronic charge compensation

Doping of classical semiconductors, such as Si, which can 
be very accurately controlled down to concentrations of parts 
per billion (ppb), results in the occupation of states in the 
conduction band (free electrons) or in the emptying of states 
in the valence band (free holes). The positive/negative charge 
of the donor/acceptor is then compensated by the negative/
positive charge of the electron/hole. Independent on the mate-
rial, its band gap, and any other defects present, the electron 
concentration, n, and hole concentration, p, can be obtained 
using the integral over the density of electronic states multi-
plied by the occupation of the states according to [12]: 

 where EVB and ECB are the energy of the valence band 
maximum (VBM) and conduction band minimum (CBM), 
NVB(E) and NCB(E) are the density of states in the valence 
and the conduction band, and f(E) is the Fermi distribution 
function. The integrals (11) can be solved analytically if two 
classical approximations are involved [12]: The parabolic 
band approximation assumes that the energy in the conduc-
tion and in the valence band depends parabolically on the 
electron’s momentum ( E ∝ k2 ). This assumption is valid as 
long as only electronic states very close to ECB and EVB are 
involved. The approximation results in a square-root depend-
ence of the density of states ( NVB(E) ∝

√

EVB − E and 
NCB(E) ∝

√

E − ECB ). The second approximation is that 
of non-degenerate semiconductors, which assume that the 
Fermi energy stays at least 3 kBT away from the band edges 
( EF − EVB > 3kBT and ECB − EF > 3kBT ). The Fermi distri-
bution function can then be replaced by a Boltzmann function. 
Eventually, the electron and hole concentrations become: 

(11a)n = ∫
∞

ECB

NCB(E) ⋅ f (E) dE

(11b)p = ∫
EVB

−∞

NVB(E) ⋅ (1 − f (E)) dE

(12a)n = NC exp

(

−
ECB − EF

kBT

)

(12b)p = NV exp

(

−
EF − EVB

kBT

)

(12c)

with

NC,V = 2

(

2�m∗
e,h
kBT

h2

)3∕2

 where NC,V are the effective densities of states in the 
conduction and valence band, which depend on the 
effective masses, m∗

e,h
 , of the carriers (the inverse cur-

vature of the energy bands [12, 21]). The concentration 
of free electrons and holes depends directly on the ener-
getic distance of the Fermi energy and either the valence 
band maximum or the conduction band minimum. The 
product of n and p is independent of the Fermi energy 
and corresponds to the law of mass action for electron-
hole generation in defect chemistry (Eq. 7c). The basis 
of semiconductor technology is the spatial control of 
charge carrier concentrations by doping. According 
to Eq. 12, this is equivalent to controlling the Fermi 
energy. Therefore, semiconductor technology, which 
enable a wide range of applications, including (light 
emitting) diodes, transistors, solar cells, sensors, varac-
tors, microwave generators [12] can be considered as 
Fermi level engineering.

Electronic compensation, which leads to electronic con-
duction, in oxides is important for several applications, such 
as ceramic heating elements, membranes, and electrode 
materials for fuel cells and batteries. As an example, donor- 
(e.g. La or Nb) doped BaTiO3 is an electron conductor, 
which is the basis for the PTCR effect [16, 32, 33] utilized 
in sensors and ceramic heating elements. The n-type conduc-
tivity in this compound disappears for donor concentrations 
> 0.1% , which has been related to the segregation of cation 
vacancies to grain boundaries [34]. Evidently, donor dop-
ing does not only introduce electrons but also cation vacan-
cies (partial ionic compensation), which is also reported 
for donor-doped SrTiO3 [35]. In order to avoid electronic 
conductivity in BaTiO3 , which is crucial for the wide use of 
BaTiO3 as dielectric in multilayer ceramic capacitors, it is 
doped with acceptors, such as Mg, Mn, or Fe [4]. In contrast 
to donor doping, acceptor doping of BaTiO3 does not result 
in electronic but in ionic compensation, i.e. in the generation 
of oxygen vacancies.

The concentrations of electrons and holes in semi-
conductors, particularly in semiconductors with wide 
band gaps, are limited [36–38]. These limits are known 
as doping limits and correspond directly to a limitation 
of the Fermi energy. The mostly discussed origin of the 
limitation of the Fermi energy and carrier concentrations 
is ionic compensation, also known in semiconductor 
physics as self-compensation, which will be discussed 
in the following section. The key to achieve p-type dop-
ing in GaN, which enables blue light emitting diodes, 
is to kinetically suppress ionic compensation upon 
acceptor doping. This can be achieved by the addition 
of hydrogen, which is compensating acceptor doping 
during material synthesis and which can be removed 
afterwards at lower temperatures in order to activate the 
acceptors [39].
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3.2  Ionic charge compensation

In general, ionic compensation is achieved by the forma-
tion of lattice defects, such as vacancies or interstitials, in 
response to the insertion of a charged defect. Oxygen ion 
conductors are mostly utilizing ionic compensation. The for-
mation of oxygen vacancies in Y-stabilized ZrO2 (YSZ) is, 
for example, induced by acceptor doping. Due to its effect 
on the polarization and strain hysteresis, acceptor and donor 
doping of piezoelectric materials are referred to as hard and 
soft doping, respectively [14]. The effects of doping in die-
lectrics and piezoelectrics are also discussed in terms of the 
ionic compensation mechanism [14, 40, 41]. However, not 
every acceptor or donor species generates the same proper-
ties. For example, resistance degradation is significantly dif-
ferent for Mn- and Mg-doped BaTiO3 [42]. Such differences, 
which are important for application, can hardly be described 
by ionic compensation alone.

Here, the introduction of charged defects does not lead 
to electronic compensation but to the formation of ionic 
defects. Self- or ionic compensation is directly related 
to the dependence of the defect formation enthalpy of a 
defect, ΔHD , on the Fermi energy and the chemical poten-
tial. The situation for a binary oxide MO with a divalent 
intrinsic donor and a divalent intrinsic acceptor defect, 
which is analogous to that displayed in Fig. 5, is illus-
trated in Fig. 6. For donor defects, such as oxygen vacan-
cies, the formation enthalpy decreases with decreasing 
�e due to the energy, Ξ , gained by removing the electron 
from the defect (Fig. 6(a)). The resulting defect formation 

enthalpies are plotted in dependence on �e in Fig. 6(b). For  
more oxidizing conditions, the formation enthalpy of the 
intrinsic donor is increased and that of the intrinsic accep-
tor decreased.

When decreasing the Fermi energy (e.g., by acceptor dop-
ing), the defect formation enthalpy of the intrinsic donor 
decreases until it approaches zero. A zero defect formation 
enthalpy would mean that the defect concentration is as high 
as the concentration of lattice sites. A condition that is obvi-
ously not compatible with the thermodynamic stability of 
the material. Therefore, the material is only stable if the 
defect (free) formation enthalpies are positive. This requires 
that the Fermi energy remains within the range indicated as 
Δ�e(red) or Δ�e(ox) in Fig. 6(b). The accessible range of the 
Fermi energy varies with the chemical boundary conditions 
due to the dependence of the defect formation enthalpies on 
the chemical potentials of the constituents (Eq. 10). A high 
activity of a species would, for example, lower the formation 
enthalpy of a vacancy of that species.

Although the calculation of defect formation enthalpies 
using density functional theory has become routine [30], there 
is still a lack of quantitative agreement between theory and 
experiment regarding both formation enthalpies and charge 
transition levels (CTLs) of the defects ( ED and EA in Fig. 6). 
This discrepancy is even observed with the most accurate cal-
culations using hybrid functionals, which reproduce experi-
mental band gaps quite well. It has been predicted, for exam-
ple, that the maximum electron concentration in donor-doped 
SnO2 is higher than that in donor-doped In2O3 [43], which con-
trasts with experiment [44]. The recently determined Fe2+∕3+ 

Fig. 6  Dependence of defect formation enthalpies on the Fermi 
energy as origin for ionic (self) compensation and doping limits: (a) 
The removal of electron(s) from a donor results in an energy gain Ξ , 
if the Fermi energy is below the charge transition level of the donor 
ED ; (b) defect formation enthalpies of intrinsic acceptor (blue) and 
donor (red) defects according to Eq. 10 for most oxidizing (ox) and 
reducing (red) conditions, differing by Δ� , which corresponds to the 
formation enthalpy of the compound. Doping with acceptors (donors) 
lowers (raises) the Fermi energy, which reduces the formation enthal-
pies of compensating intrinsic donor (acceptor) defects. The limits 

of the Fermi energy are reached once the defect formation enthalpies 
approach 0, resulting in spontaneous formation of defects. The lim-
its of �e are indicated for reducing conditions; (c)  concentrations of  
electrons, n, and intrinsic acceptor defects, NA,comp , and equilibrium 
Fermi energy in dependence on donor concentration. At low donor 
concentration (region I), the donors are compensated by electrons, 
while at high donor concentration (region III) the electron concen-
tration and the Fermi energy saturate and the donors become mostly 
compensated by intrinsic acceptor defects
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charge transition levels in SrTiO3 and BaTiO3 [26] also do not 
agree with recent calculations [45].

3.3  Self‑trapping of electrons and holes

Self-trapping of holes or electrons is also known as polaron 
formation [46]. The energy levels of the trapped charges cor-
respond to electrochemical oxidation and reduction potentials 
[47, 48], which indicate at which Fermi energy a cation or 
anion is oxidized or reduced. As an example, Fe3+ in Fe2
O3 and LaFeO3 can be oxidized to Fe4+ or reduced to Fe2+ 
[17, 49]. As the material is only thermodynamically stable 
for the proper oxidation states of the species, the oxidation 
and reduction potentials constitute a lower and an upper limit 
for the Fermi energy. In contrast to the Fermi energy con-
finement induced by ionic compensation, the confinement 
induced by valence changes is not limited to high tempera-
tures as no diffusion of ions is required for self-trapping of 
electrons and holes. It also does not depend on the chemical 
boundary conditions (oxygen activity).

The valence change of host ions constitutes an important 
compensation mechanism for charged defects. Electrons 
typically trap on cationic sites as the anion orbitals do not 
contribute substantially to the conduction band states. In 
contrast, holes can be trapped on cations and on anions 
[50]. Self-trapping on cation sites is most prominent for 
3d transition metals [17]. However, valence changes are 
also observed on 4d- and 5d-transition metals (e.g., Mo, 

W, Nb [50]) although these states are less localized due to 
the larger extension of their d-orbitals. Hole trapping has 
further been reported to occur on Pb ions in Pb(Zr,Ti)O3 
[51]. Eventually, electrons and holes introduced by optical 
absorption, charge injection, doping, or polarization, will 
be trapped (localized) at a lattice site in many materials, 
particularly in oxides.

The self-trapping of photo-excited electrons and holes is 
illustrated in Fig. 7(a). Subsequent transport of the trapped 
charges to a surface for charge transfer will then occur via a 
hopping process. For electrons (holes), the charge transfer 
is more efficient when the electron (hole) polaron energy 
level, e p (hp ), is higher (lower) than the receiving energy 
level. The example in Fig. 7(a) schematically illustrates the 
redox levels involved in water splitting. Here, hydrogen evo-
lution would be less efficient than oxygen evolution. Such 
an electron self-trapping can, for example, explain the low 
photocatalytic water splitting efficiency of Fe2O3 , which 
should otherwise have an ideal band gap of 2.2 eV for this 
application [52]. In the case of hematite Fe2O3 , the observed 
trapping level at 0.5 eV below the conduction band mini-
mum corresponds very well with defect calculations [53].

Reduction and oxidation potentials of a series of com-
pounds, such as Fe2O3 [52], BiFeO3 [54], BiVO4 [55], and 
other compounds have been identified by photoelectron 
spectroscopy. The phenomenon is illustrated for BiFeO3 in 
Fig. 7(b), which shows Fe2p and Bi4f  XPS core level spectra 
after surface cleaning, a subsequent oxidation treatment, and 
a final reduction treatment [54]. Oxidation and reduction 

Fig. 7  (a) Schematic illustration of the influence of self-trapping on 
photocatalytic water splitting. Electrons and holes generated by opti-
cal absorption (1) will be self-trapped (2) and transported to the sur-
face by a (slow) hopping process (3). In the example, oxidation of 
water by self-trapped holes (4) is energetically favorable, in contrast 
to the reduction of water by self-trapped electrons (5), which requires 
an additional activation energy; (b) Fe2p and Bi4f  X-ray photoelec-
tron spectra of a BiFeO3 thin film after surface cleaning, oxygen 

plasma treatment and after room temperature water exposure [54]. 
The different treatments induce pronounced changes of the Fermi 
energy as indicated by the parallel binding energy shifts of Fe and Bi. 
The adsorption of water results in a considerable upward shift of the 
Fermi energy and a concomitant reduction of Fe and Bi; (c)  energy 
band diagram of Fe2O3 and BiFeO3 showing the alignment of the 
Fe2+∕3+ charge transition level in both materials and the Co2+∕3+ tran-
sition level in Co-doped BiFeO3
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lower and raise the Fermi energy, respectively, which is evi-
dent from the shifts of the binding energies. The reduction 
of Fe and Bi is directly observed in the spectra. Comparable 
to BiFeO3 , simultaneous reduction of Bi and V is observed 
for BiVO4 [55], an important oxide absorber material for 
photoelectrochemical water splitting. While the limitation 
of the Fermi energy can be detrimental for charge transfer 
in photo- or electrochemical processes, it is expected to be 
beneficial for dielectrics and piezoelectrics as it guarantees 
a high electrical resistivity by confining the Fermi energy 
away from the band edges [54].

3.4  The solubility of dopants

In general, heterovalent substituents may have a rather low 
solubility, resulting in segregation of dopants to surfaces 
or grain boundaries or the formation of secondary phases, 
sometimes already for doping concentrations below 1 % 
(see, for example, [14, 56]). Segregation of dopants can be 
intentionally used, as it affects the microstructure evolution 
either by formation of liquid phases [57] or by suppression 
of grain boundary movement via the solute drag effect [58]. 
Grain boundary segregation is also fundamental to establish 
the potential barriers at grain boundaries, being particularly 
relevant as the origin of the highly nonlinear current-voltage 
characteristics of ZnO varistors [59]. Potential barriers at sur-
faces can substantially decrease ionic conductivity and surface 
ion exchange [60]. Another related effect of segregation is the 
controlled precipitation of metallic nanoparticles at oxide sur-
faces at high temperature, called exsolution [61], which can 
be beneficial for (electro-)catalytic applications. Conversely, 
segregation of Sr acceptor dopants to the surface of mixed 
ionic-electronic fuel cell cathode materials, such as (La,Sr)
CoO3−� and Sr(Ti,Fe)O3 , is detrimental to the surface oxygen 
exchange behavior [62–65].

Segregation occurs as the formation enthalpy of defects 
in the bulk is different from that at surfaces or grain bounda-
ries [66, 67]. Segregation can originate from elastic forces, 
which are high for highly size mismatched ions [68, 69]. 
However, there is also experimental evidence that segrega-
tion is coupled to the Fermi energy. The concentration of Sn 
at surfaces of Sn-doped In2O3 (ITO) thin films is depicted in 
Fig. 8 as a function of the electron concentration of the films 
[70]. It is evident that the surface concentration of the donor 
dopant increases for carrier concentrations > 1020 cm−3 . It 
can be excluded that this is an artefact of sample preparation, 
as near ambient pressure XPS reveals that the surface Sn 
concentration changes reversibly upon oxidation and reduc-
tion [71]. The segregation is related to the defect forma-
tion enthalpy of the SnIn donor defect, which increases with 
increasing Fermi energy [72], for the same reason as for  
self-compensating intrinsic defects (see Fig. 6(b)). As long as  
the formation enthalpy of SnIn is negative, all donors can be 

incorporated. With increasing doping, the Fermi energy rises 
and the formation enthalpy of the SnIn donor will become 
positive. The dopant site fraction determining the solubil-
ity is then given by exp(−ΔHD∕kBT) . Any donors supplied 
in excess to this concentration cannot be dissolved and the 
donor will segregate if sufficiently mobile. The dependency 
of the defect formation enthalpy of the donors explains that 
the “doping efficiency” decreases with increasing doping 
concentration, which has been described in transparent con-
ductive oxides (see, e.g., [73]).

3.5  The Fermi energy as universal descriptor 
for comparing compensation mechanisms

The description above illustrates that all possible ways of a 
material to react on doping can be described by their depend-
ence on the Fermi energy. While isovalent substitution of a 
lattice species results in a change of the density of states, 
heterovalent substitution is always accompanied by a shift 
of the Fermi energy. Donor doping, which is characterized 
by the donation of an electron to the lattice and a positive 
charge residing on the donor site, results in an upward shift 
of the Fermi energy. On the other hand, acceptor doping 
results in a downward shift of the Fermi energy. The shift 
of the Fermi energy is changing the formation enthalpies 
of all defects, which could be involved in the compensa-
tion of the charge of the dopant. Raising the Fermi energy 
decreases the formation enthalpy i) of free electrons in the 
conduction band, ii) of intrinsic acceptor defects, such as 
metal vacancies or anion interstitials, and iii) for the trapping 
of electrons on cation sites. In addition, raising the Fermi 
energy iv) increases the probability for a neutralization of 
the dopant, which will eliminate the requirement for fur-
ther charge compensation and v) increases the formation 
enthalpy of the donor and thereby reduces its solubility, 

Fig. 8  Sn surface concentrations of 0.5, 2, and 10 % Sn-doped In2O3 
from in situ XPS as a function of carrier concentrations nH from Hall 
effect measurements [70]
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eventually resulting in a segregation of the dopant. Low-
ering the Fermi energy by acceptor doping has analogous 
effects for free and trapped holes, intrinsic donors, acceptor 
neutralization, and acceptor segregation. The different ways 
to react on doping are summarized in Table 2.

The different mechanisms for compensation of charged 
defects can be summarized in the charge neutrality condi-
tions. Instead of using a single charge neutrality equation, 
two independent equations are used for donor and acceptor 
doping in order to emphasize the effect of increasing and 
lowering the Fermi energy, respectively. We further simplify 
the equations by assuming that all defects are either neutral 
or singly charged and by taking the square brackets, [..], 
to denominate concentrations. In the two charge neutrality 
equations (13), the (intrinsic) lattice defects, Alat and Dlat , 
are those introduced by the ionic compensation mechanism. 
Self-trapping of electrons on cations and of holes on cations 
and anions are the last terms in the equations. In extension 
to the simplified version given in Section 2.2 (Eq. 8), the 
charge neutrality equations for donor (D) and acceptor (A) 
doping can then be written as: 

The different compensation mechanisms, neutralization 
and segregation of dopants, electronic and ionic compen-
sation, and self-trapping on host ions, do all depend on the 
Fermi energy and can therefore be compared using a common 
energy axis as illustrated in Fig. 9. First of all, the concen-
tration of electrons and holes given in Eq. 12 can formally 
be described with Eq. 3 by using defect formation enthalpies 
becoming zero at the band edges as depicted in Fig. 9(b). The 
defect formation enthalpies of intrinsic donors and acceptors 
as a function of the Fermi energy (same as in Fig. 6) and the 

(13a)
[D+] = [D] − [D0] − [Dseg]

= [e−] + [A−
lat
] + [Cat−

Cat
]

(13b)
[A−] = [A] − [A0] − [Aseg]

= [h+] + [D+
lat
] + [Cat+

Cat
] + [An+

An
]

formation enthalpies of self-trapped electrons and holes are 
depicted in Fig. 9(c) and (d), respectively. Self-trapping occurs 
for Fermi energies where the defect formation enthalpies are 
negative. In both cases, the material is only stable for Fermi 
energies at which the defect formation enthalpies are positive.

The formation enthalpy of a donor with a charge transi-
tion level ED is provided in Fig. 9(e). For EF > ED , the donor 
becomes neutral and requires no charge compensation. If the 
donor is the only ionic defect, the Fermi energy will be con-
strained to EF < ED . The formation enthalpy of an extrinsic 
donor species and its effect on the maximum solubility [D]max 
of the donor is shown in Fig. 9(f). For Fermi energies where the 
formation enthalpy ΔHD is negative, there is no constraint and 
all supplied donors can be incorporated as donors in the lattice. 
For higher Fermi energies, the donor formation enthalpy may 
become positive. In this case, the maximum concentration of 
donors becomes exp

(

ΔHD

)

 times the concentration of lattice 
sites, which means that it decreases exponentially with increas-
ing Fermi energy as indicated by the red curve in Fig. 9(f).

4  Fermi level engineering

In order to control material properties, it is necessary to adjust 
the Fermi energy with respect to the band edges and the charge 
transition levels and formation enthalpies of the involved 
defects. Eventually, these quantities are changing with com-
position and the selection of dopants. To this end, Fermi level 
engineering is not new as changing the composition and doping 
is the general strategy for adjusting material design. However, 
the role of composition and the choice of dopants are not com-
pletely understood and materials are often optimized empiri-
cally, sometimes benefiting from serendipity. With the concept 
outlined in Section 3.5, the role of composition and dopant spe-
cies and concentrations can be rationalized and ideally be used 
in order to predict resulting material properties.

With the example of two hypothetical materials, Fig. 10 
illustrates the effect of the different quantities. The different 
composition results in a different density of states and different 
energies of the valence band maximum and conduction band 
minimum. Moving EVB and ECB up or down will affect the 
possibility for electronic compensation. Moving the different 
defect energy levels up or down will change the accessible 
range of the Fermi energy. The energy levels of dopants are 
affected by the dopant species, but also by the composition of 
the host material. The energy levels of ionic defects (in Fig. 10 
vacancies are exemplarily used) and of the valence changes, 
are also affected by the composition. For the examples given 
in Fig. 10, cation and anion vacancies are the limiting factor in 
material X, resulting in ionic compensation of both donor and 
acceptor doping. In material Y, the chosen donor determines 
the upper limit of the Fermi energy while oxidation of a cation 

Table 2  Possible ways of how a material can react on heterovalent 
substitution (doping)

doping compensation

donor
D → D+ + e−

raises E
F

reducing

electron in CB
trapped electron
intrinsic acceptor (e.g. cation vacancy)
neutralization of donor
donor segregation

acceptor
A → A− + h+

lowers E
F

oxidizing

hole in VB
trapped hole
intrinsic donor (e.g. anion vacancy)
neutralization of acceptor
acceptor segregation
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or anion determines the lower one. The different influences 
and potential strategies for Fermi level engineering are out-
lined in the following sections.

4.1  Positions of the energy bands

The possibility for electronic compensation is directly related 
to the energetic positions of the valence band maximum and 

the conduction band minimum, EVB and ECB , which deter-
mine the fundamental energy gap Eg = ECB − EVB . The 
energy gap is often, but not always [74–76], directly related 
to optical absorption. Many photocatalytic materials, such 
as TiO2 [77], have rather high band gaps and can therefore 
utilize only a small fraction of the sunlight spectrum. This 
shortcoming has led to considerable efforts to lower their 
band gaps. One strategy is the substitution of oxygen by 
nitrogen [78, 79]. As the N 2p level is considerably higher 
in energy than the O 2p level [80], (oxy-)nitrides do gen-
erally have higher EVB and thus lower band gaps than the 
respective oxides [81]. The energy band alignment is further 
important for the alignment of defect energy levels, which 
has been discussed for transition metal dopants [82, 83], 
hydrogen impurities [24], and oxygen vacancies [84] (see 
also Section 4.4).

The energy band alignment of different oxides, deter-
mined by X-ray photoelectron spectroscopy (XPS) of inti-
mate contacts between materials, is provided in Fig. 11 
[85, 86]. The bands are aligned relative to the energy bands 
of any reference material, for example SnO2 as in Fig. 11. 
The positions of the VBMs can be rationalized by consid-
ering the orbital contributions to the valence band density 
of states. The VBMs of SnO2 , ZnO, In2O3 , anatase TiO2 , 
SrTiO3 , BaTiO3 , and LaAlO3 , where valence bands are 
formed by O 2p states, have very similar EVB . This observa-
tion is in line with the common anion rule [87], which has 
been originally proposed for III-V semiconductors but was 

Fig. 9  (a) Density of states of a compound with valence band maximum 
at EVB and a conduction band minimum at ECB ; (b) - (f) defect forma-
tion enthalpies of different defects in dependence on �e ; (b) formal for-
mation enthalpies of electrons and holes in Boltzmann’s approximation, 
Eq. 12; (c) formation enthalpies ΔHD of an intrinsic donor and an intrin-
sic acceptor defect. The material is only stable for values of �e where the 
defect formation enthalpies are positive; (d) formation enthalpies of self-
trapped electrons and holes. Self-trapping occurs when the defect forma-
tion enthalpies are negative. The material is only stable if the atoms have 

their nominal valence, that is when no self-trapping occurs; (e) forma-
tion enthalpy of a donor impurity with a charge transition energy ED in 
dependence on �e . The donor becomes neutral for 𝜇e > ED ; (f) forma-
tion enthalpy of a charged donor and the resulting maximum site frac-
tion [D]max , which can be occupied by the donor. As long as the forma-
tion enthalpy is negative, all supplied donor species can be incorporated, 
hence [D]max . For positive formation enthalpies, the maximum number 
of incorporated donors cannot be higher than exp(−ΔHD∕kBT) times the 
concentration of lattice sites. The energy axis is common to all graphs

Fig. 10  Two hypothetical materials containing different dopants, 
energy levels of cation and anion vacancies, and electron and hole 
polaron levels related to the valence changes of cations and/or anions. 
The different positions of the valence band maximum and conduction 
band minimum are related to the different density of states. The dif-
ferent defect energy levels are also related to the different material 
composition. Defects limiting the Fermi energy are emphasized by 
the dashed red boxes
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later discarded for these materials due to the effect of Fermi 
level pinning by induced gap states [88, 89]. Fermi level 
pinning by induced gap states is particularly pronounced for 
covalently bonded semiconductors. However, studies of the 
band alignment of oxides have revealed that Fermi level pin-
ning is not important for oxides [85], which is connected to 
the ionic bonding character [90]. Nevertheless, considerable 
effort is required when measuring band alignment of ionic 
semiconductors using XPS, as Fermi level confinement by 
bulk defects (see Section 4.3 and [85]) has to be excluded 
by an adequate sample preparation. For example, the band 
alignment at the interface between Cu2 O and ZnO has been 
observed to vary by more than 1 eV depending on inter-
face preparation [91]. Even though the common anion rule 
provides a rough explanation for the similar EVB of many 
oxides, this information has to be treated with caution. An 
example is TiO2 , where the EVB of the anatase modification 
is 0.7 eV lower than that of the rutile modification. This 
offset can be understood by the different overlap between 
the non-bonding O 2pz orbitals in anatase and rutile [92].

The contribution of occupied d-orbitals to the valence 
band states, which hybridize with O 2p states, raises EVB con-
siderably. Examples in Fig. 11 are the Cu-containing oxides, 
Fe2O3 , and Co3O4 . In addition to nitrides and oxynitrides 
as well as Cu-based oxides and oxides with partially filled 
d-shells, higher VBM are also obtained in oxides containing 
cations with a high-lying filled s-shell. The latter include 
oxides with Pb2+ , Sn2+ , and Bi3+ ions, such as the ferro-
electric Pb(Zr,Ti)O3 (PZT) [93], (Na1∕2Bi1∕2)TiO3 (NBT), 
BiFeO3 (BFO) [54, 94], photocatalytic BiVO4 [95], the 
p-type thin film transistor material SnO [96], and the p-type 
conductor Ba2BiTaO6 [97].

In XPS studies, upper and lower limits of the Fermi level 
are observed when materials are treated in highly oxidiz-
ing and reducing conditions (see, e.g., [52, 54, 85]). These 
upper and lower limits, which are indicated in Fig. 11 for 
every material by the red and blue horizontal bars, can be 

assigned to the doping limits mentioned in Section 3.1. For 
many materials, these limits are at similar energy when the 
energy bands of the materials are arranged according to their 
determined energy band alignment. The agreement of the 
Fermi energy limits is further emphasized for (Ba,Sr)TiO3 
and Pb(Zr,Ti)O3 in Fig. 11(b) [93]. Such a fundamental limi-
tation of the Fermi energy has also been discussed for clas-
sical semiconductors [36, 37, 98]. A major consequence of 
these doping limits, which are ascribed to ionic compensa-
tion (see Section 3.1), is that room temperature n-type con-
ducting materials require a low conduction band minimum 
and p-type materials a high valence band maximum. It is 
particularly difficult to lower the Fermi energy close to the 
VBM in oxides, in which the valence bands are formed only 
by O 2p states as in SnO2 , ZnO, SrTiO3 or BaTiO3 . On the 
other hand, p-type conduction is clearly favored for oxides 
containing Cu due to their high EVB [99–103].

Energy band positions of materials can be determined 
by different means [104]. In particular, the experimen-
tal approach using photoelectron spectroscopy has been 
intensively used since the 1980’s [105, 106]. With this 
technique, an alignment with respect to the vacuum energy 
can be obtained by comparing the work functions of sam-
ples [107]. This approach is difficult as the work function, 
defined by the difference between the Fermi energy and 
the vacuum energy, varies with the Fermi energy and with 
surface dipoles. Even for clean, adsorbate-free surfaces, the 
work function of semiconducting oxides can vary by 2 eV, 
depending on oxygen activity and surface orientation, due 
to the influence of polarity [108–110]. In electrochemistry, 
band edge energies are commonly correlated with activity 
by comparison to redox potentials [111]. The alignments are 
extracted from electrochemical impedance studies of solid/
electrolyte interfaces, where the flat band potential is deter-
mined from Mott-Schottky plots [112]. In these experiments, 
the typically used reference potential is the redox poten-
tial of the standard hydrogen electrode at pH = 0 , which 

Fig. 11  (a) Energy band positions of different oxides as determined by 
interface experiments using X-ray photoelectron spectroscopy (XPS) 
[85, 86]. Yellow bars indicate the gap region. Blue and red horizon-
tal bars indicate the lowest and highest Fermi energies measured 
using XPS for various sample preparations and treatments and at dif-
ferent interfaces. The dashed blue and red lines indicate the approxi-

mate lower and upper limits of the Fermi energy, respectively. Their 
position with respect to the band edges indicates for which materials 
electronic compensation can be expected; (b) Fermi energy positions 
measured using XPS for a series of (Ba,Sr)TiO3 and Pb(Zr,Ti)O3 thin 
films with aligned energy bands [93]. Each data point corresponds to  
a different sample
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corresponds to an energy of ≈ 4.5 eV below the vacuum 
energy [113]. The alignment obtained from electrochemical 
measurements differ from that obtained using XPS at inter-
faces. One example for such a deviation is the energy band 
alignment of anatase and rutile TiO2 , where electrochemical 
measurements placed the EVB of rutile ≈ 0.2 eV below that of 
anatase, while more recent DFT calculations and XPS meas-
urements agree that the EVB of rutile are ≈ 0.6 eV higher than 
that of anatase as indicated in Fig. 11 [92, 114, 115].

4.2  Orbital contributions to band structure 
and charge trapping

Simplified sketches of the electronic structure of a 
few oxide materials are given in Fig. 12. The materials 
described are all insulators, where the Fermi energy is 
located in the band gap between the filled valence band and 
the empty conduction band. The two parent compounds 
of the prototype perovskite BaTiO3 , BaO and TiO2 , are 
depicted on the left. BaO is an ionic compound in which 
the two 6s electrons of Ba are transferred to oxygen. Con-
sequently, the filled valence band states are formed by the 
three O 2p orbitals and the empty conduction band states 
by the Ba6s orbitals. The band gap of BaO is 4.8 eV. The 
valence band in TiO2 is also formed mostly by O 2p orbitals 
but the empty conduction band states are predominantly 
derived from Ti3d , which are lower in energy than the 4s 
orbitals. The band gap of TiO2 is therefore only 3.2 eV. 
BaTiO3 can, in principle, be considered as a superposition 
of the BaO and the TiO2 states with an O 2p valence band 
and a Ti3d conduction band. While the densities of states 
in the valence and conduction band in TiO2 and BaTiO3 
are not identical due to the different symmetry and the 

contribution of the Ba atoms, the band gap of BaTiO3 is of 
the same magnitude as that of TiO2.

The electronic configuration of In in BaInO2.5 is [Kr]4d10 , 
with two electrons from the 5s and one from the 5p states 
transferred to oxygen. The In4d electrons are about 15 eV 
below the highest occupied states and do not contribute sig-
nificantly to chemical bonding. The valence band is also 
formed by O 2p , while the conduction band is mostly derived 
from In5s orbitals. The spatial extension of the 5s orbitals is 
larger than that of the 3d orbitals, resulting in a considerably 
stronger overlap and hence, to a broader energy band and a 
stronger dispersion E(k), as indicated at the top of the graph. 
The strong overlap of neighboring In5s orbitals results in an 
energy gap of 2.8 eV [75].

The electronic structure of transition metal oxides is con-
siderably more complex when the d-orbitals are partially 
occupied. Electron correlation and crystal field splitting 
result in charge, orbital, and spin ordering, which depend 
on the occupancy of the levels and therefore on the oxida-
tion state [18, 116]. The situation for Fe3+ , which has a 3d5 
electronic configuration, is straightforward for an octahedral 
environment, where the exchange splitting is considerably 
larger than the crystal field splitting into t2g and eg bands. 
The fully occupied spin-up states are energetically sepa-
rated from the spin-down states. As sketched in Fig. 12, the 
states at the top of the valence band and at the bottom of the 
conduction band may then have considerable 3d character, 
leading to more localized electronic states and a higher prob-
ability for self-trapping of electronic carriers. The sketched 
electronic structure of Fe2O3 and the tendency for the forma-
tion of self-trapping on 3d orbitals is also reflected in the 
defect chemical descriptions, in which the band gap is mod-
elled in terms of the transition 2Fex

Fe
→ Fe�

Fe
+ Fe⋅

Fe
 rather 

Fig. 12  Schematic illustration 
of the electronic structure of 
different oxides. The central 
part reveals the schematic 
density of states for the valence 
and conduction bands with the 
orbital contributions. The top 
and bottom rows highlight the 
energy band dispersion of the 
highest occupied and the lowest 
unoccupied states. The O 2p 
bands may also vary in energy 
depending on the Madelung 
potential of the oxide
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than by the formation of electron-hole pairs [17, 49]. As 
neither La nor Ba are expected to significantly hybridize 
with the O 2p and Fe3d states, it is also expected that the 
states near the top of the valence band in BaFeO2.5 have 
considerable Fe3d character. However, DFT calculations 
place the occupied Fe3d states at the bottom of the valence 
band [117, 118]. In this case, a lowering of the Fermi energy 
should result in the de-population of O 2p states, which are 
more delocalized than Fe3d states. This is important as the 
center of the O p-band and its relative position to the transi-
tion metal d-states have been suggested as descriptors for 
oxygen incorporation at fuel cell cathode surfaces and for 
electrocatalytic oxygen evolution reactions [119, 120].

4.3  Fermi level confinement by doping

A possible role of doping is the introduction of charge transi-
tion levels into the energy gap (see Section 2.2). The CTLs 
can lead to a confinement of the Fermi energy, as illustrated 
in Fig. 13.

In the given example, an acceptor with a CTL EA and 
a donor with a CTL ED ( ED > EA ) of equal concentration 
are present in the material. The acceptor is charged for 
EF > EA and the donor is charged for EF < ED . If the Fermi 
energy is in between the CTLs of the donor and acceptor, 
both charges compensate each other. The Fermi energy can 
be easily moved within this region. If the Fermi energy 
would be pushed below EA or above ED , the material will 
become charged. For high enough defect concentrations a 
layer of high charge density will be introduced, forming a 
narrow dipole, which effectively confines the Fermi energy 
inside the material to the uncharged region. While the con-
finement can be in both directions as in Fig. 13, a single 
upper or lower confinement can also be induced by a single 
dopant. An example for such a defect is the oxygen vacancy 

in ZnO, which becomes neutral for Fermi energies closer 
than ≈ 0.7 eV below the Fermi energy [28, 121]. This charge 
transition level can result in a substantial effective variation 
of Schottky barrier heights and heterojunction energy band 
alignment [29, 91, 121, 122].

Another example for the confinement of the Fermi energy 
is given by water adsorption on BiFeO3 , which results in 
an upward shift of the Fermi energy and a reduction of Bi 
and Fe [54] (see also Fig. 7(b)). The reduction of Bi and Fe 
can be avoided by doping with cobalt. For low concentra-
tions of oxygen vacancies, Co is present in BiFeO3 as Co3+ . 
Adsorption of water then still raises the Fermi energy but 
only until the Co3+ is reduced to Co2+ at the respective CTL 
(Fig. 7(c)). This confinement of the Fermi energy by Co dop-
ing therefore prevents a further shift of the Fermi energy and  
the reduction of Bi and Fe.

The cobalt dopants in the latter example and the oxy-
gen vacancies in ZnO offer a single charge transition level, 
which can limit either an upward or a downward shift of 
the Fermi energy. For an upward and a downward confine-
ment of the Fermi energy, two CTLs are required as illus-
trated in Fig. 13. In principle, transition metal dopants offer 
such a possibility, as they exhibit multiple valence states. A 
more general strategy to confine the Fermi energy in both 
directions would be to use co-doping, which provides the 
flexibility for adjusting the upper and the lower limit of EF 
separately by the charge transition levels of the donor and 
the acceptor. The co-doping approach will also be useful for 
a stronger confinement of the Fermi energy by increasing 
the density of the dopants. In the case of a single donor or 
acceptor, the solubility of the dopant is often limited (see 
also Section 3.4), but the addition of donors and acceptors 
in approximately equal amounts is charge neutral allowing 
for higher dopant concentrations. As example, Na and Bi 
doping of BaTiO3 constitutes acceptor and donor species, 
respectively, and would substantially shift the Fermi energy. 
While doping of BaTiO3 with larger amounts ( > 1% ) of Na 
or Bi will likely result in formation of secondary phases, 
equivalent amounts of Na and Bi can incorporated up to 
a full substitution of Ba (solid solution (Na1∕2Bi1∕2)TiO3-
BaTiO3 [123, 124]).

Confining the Fermi energy by addition of impurities 
with suitable valence levels might already be used in elec-
troceramic materials as a consequence of empirical devel-
opment of compositions. Eventually, the confinement of 
the Fermi energy can stabilize phases, electrical transport 
properties, and surface reactions against degradation.

4.4  The importance of defect energy levels

In principle, all compensation mechanisms are active in 
a material, but only one of them is prevailing and deter-
mining material properties in most cases. The prevailing 

Fig. 13  Fermi level confinement by acceptors and donors of equal 
concentration. The positively charged donors and negatively charded 
acceptors compensate each other for EA < EF < ED . For Fermi ener-
gies outside this range, the material becomes charged
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compensation mechanism is determined by the forma-
tion enthalpies and charge transition levels of the involved 
defects. Therefore, adjusting material properties requires 
control of the formation enthalpies and charge transition 
levels of defects and dopants. Extensive and systematic 
studies of these quantities and their dependence on material 
composition will be necessary. Ideally, density functional 
theory should be able to describe the situation comprehen-
sively. However, despite substantial progress in the field and 
very good agreement with selected experiments (see, e.g., 
[125, 126]), a quantitative description of defect properties in 
oxide electroceramics by density functional theory has not 
yet been achieved. Also, experimentally determined defect 
energy levels are rather scarce and restricted to few model 
substances, such as SrTiO3 and BaTiO3 [26, 127–129]. 
A simplification of the situation would be given if defect 
energy levels were transferable as in the case of transition 
metal defects in III-V semiconductors [82, 83]. Such an 
alignment has also been proposed for hydrogen impurities 
[24] and for oxygen vacancies [84] but without experimen-
tal verification. Recently, it has been demonstrated that the 
Fe2+∕3+ charge transition level in SrTiO3 and BaTiO3 is 
not aligned but close to the conduction band in the former 
and ≈ 0.8 eV below ECB in the latter [26]. In contrast, the 
Fe3+∕4+ is ≈ 1 eV above the valence band in both materials 
[127, 130]. Density functional theory calculations have also 
revealed a difference of the respective levels in both materi-
als [45] but not in agreement with experiments.

It is reasonable to conclude from the given descriptions 
that defect formation enthalpies and charge transition lev-
els of defects depend on material composition and are not 
directly transferable from one compound to another. How-
ever, the dependencies open the possibility to control the 

prevailing charge compensation mechanism by tailoring 
material composition, i.e. by adjusting the density of states 
in the valence and conduction band and thereby the charge 
transition levels of dopants. The latter includes adjusting 
EVB and ECB . Understanding these dependencies would 
therefore open the path for Fermi level engineering of 
oxide electroceramics.

For the implementation of Fermi level engineering, 
it is inevitable to understand the dependencies of defect 
energy levels. In order to emphasize the importance and 
the substantial lack of knowledge, known and anticipated 
energy levels of transition metal impurities in BaTiO3 are 
provided in Fig. 14(a).

Experimentally determined defect energy levels (solid 
symbols) are available for the 4 + ∕3+ and the 3 + ∕2+ 
charge transitions of Mn and Fe [127]. Open symbols are 
anticipated dependencies. First of all, the 4 + ∕3+ transi-
tion of Ti is expected to occur near the conduction band 
maximum, as donor doping or reduction results in high 
electronic conductivity [33], which corresponds to a Fermi 
level near ECB . The 3 + ∕2+ transition of Co in BiFeO3 has 
been demonstrated to be about 1 eV lower in energy than 
the respective transition of Fe [54]. The same is assumed in 
Fig. 14(a). One should be aware, however, that the charge 
transition of isolated dopants, such as Fe in BaTiO3 , does 
not necessarily align with the valence change energy of 
Fe in BiFeO3 [54]. It will therefore also be important to 
understand the dependence of the charge transition lev-
els on the concentration of the species. While the energy 
level of Co is such that a 3+ valence is still possible, Ni 
more strongly prefers a 2+ valence. Its 3 + ∕2+ transition 
is therefore expected to be lower in energy than that of 
Co. The two charge transition levels of Cu have recently 

Fig. 14  (a) Energy levels of 3d transition metals in BaTiO3 . Filled 
symbols are from experimental determinations [26, 127] and open 
symbols are anticipated dependencies (see text). The green arrow at 
the right indicates the range of Fermi level positions in BaTiO3 as 
derived from X-ray photoelectron spectroscopy [85, 131, 132]; (b) 

surface Fermi energies of several hundred (Ba,Sr)TiO3 thin films with 
different Ba content as determined by in situ photoelectron spectros-
copy. For SrTiO3 and BaTiO3 , also single crystal data are included. 
The numbers at the top indicate the Ba fraction on the A-site in %
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been identified for CuGaO2 [133]. The energy levels may 
be transferred to BaTiO3 using the energy band alignment 
between the materials, which places the Cu-containing 
compounds about 1.5 eV higher in energy [86]. Apart from 
Cu being a main constituent in CuGaO2 and not a dilute 
dopant, the crystal structure and dielectric properties of the 
two materials differ widely. Eventually, the 2 + ∕0 transi-
tion of Zn and the 3 + ∕0 transition Ga have been included 
in Fig. 14. The increasing energy of these transitions is 
anticipated from the increasing stability of the compounds.

Although there are exceptions, the charge transition lev-
els are expected to generally decrease with increasing order 
number within the 3d series. Taking into account the range 
of the Fermi energy in BaTiO3 , which is indicated by the 
green arrow at the right of Fig. 14, it should be possible to 
estimate the accessible oxidation states of the different 3d 
transition metals in dependence on Fermi energy. The range 
of Fermi energies is indicated in Fig. 14(b), which details data 
obtained at clean surfaces of several hundred polycrystalline 
(Ba,Sr)TiO3 thin films with different Ba content. Also single 
crystal data are included for pure SrTiO3 and BaTiO3 . For 
all compositions, the Fermi energies are at least 1.9 eV above 
EVB . Fermi energies as low as EF − EVB = 1.6 eV have been 
observed at interfaces between BaTiO3 and RuO2 or NiO 
[131, 132]. In any case, all Fermi energies lie in the upper  
half of the energy gap. This is surprising, however, as lower 
Fermi energies are expected for Fe-doped BaTiO3 . With  
Na/Fe-codoped samples, even Fe5+ has been reported [27], 
which should correspond to a Fermi level of ≈ 0.5 eV above 
EVB according to Fig. 14(a). Hole trapping, which is expected 
in BaTiO3 on oxygen sites [134], may be one reason for the 
lower limit of the Fermi energy but still requires further con-
firmation. However, there is no direct experimental evidence 
for this so far and theory does currently not directly predict 
Fermi energy limitations.

5  The role of interfaces

In most cases, oxide electroceramic materials are used in 
the form of polycrystalline bulk ceramics. Grain boundaries 
but also surfaces and heterointerfaces (including electrode 
contacts) are inherent features of any device. Their impact 
on material properties is as important as that of the bulk. 
Surfaces determine sintering behavior and catalytic activity. 
Grain boundaries affect electric and dielectric properties, 
device stability but also microstructure evolution, and het-
erointerfaces are relevant for the mechanical and electro-
chemical stability and for electric contact properties. The 
influence of interfaces is largely related to the space-charge 
regions, which form in order to compensate the core charge 
of the interface.

5.1  Space‑charge regions

In non-metallic materials, a common feature of interfaces is 
the presence of space-charge regions, which are connected 
to potential barriers. The design of potential barriers at grain 
boundaries is, for example, key to the non-linear current-
voltage characteristic of varistors [15], the positive temperature 
coefficient of resistivity (PTCR) [16, 33, 135], and the basis 
for internal barrier layer capacitors [136]. Potential barriers 
do not only affect the transport of electronic charge carriers 
across or along grain boundaries, but also that of ionic charge 
carriers [137]. Accordingly, it poses a significant issue 
for any application that involves ionic conductors, as, for 
example, fuel and electrolytic cells, solid state batteries, gas 
separation membranes, and alike. This is related to the change 
of defect concentrations in the space-charge region [137, 
138], resulting in enhanced or reduced ionic conductivities 
[139, 140]. The latter affects surface oxygen exchange [60, 
139] and considerably slows down resistance degradation of 
acceptor-doped BaTiO3 multilayer capacitors, a process related 
to oxygen ion migration [141, 142]. Modifications of surface 
acidity can affect surface exchange coefficients by many orders 
of magnitude, for example [143, 144].

The charged grain boundary core, which consists of the 
(few) atomic layer(s) required to match the crystal structures 
on both sides of the interface, are compensated by the charge 
accumulated in the space-charge region. In equilibrium, 
negatively or positively charged defects are accumulated or 
depleted in the space-charge region, depending on the sign 
of their charge relative to the interface core charge [145]. 
Free electrons and holes can establish equilibrium at any 
temperature. Certain ionic species, such as Li+ or Na+ in 
battery materials are sufficiently mobile at room tempera-
ture. For perovskites, such as SrTiO3 and BaTiO3 , oxygen 
related defects are mobile from about 200 ◦C [130]. In most 
cases, cations require much higher temperatures to estab-
lish equilibrium distributions [35]. Only for few cases, such 
as Sn-doped In2O3 , cations are already mobile from 300 ◦C 
[71, 146]. Temperatures high enough for cation diffusion 
are achieved during sample processing. Therefore, space-
charge regions also constitute a driving force for cation accu-
mulation/depletion [145]. These will affect microstructure 
evolution, which involves movement of grain boundaries. 
Grain boundary migration can be slowed down if the defects 
accumulated in the space-charge region cannot follow the 
migration of the boundary (solute drag) [58, 147, 148]. The 
combination of high-temperature materials processing and 
later application at lower temperatures results in a complex 
segregation state of grain boundaries: During processing, 
all point defects including cations equilibrate at the grain 
boundaries. During cooling, cationic concentration pro-
files are frozen in at some temperature and only anionic 
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and electronic defects further equilibrate, given the frozen 
concentration profile of the cations. Eventually, at very low 
temperatures, the anions become immobile as well, resulting 
in a complex non-equilibrium state of space charge and seg-
regation. Typical applications fall either below (dielectrics) 
or within (electrolytes) the temperature range of anionic 
equilibration, but usually below the temperature of cationic 
equilibration (only exceptions are cathode materials for bat-
teries). An example for a space-charge region and the related 
phenomena is detailed in Fig. 15.

While the basic features of grain boundaries in oxide 
electroceramics are known for some time, quantitative 
descriptions of the phenomena illustrated in Fig. 15 are 
barely available yet. Key issues would be the quantifica-
tion of segregation effects, which determine the composi-
tion of the interface and thereby the charge of the interface 
and the related space-charge potential. As described above, 
segregation effects will depend on the Fermi level in the 
bulk and therefore on the doping species and concentration. 
The course of the electrostatic potential in the space-charge 
region will be affected by the defect energy levels of the 
dopants and by valence changes of the host species if the 
respective energy levels are crossing the Fermi energy in 
the space-charge region.

5.2  Interface charge

Literature distinguishes between electronic and ionic con-
tributions to the interface charge. Electronic contributions 
originate from the distortion of chemical bonds and give rise 

to a distribution of electronic states in the band gap resulting 
in trapped charge densities of up to 1014 cm−2 , correspond-
ing to about 10 % of a monolayer [149–151]. Associated 
with this distribution of interface states is a charge neutrality 
level, ECNL . The concept of the charge neutrality level can be 
rationalized by using a single dangling bond at a Si surface. 
The Si surface atom is electrically neutral if the dangling 
bond, whose energy is located within the energy gap of Si, 
is occupied with a single electron. Such an occupation is 
achieved when the Fermi energy coincides with the dangling 
bond energy. A higher (lower) Fermi energy results in a nega-
tive (positive) charge of the surface atom. As illustrated in 
Fig. 16(e), the real density of interface states, Ni is broadened 
due to the interaction between neighboring states. Still, the 
charge neutrality level will be close to the maximum of the 
density of states, resulting in a strong pinning of the Fermi 
energy next to ECNL.

In ionic compounds, the distribution of electronic inter-
face states is different due to the ionicity of the bond as illus-
trated in Fig. 16(c). Consequently, the electronic interface 
states can be separated into states with predominant cation 
and anion character, respectively, giving rise to electronic 
states being closer to the conduction and the valence band 
[152] as provided in Fig. 16(f). The charge neutrality level 
and the surface Fermi energy are typically located in between 
the cation- and the anion-related surface states, where the 
density of interface states is low. The cation (anion) inter-
faces states will therefore be mostly empty (filled) as in the 
bulk and the pinning of the Fermi energy will be weak. One 
important consequence of this behavior is the possibility to 
manufacture polycrystalline thin film solar cells with ionic 
semiconductors, such as Cu(In,Ga)Se2 and CdTe. These can 
have efficiencies almost as high as those of single crystal-
line silicon [153], which is not possible with covalent Si and 
GaAs, where surfaces and grain boundaries are highly active 
recombination sites [154].

Ionic contributions to the interface core charge originate 
from the presence of ionic defects at the interface. These 
include vacancies, interstitials, and segregated impurities 
and dopants. Formation enthalpies of defects are typically 
lower at interfaces compared to the bulk. The concentration 
of defects is therefore often higher at the interface [66, 67]. 
On the other hand, impurities being insoluble in the bulk 
could be stable at interfaces [59, 155]. The resulting seg-
regation of defects to the core has to be distinguished from 
the accumulation or depletion of defects in the space-charge 
region. A complete thermodynamic treatment, including 
segregation to grain boundaries and depletion in the space-
charge region, has been developed for oxygen vacancies in 
acceptor-doped SrTiO3 by De Souza [156].

The charge of ionic defects at interfaces is often assumed 
to be identical to that in the bulk. Cation and anion vacan-
cies, for example, are expected to be negatively and 

Fig. 15  A space-charge region (SCR) in an acceptor-doped material 
near an interface with a positive core charge. As indicated in the lower 
graph, mobile negatively charged electronic and ionic species are accu-
mulated in the space-charge region while positive charges are depleted. 
Diffusion from the bulk also contributes to the segregation of defects 
and dopants to the interface core, which contribute to the core charge. 
The variation of the electrostatic potential � in the space-charge region 
is important for material properties but also affects defect formation 
enthalpies and phase stability in the space-charge region
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positively charged, regardless of the position of the Fermi 
energy at the interface. In an energy band diagram, this 
would correspond to electronic states being close to the 
valence band for the cation vacancy and close to the conduc-
tion band for the anion vacancy, as illustrated in Fig. 16(d), 
opposite to the electronic contribution to the density of 
interface states (Fig. 16(f)). The charge contributed by ionic 
defects to the interface core charge is also completely differ-
ent from that of the electronic defects. As the Fermi energy 
at the interface will be, in most cases, located between the 
states of the cation and anion vacancies, ionic interfacial 
defects will indeed be charged. In contrast, electronic defects 
are only charged if the Fermi energy deviates from ECNL.

The contributions of electronic and ionic defects to the 
interface charge are usually not considered together. While 
trapping of intrinsic ionic defects is sufficient to describe 
the formation of equilibrium space-charge regions in accep-
tor-doped SrTiO3 [156], the electrical properties of ZnO 
varistors and of positive temperature coefficient resistors 
require a pinning of the potential barrier (Fermi energy) at 
the interface [33, 150]. Such a pinning cannot be provided 
by intrinsic ionic defects, as this requires energy levels at 
the pinning position. The pinning is thus most likely pro-
vided by segregation of dopants [33, 59], which can form 
deep electronic states at the grain boundary as depicted in 

Fig. 16(d). Interactions of segregated dopants and intrinsic 
lattice defects may be further important for defining the den-
sity of states [157].

Tailoring the space-charge potential eventually entails 
controlling the density of states and thereby the charge at 
the grain boundary core. Most directly, the density of ionic 
defect states could be manipulated by the processing tem-
peratures at which equilibrium of cation distributions can be 
established or not. Very often, processing of electroceramics 
contains sintering at high temperature and post-annealing at 
lower temperature in different atmosphere [15, 16, 158]. The 
optimization of properties by adjusting temperature profiles 
and annealing atmospheres is at least partially related to be 
control of the space-charge potential.

5.3  Surface properties

Surfaces exhibit contributions to the core charge from 
charged adsorbates, which can be easily exchanged with 
the environment in contrast to species at grain bounda-
ries. This effect is the basis for gas sensors, where sur-
face space-charge regions and hence the conductivity of 
the sensor material, typically a conductive oxide, such as 
SnO2 , are modified by adsorbed species [159]. However, 
while it is clear that adsorbates affect the Fermi energy 

Fig. 16  (a) Structure of a grain boundary (dashed line) with and with-
out a vacancy; (b) the distorted bonds at the grain boundary give rise 
to electronic defect states in the band gap; (c) Bonding scheme at an 
interface of a covalently and of an ionically bonded semiconductor; 
(d) Intrinsic ionic acceptor and donor defects (e.g., anion and cation 
vacancies Van and Vcat ) generate defect levels close to the band edges 

while dopants segregated to the grain boundary may have energy lev-
els in the center of the gap; (e) For covalently bonded materials, the 
density of electronic interface states Ni is high in the center of the gap 
and near the charge neutrality level ECNL ; (f) For ionically bonded 
materials, Ni is split into a contribution from cations near the conduc-
tion band and a contribution from anions near the valence band
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at the surface. it is also true that the Fermi energy at the 
surface affects adsorption and thereby catalytic behavior. 
This has already been proposed more than 50 years ago 
[160, 161].

An example for the influence of the Fermi energy 
on oxygen adsorption is illustrated in Fig. 17, featuring 
valence band photoelectron spectra of undoped and Sb-
doped SnO2 thin films, prepared under either reducing or 
oxidizing conditions. In order to bind oxygen molecules 
to the surface, electrons have to be transferred to the mol-
ecules to form O −

2
 . Such a transfer is the first step for a 

complete oxygen reduction and an eventual incorporation 
of oxygen into a material [162]. The electron transfer is 
most facile for low work function (high Fermi energy). The 
work function can be changed by doping but also by chang-
ing the electron affinity ( Evac − ECB ). The latter varies by 
approximately 1 eV between oxidized and reduced SnO2 
surfaces [108]. Exposure to oxygen leads to an oxidation 
of the surface and a high electron affinity, after which elec-
tron transfer from undoped SnO2 with a low EF to O 2 mol-
ecules is no more possible. This effect, which is illustrated 
in Fig. 17(c), prevents oxygen incorporation into undoped 
SnO2 [163]. In contrast, the Sb-doped samples, having a 
higher EF , exhibit a surface band bending thus indicating 
a negative surface charge. Hence, charge transfer to O 2 is 
possible. The adsorption is, however, self-limited. The 
negative surface charge results in an upward band bending 
and therefore increases the work function until the O2∕O

−
2
 

redox level coincides with the Fermi energy.

6  Relation to processing

6.1  Phase formation

Fermi level engineering has not only potential for improving 
material properties but may also contribute to advanced sample 
processing by understanding the influence of the Fermi energy 
and the defect energy levels. As a first example, we recall the 
influence of defect energy levels on the oxygen content in 
acceptor-doped BaTiO3 [127, 128]. Figure 18(a) illustrates cal-
culated oxygen vacancy concentrations in Fe- and Mn-doped 
BaTiO3 using the defect energy levels given in Fig. 14. For the 
Fe-doped material, a plateau with c(Fe) ≈ 2 ⋅ c(V⋅⋅

O
) is clearly 

observed. This plateau is missing for Mn doping, for which 
the 3 + ∕2+ and the 4 + ∕3+ transition levels are much closer 
in energy. The respective Fermi energies do not differ much 
at the equilibration temperature but are noticeably different 
if the samples are quenched to 300 ◦C , freezing the oxygen 
vacancy concentration. This emphasizes that high tempera-
ture conductivity measurements, which are often used to study 
defect properties, are not sensitive to all defect energy levels, 
particularly not for those which are closer to the conduction 
band. In contrast, measurements at lower temperature, which 
are typically used in accelerated lifetime tests [141, 164], may 
be strongly affected by defect energy levels. The dependence of 
oxygen vacancy concentration on the defect energy level will 
also affect phase formation. In the case of BaTiO3 , Mn-doping 
is particularly stabilizing the hexagonal polytype, which is 
known to depend on the oxidation state of Mn [165].

Fig. 17  (a) Valence band spectra of donor (Sb)-doped and undoped 
SnO2 thin films with oxidized (Sn4+ ) and reduced (Sn2+ ) surface. The 
different binding energies of the valence bands near 5 eV correspond 
to different Fermi level positions. The variation in the secondary elec-
tron cutoff indicate a variation of the work function by a change of 
electron affinity, which is related to the different oxidation states of 
Sn; (b) Energy band diagram of the samples with reduced surfaces. 
Ionization of oxygen is possible for undoped and donor doped sam-

ples due to the higher EF in SnO2 ; (c) After oxidation of the surface, 
the vacuum level and the O2∕O

−
2
 redox level are shifted up in energy. 

Ionization of O 2 is then only possible for the donor-doped material 
with the higher Fermi energy; (d) Due to the negative surface charge of 
the adsorbed oxygen, a band bending develops at the SnO2:Sb surface 
until the Fermi energy at the surface equals the O2∕O

−
2
 redox energy. 

Further adsorption of negatively charged O 2 is not possible
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A key ingredient of Fermi level engineering is the 
manipulation of the upper and the lower limits of the Fermi 
energy. One way to achieve this, is to introduce dopants with 
defect energy levels in order to confine the Fermi energy 
(see Section 4.3). An example for such a confinement is 
Co-doped BiFeO3 [54]. As illustrated in Fig. 7, adsorption 
of water on BiFeO3 results in an upward shift of the Fermi 
energy at the surface and consequently a reduction of Bi 
and Fe. The upward shift of EF and the reduction can be 
suppressed by partially substituting Fe with Co. The Co3+∕2+ 
charge transition is ≈ 1 eV lower in energy than the respective 
levels of Fe and Bi (see also Fig. 7). Hence, Co has to be 
reduced first if water is adsorbed on the surface. If the Co 
concentration is high enough, it will suppress the shift of 
the Fermi energy and thereby avoid the decomposition of 
the compound. In order to suppress the reduction of Bi and 
Fe, 10% of the Fe were substituted by Co [54]. Such high 
concentrations often exceed the solubility limit of species (see 
Section 3.4). According to the description above, Fermi level 
engineering suggests two ways to increase the solubility limit: 
i) the introduced dopant must be isovalent to the substituted 
element. In the case of Co-doped BiFeO3 , this could be 
achieved by oxidizing synthesis conditions in order to 
maintain the Co3+ oxidation state; ii) a charged species can be 
compensated by an oppositely charged species. For acceptor-
doped oxides, this can be accomplished by oxygen vacancies, 
requiring processing in an atmosphere with appropriate 
oxygen activity. For example, the tetravalent Ti in BaTi1−xFex
O3−x∕2 is gradually replaced by trivalent Fe acceptor dopants. 
The charge compensation is then accomplished by half of an 
oxygen vacancy per Fe3+ species. By structural ordering of 
the oxygen vacancies and atomic relaxation, the perovskite 
structure becomes unstable for higher values of x. BaTiO2.5 

and SrTiO2.5 crystallize in the monoclinic space group P21 /c 
and in the Brownmillerite structure, respectively [117, 166].

If the charge transition level of a certain dopant is ben-
eficial for the properties, the concentration of the respective 
dopant may need to be increased beyond its solubility limit. 
This can be achieved by codoping, i.e. by the incorpora-
tion of the same amount of donors and acceptors. The com-
pensating dopant can, but does not necessarily also have an 
influence on the properties. Its role may just be the increase 
of the concentration of the beneficial dopant species. These 
aspects may also be important for the formation of solid 
solutions of compounds with elements of different valences,  
for example BaTiO3–BiFeO3 or BaTiO3–(Na1∕2Bi1∕2)TiO3 . In  
principle, these can also be considered as codoped materi-
als. In the first example, BiBa is a donor and FeTi an accep-
tor in BaTiO3 . In the second example, the BiBa donors are 
charge compensated by NaBa acceptors. Donor and acceptor 
species in solid solutions could be incorporated in different 
concentrations due to a different volatility of species. This 
will eventually result in a net donor or acceptor doping and 
influence material properties and sintering behavior. The 
necessity for charge compensation in the case of net dop-
ing can also affect the site preference of species. It has, for 
example, been demonstrated by means of DFT calculations 
that trivalent Y and Mn in BaTiO3 prefer to occupy either 
the Ba-sites as donors or the Ti-sites as acceptors depending 
on the Ba:Ti ratio [167].

The formation of secondary phases is sometimes diffi-
cult to avoid during solid state synthesis of oxide ceramic 
solid solutions [168, 169]. The solid oxide route typically 
involves carbonates and oxides. CaZrO3 is, for example, syn-
thesized using mixtures of CaCO3 and ZrO2 . The enthalpy 
of formation of some oxides, such as ZrO2 , is very high 
and high processing temperatures are required for their 
reaction [168, 170]. The calcination of solid solution of, for 
example NaNbO3 with CaZrO3 , may then start with a pref-
erential solubility of Ca. This results in a higher CaNa donor 
concentration as compared to the ZrNb acceptor concentra-
tion. Consequently, the material is effectively donor doped. 
Eventually, the system has to react either by the formation 
of cation vacancies, by reduction of Nb5+ to Nb4+ , or by 
the segregation of the dopant, depending on the prevailing 
compensation mechanism. This does not mean that the tar-
geted solid solution is not stable at all but just not with the 
obtained effective doping.

The phase instability by an inequivalent solubility of 
donor and acceptor species described in the previous para-
graph is also expected to be an issue during synthesis of 
mixed anion compounds. In oxyfluorides, for example, 
starting from an oxide and substituting oxygen with fluo-
rine corresponds to the introduction of FO donor species. 
The topochemical reaction routes for the formation of oxy-
fluorides are based on reacting an oxide together with a 

Fig. 18  (a) Oxygen vacancy concentration in BaTiO3 in dependence on 
oxygen partial pressure for equilibration at 1100 ◦C , calculated using the 
defect energy levels for Fe and Mn from Fig. 14, which are taken from 
[127]. The doping concentration is taken as 1020 cm−3 . The grey arrows 
indicate the influence of 3 + ∕2+ and of the 4 + ∕3+ transition levels; 
(b) Fermi level position as a function of oxygen partial pressure during 
equilibration at 1100 ◦C (solid lines) and after quenching to 300 ◦C
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fluorination agent [171, 172]. Various agents are known, 
among them gaseous F 2 , XeF2 , NH4 F, CuF2 and ZnF2 . 
Interestingly, the use of different reactants can, but may 
not necessarily lead to the same reaction product. This is 
related to the fact that fluorination reactions can be oxida-
tive, substitutive or reductive, as indicated by the following 
reaction schemes for a perovskite type oxide with a divalent 
atom on the A-site and multivalent atom on the B-site:

Oxidative: An oxidative reaction leads to an increase of 
the oxidation state of a B-site cation. This is possible, if 
some of the B-site cations are present in a lower oxidation 
state than B4+ , which is charge compensated by oxygen 
vacancies (e.g., BaFe4+

1−2x
Fe3+

2x
O3−x ). Fluorine incorpora-

tion can then occur on one of the oxygen vacancy sites 
( V⋅⋅

O
→ F⋅

O
 ). Thereby, an oxygen vacancy, which is a two-

fold donor, is replaced by fluorine, a single donor. This 
corresponds effectively to an acceptor doping and results 
in a lowering of the Fermi energy and consequently in the 
oxidation of the B-site cation, if this is the active compen-
sation mechanism. The positive charge, which is missing 
after filling the oxygen vacancy with a fluorine ion, is then 
compensated by the oxidation of one of the B-site cations 
with a lower oxidation state. Therefore, an oxidative reac-
tion requires the possibility to oxidize the B-site cation.

Reductive: In this case, an oxygen atom is replaced by a flu-
orine atom. This corresponds to donor doping and results in 
an upward shift of the Fermi energy. The negative charge of 
the donor is compensated by a reduction of a B-site cation, 
if a valence change of the cation is the leading compensation 
mechanism. The reaction requires the possibility to lower 
the oxidation state of the B-site cation and, in addition, to 
remove oxygen from the sample:

Substitutive: For substitutive reactions, the oxidation state 
of B-site cation will not change. In this case, one oxygen 
vacancy and one oxygen atom are replaced by two fluorine 
atoms, corresponding to a simultaneous donor ( OO → F⋅

O
 

and acceptor doping ( V⋅⋅

O
→ F⋅

O
 ). Both are compensating 

each other and do not result in a shift of the Fermi energy. 
The reaction requires, however, that oxygen is being 
removed from the sample:

The formation of oxynitrides is typically performed by 
ammonolysis of oxide materials [78, 79]. The substitution 

(14)B�
B
+ V⋅⋅

O
+

1

2
F2 → BB + F⋅

O

(15)BB + OO +
1

2
F2 → B�

B
+ F⋅

O
+

1

2
O2

(16)V⋅⋅

O
+ OO + F2 → 2F⋅

O
+

1

2
O2

of O with N corresponds to acceptor doping. Charge com-
pensation may then be accomplished by formation of oxy-
gen vacancies,

(17)3OO + N2 → 2N�
O
+ V⋅⋅

O
+

3

2
O2,

or alternatively by the oxidation of one of the cation species 
or holes in the valence. The latter two mechanisms may not 
available as in BaTiO3 , where neither Ba nor Ti can be oxi-
dized. In such cases, oxygen vacancy formation must occur 
at the same rate as nitrogen incorporation. If this is kineti-
cally not possible, the Fermi energy will approach either the 
upper or lower stability limit and formation of the desired 
phase will fail.

In general, the incorporation of large amounts of het-
erovalent species must be accompanied by charge com-
pensation to avoid overdoping leading to the formation 
of unstable species. Any synthesis route must avoid high 
concentrations of donors or acceptors without charge com-
pensation in order to avoid the formation of unstable inter-
mediate species. A straightforward suggestion based on 
Fermi level engineering would be to avoid large changes 
of the Fermi energy, which implies to incorporate donor 
and acceptor species simultaneously as during codoping 
in cationic substitution and not sequentially. The respec-
tive effects on the Fermi energy are illustrated in Fig. 19.

6.2  Sintering and microstructure evolution

Sintering is driven by a reduction of free surface area and 
requires mass transport in the vicinity of the contact points 
between powder particles [168, 173]. There are various 
mass transfer mechanisms contributing to this process. 
Surface diffusion and evaporation/condensation do not 
contribute to densification and generally hinder sintering. 
The former is only relevant for materials with high vapor 
pressure. Relevant for densification are grain boundary and 
volume diffusion. As the concentration, and in some cases 
also the valence, of defects depends on the Fermi energy, 
both processes are directly affected by the Fermi energy, 
but in different ways. Volume diffusion refers to self-dif-
fusion through the crystal lattice. In functional ceramics, 
the rate-controlling mechanism of this process is usually the 
diffusion of one of the cations. The diffusion coefficient 
of the cations increases with the concentration of cationic 
vacancies in the lattice. Cationic vacancies are negatively 
charged point defects that can result from a reduction or 
from donor doping, depending on the active charge compen-
sation mechanism. The Fermi energy directly impacts, which 
charge compensation mechanism dominates for a given set 
of parameters, i.e., whether electronic or ionic defects are 
formed or whether valence changes or segregation prevails. 
Accordingly, beyond tweaking the functional properties, the 



 Journal of Electroceramics

1 3

Fermi energy can be understood as a way to tailor volume 
diffusion coefficients for sintering.

In most materials, grain boundary migration is even more 
important for sintering. Here, the relationship between the 
Fermi energy and diffusion coefficients is more complex. In 
functional ceramics, grain boundaries involve space charge lay-
ers, which are well-known for their impact on electronic and 
ionic conductivities. A space charge layer involves a charged 
grain boundary core and a layer of accumulated or depleted 
point defects with opposite charge. Depending on the sign of 
the grain boundary core charge and the active charge compen-
sation mechanism, the space charge layer can enhance grain 
boundary diffusion. Assuming a positive grain boundary core, 
negative point defects are accumulated in the space charge 
layer. This includes cationic vacancies if they are present in the 
bulk crystal. For these conditions, grain boundary diffusion is 
increased by the locally high concentration of cationic vacan-
cies, resulting in a layer of fast diffusion along the network of 
grain boundaries. This effect was observed for SrTiO3 [174].

Unfortunately, very little detailed knowledge is available on 
diffusion processes during sintering, particularly in relation 
to grain boundary migration. The available data are of limited 
quality and cannot be used for a quantitative description of 
sintering processes. For example, experimental volume dif-
fusion data for alumina scatters over more than five orders of 
magnitude [168]. For alumina, at least some reports exist on 
grain boundary diffusion coefficients (see, e.g., [175]). Among 
functional ceramics, basic information is available for simple 
binary oxides, such as zirconia [176], and very little for perovs-
kites [177]. The dependence of diffusion on the Fermi energy 
has not been investigated at all so far.

In addition to the anticipated relation between the Fermi 
energy and mass transport mechanisms as required for sin-
tering, solute drag effects are important for microstructure 
evolution [140]. Solute drag is well-understood for metals 
[178] and refers to the diffusional drag of defects segregated 

to the grain boundaries. If defects (‘solutes’) segregate to 
the grain boundaries, their migration requires a diffusion 
of the defects along with grain boundary migration. This is 
in contrast to a grain boundary without segregation, where 
no such diffusion is required for grain boundary migration. 
Accordingly, grain boundary segregation generally results in 
inhibited grain growth if the segregated defects have a low 
diffusion coefficient in the hosting lattice.

Solute drag is well-investigated in various metallic sys-
tems [179]. However, very little is known on solute drag in 
functional ceramics. This is likely due to the more complex 
segregation behavior. Besides segregation to the grain bound-
ary core as in metals, defects can accumulate (or deplete) 
in the space charge layer. The defects in the space charge 
layer can cause solute drag in the same way as those in the 
grain boundary core, if their diffusion coefficients are low 
[148]. Accordingly, the details of space-charge and segrega-
tion decide if solute drag occurs or not. The only functional 
perovskite-type oxide where this was analyzed is SrTiO3 
[147, 148, 180]. Here, the space-charge is known to depend 
on the oxygen partial pressure. In reducing atmosphere, very 
little space charge with very little cationic segregation occurs 
[156]. Consequently, only a minor solute drag occurs and 
grain growth is very fast [181]. In oxidizing atmosphere, the 
space-charge is much stronger and grain growth is signifi-
cantly slower, resulting in a bimodal microstructure [182]. 
For other functional ceramics, only few reports investigated 
solute drag, e.g., in ceria [183], zirconia [184], yttria [185, 
186], and BaTiO3 [187].

Overall, solute drag is another aspect, where the Fermi 
energy is important for the processing of electroceramics, as 
it affects segregation to grain boundaries and accumulation/
depletion of defects in the associated space-charge regions.

Note that Fermi level engineering can be used to tailor 
the functional properties of polycrystals. After best thermo-
dynamic parameters were used to optimize diffusion during 

Fig. 19  Hypothetical illustration of the effect of different sequences 
of donor (reductive) and acceptor (oxidative) doping processes on the 
Fermi energy. For simplicity, changes of the stability limits, EF,max 
and EF,min , and of the band edges are omitted. For the given example, 
sequential processing only works if the reductive treatment is carried 

out first (a), as the intermediate product is not stable when starting 
with the oxidative treatment (b). The instability can be avoided in any 
case by using a parallel route (c), in which donors and acceptors are 
substituted simultaneously
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sintering, the material can be re-annealed at a lower temper-
ature using different thermodynamic parameters to optimize 
the conductivity. For example for strontium titanate, a strong 
space-charge with accumulated Sr vacancies results in good 
sintering [174]. However, a high ionic conductivity of the 
grain boundaries requires less space-charge, which can be 
obtained in reducing atmosphere [147, 156]. Such utilization 
of Fermi level engineering has not been investigated yet. 
However, BaTiO3-based PTCR-materials are processed in 
such a way to obtain dense structures and optimized bulk 
and grain conductivity [16, 158].

6.3  Electrode interface stability

The Fermi energy at interfaces becomes important during co-
firing of oxides with metallic electrodes, which is done in mul-
tilayer ceramic capacitors and actuators [188]. At the interface 
between the metallic electrode and the oxide, the Fermi energy 
in the oxide is determined by the Schottky barrier height of the 
contact. The barrier heights, and therefore the Fermi energy, 
can vary by more than one eV depending on oxygen activity 
[85]. In order to avoid an electrochemical reduction/oxidation 
of the oxide, the Fermi energy must remain within the stability 
limit of the compound. Such an electrochemical reduction has 
been directly observed, e.g., at interfaces between BiFeO3 and 
Sn-doped In2O3 [54] and at interfaces between Pb(Zr,Sn,Ti)O3 
and Sn-doped  In2O3 [189]. Due to such instabilities, the use of 
sintering in oxidizing conditions (air) may be required to sinter 
ceramic-metal stacks. This can prevent the desired use of non-
noble metal electrode materials, such as Cu, which would oxi-
dize and become non-conductive under such conditions [124]. 
It is noted that the work function of the ITO electrode used in 
the XPS experiments is ≈ 4.5 eV , which is comparable to that 
of many metallic electrode materials.

7  Summary and perspective

The concept of Fermi level engineering outlined in this 
contribution is the basis for semiconductor technology. The 
function of almost all semiconductor devices is determined 
by the spatial variation of the Fermi energy. Highly sophis-
ticated devices are possible as the resulting properties can 
be accurately predicted for given material composition and 
processing. Such a prediction is not yet possible for electroce-
ramic oxides, which, in many cases, are wide gap semicon-
ductors. This is partially related to the richer defect chemistry 
of the involved materials, caused by lower defect formation 
energies in ionically bonded materials, the possibility for 
valence changes, segregation effects, and Fermi level-driven 
thermodynamic instabilities. On the other hand, a variety of 
interfaces are involved in the mostly polycrystalline oxide 
electroceramics. These are connected to ionic space-charge 

regions, which strongly affect material properties but also 
their processing. Therefore, Fermi level engineering of oxide 
electroceramics is considerably more challenging than that 
of semiconductors. Nevertheless, the possibility to use the 
Fermi energy as the common descriptor for all involved 
defect formation processes constitutes a straightforward 
strategy to evaluate the dominant charge compensation 
mechanism. In principle, this opens the possibility to predict 
material properties for a given composition and processing of 
oxide electroceramics. Still, plenty of challenges have to be 
tackled. It is required to evaluate systematically the influence 
of sample composition (host materials and dopants)

• on the valence and conduction band edges,
• on the formation energies and charge transition levels of 

compensating ionic defects,
• on the formation energies and charge transition levels of 

different dopants and related segregation processes,
• on the possible valence changes of anions and cations,
• and on space-charge formation at interfaces.

Being able to directly obtain the Fermi energy is of utmost 
importance for this endeavor. Here, X-ray photoelectron spec-
troscopy has been demonstrated to be very useful as it provides 
simultaneously information on the chemical properties and the 
Fermi energy. The technique is particularly feasible for oxides, 
for which a wide variety of sample processing can be applied 
in vacuum systems. This in-situ processing is important as sur-
face adsorbates from air exposure affect the Fermi level posi-
tion. The available treatments of oxide surfaces feature a wide 
variation of oxygen activity, resulting in a large variation of 
the Fermi energy. With proper experiment and sample design, 
Fermi energy limits, defect energy levels, and interfacial space-
charge regions can be quantified with XPS. Still, the experi-
ments need further advancement to be applicable for a wide 
variation of materials and phenomena. Due to the importance 
of sample quality and reproducibility, a close collaboration 
with processing groups is mandatory. The combination with 
other defect characterization techniques, for example electron 
paramagnetic resonance, but also the whole toolbox of defect 
chemistry including AC and DC conductivity techniques, will 
be important and likely provide new insights into the properties 
of oxide electroceramics. Eventually, a deep understanding of 
Fermi level engineering can only be developed together with 
theory, as some aspects are and will not be accessible to experi-
ment. It will be indispensable, however, to overcome current 
limitations of ab initio techniques in the quantification of defect 
parameters. To this end, the systematic experimental determina-
tion of defect properties will provide important benchmarks to 
further improve the theoretical descriptions.

Interfaces are particularly important for oxide electroce-
ramics. This is mostly related to space-charge formation, 
which is directly affected by segregation processes. As 
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segregation phenomena are connected to the Fermi level 
and defect properties inside the grains, Fermi level engi-
neering allows, in principle, to simultaneously control both 
bulk and interface properties. The connection of space-
charge regions, phase stability, and defect concentrations to 
the Fermi energy can further help to modify or design new 
sample processing routes. These might enable synthesis of 
new or more reproducible materials.

Fermi level engineering is a way to think about materi-
als development differently. It is still a long way to go until 
all the necessary ingredients of Fermi level engineering of 
oxide electroceramics are established. The challenges are 
manyfold, highly demanding, and require an intense collabo-
ration between theory, sample processing, and characteriza-
tion. It promises, however, to become an additional pathway 
to the development of materials for a plethora of important 
technologies and is therefore definitely worth the effort.
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