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Text Representations and Explainability for Political
Science Applications

Denitsa Saynova
Department of Computer Science and Engineering
Chalmers University of Technology | University of Gothenburg

Abstract
This work explores the utility of natural language processing approaches for
the study of political behavior by examining two main aspects – representa-
tion and explainability. We investigate how current representation approaches
capture politically relevant signals in a proportional representation system. In
particular we test static word embeddings trained by transfer learning. We
find that some signals in the embedding spaces can be validated from domain
knowledge, however, there are multiple factors affecting the performance and
stability of the results, such as pre-training and frequency of terms.

Due to the complexity of current NLP techniques interactions between the
model and the political scientist are limited, which can impact the utility
of such modeling. Therefore, we turn to explainability and develop a novel
approach for explaining a text classifier. Our method extracts relevant fea-
tures for a whole prediction class and can sort those by their relevance to the
political domain.

Generally, we find current NLP methods are capable of capturing some po-
litically relevant signals from text, but more work is needed to align the two
fields. We conclude that the next step in this work should focus on investigat-
ing frameworks such as hybrid models and causality, which can improve both
the representation capabilities and the interaction between model and social
scientist.
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CHAPTER 1

Introduction

The ubiquity of text data as well as advancements in natural language process-
ing (NLP) and artificial intelligence (AI) methods for pattern discovery have
sparked an interest in using that information for studying social and political
behaviors. Through social media and large digitized libraries of parliamentary
proceedings or newspaper articles, we can access information from millions of
people or spanning several decades. The amount of data makes it unfeasible
for the political scientist to manually process and apply traditional research
methodologies, which brings the necessity to utilize automated modeling and
NLP techniques.

There has been a growing body of work in recent years showing the advan-
tages of utilizing NLP techniques for capturing, measuring and exemplifying
political views and ideological positions from politically relevant text. This
spans work from measuring polarization (Belcastro et al., 2020; Goet, 2019),
to bias detection (Skubic et al., 2022), to tracking changes through time (Rod-
man, 2020).

There is, however, some misalignment in the goals and approach in the
fields of NLP and in social science. NLP developments tend to be evaluated
by collections of benchmark datasets that aim to assess a model’s performance
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Chapter 1 Introduction

along different linguistic tasks (Rajpurkar et al., 2016; Wang et al., 2018).
That does not necessarily correspond to how such a model can be validated
from a social science perspective, where there is an emphasis on the correlation
between model results and predictions and real world events – for example,
whether a model manages to capture a well-known temporal shift or event.
Additionally, the approach to data collection may differ in their goal and
focus. Machine learning tends to aim for vast sample sizes, commonly coming
from multiple, diverse sources (e.g. books, Wikipedia articles, code, social
media and more in the same training set). Social sciences generally are more
concerned with the sampling of the data - its scope, the importance of a
representative sample, the population that is studied, the possible biases,
etc. Therefore it is crucial to evaluate how these modeling choices affect the
suitability of NLP methods for studying political behavior and their strengths
and weaknesses when applied to a social context. In this work, we focus on
evaluating two aspects of the NLP pipeline for the discovery and measurement
of political positioning from text – representation and supervised modeling.

Representation in NLP (or the mapping from text to numerical values) re-
lies on the idea of distributional semantics – one can use word co-occurrences
to represent meaning. This results in text units (typically words) being repre-
sented as high-dimensional vectors in an embedding space. These embedding
spaces have been shown to capture some word alignments such as gender,
capital-country, and other relations (Mikolov, Sutskever, et al., 2013). Rep-
resentation is also tightly connected to the concept of transfer learning – in
order to leverage information from large textual corpora, one can pre-train
models on “general” language and use those as starting point representations
for adaptation to a down-stream task. In Paper I we investigate what politi-
cally relevant patterns can be captured in these embedding spaces. We train
Word2Vec (Mikolov, Chen, et al., 2013) models on data from the Swedish par-
liament and compare the learned associations for a number of salient terms
between the two main left (Social Democrats) and right (Moderates) parties.
We find that some expected political signals are captured in the resulting em-
bedding space, such as the left’s association of “solidarity” with “welfare” and
the right’s with “security” and “stability”. However, the lack of an exhaustive
list of associations that should hold between words for each party makes the
systematic investigation and evaluation of those representations difficult. We
additionally find that there are multiple factors affecting the stability of the
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results, including pre-training and word frequency.
Numerous advanced NLP architectures have shown great promise in learn-

ing complex tasks (Devlin et al., 2019; OpenAI, 2022; Touvron et al., 2023),
which makes them a compelling possibility for modeling political behavior
from data. This comes with its own set of difficulties however. First, cur-
rent NLP methods tend to be based on complex, multilayered architectures,
which make the task of interpreting the learned patterns very difficult (com-
monly referred to as the “black box problem”). Second, there is no guarantee
that patterns that the model captures align with human intuition and do-
main knowledge, which can have many disadvantages. To this end, in Paper
II, we investigate methods within explainable AI (XAI) and propose a novel
approach for obtaining class-level explanations for a classifier, allowing a dis-
tinction between domain-specific content words and stop words in order to
facilitate human-model interaction. A small scale examination suggests that
when the model is more aligned with domain-specific words, it is also more
accurate.
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CHAPTER 2

Background

One way in which we can think about a wide range of natural language process-
ing techniques is to divide the process into two components – representation
of the input data (text) in a numerical format and learning a mapping from
that representation to a particular output space (e.g. sentiment, categoriza-
tion, etc.). In essence this results in a two-step mapping process – the first
mapping text to a numerical vector (typically called embedding), the second
mapping the numerical vector to an output variable. The way in which those
mappings can be constructed can differ, but most commonly current NLP
approaches rely on training neural networks. Therefore, in this chapter, we
begin by discussing the theoretical framework behind current approaches for
NLP representation in Section 2.1 and provide an overview of those in Sec-
tion 2.2. We then turn our focus in Section 2.3 on the consequences of using
neural networks as the predominant modeling approach in NLP by discussing
connectionism and how that leads to the black-box problem. We conclude
with an examination of the state and significance of human-model interaction
and explainability in AI.
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Chapter 2 Background

2.1 The Distributional Hypothesis
The Distributional Hypothesis, which is a cornerstone for most approaches
to representation nowadays, can be summarized with Firth’s well-known and
highly-cited quote – “you shall know a word by the company it keeps” (Firth,
1957). The hypothesis is commonly attributed to both Harris (Harris, 1954)
and Firth (Firth, 1957) and in essence states that we can represent words
through the context in which they appear. This is practice means representing
language through its statistical distribution – e.g. through collocations of
words in a corpus. It is often claimed in NLP literature that what is captured
with this approach is meaning (Bender & Koller, 2020), however it is worth
discussing two caveats that relate to this issue.

Form and meaning. Coming from a structuralist view Harris proposes lan-
guage can be “described in terms of a distributional structure [...] and [...]
this description is complete without intrusion of other features such as history
or meaning” – that is meaning is something that is derived from human ex-
perience and the structure of a language deviates in many respects from that
external structure of meaning. He poses however that those two aspects –
the external notion of meaning and the distributional structure of a language
– are highly interconnected and one important aspect is that of difference.
Stating that “difference of meaning correlates with difference of distribution”
he provides a very powerful connection between meaning and form.

Context. Firth, on the other hand, comes from a more anthropological view
of language and discusses at length what needs to be considered when we talk
about “company” or – how do we define the relevant context from which we
extract the distributional description. Whereas NLP approaches in this area
tend to use the collocations of words within a specified window length in a
corpus of text, Firth invokes the context of situation as a necessary parameter
that needs to be accounted for. Firth provides a list of the three categories
that comprise this idea of context: relevant features of participants, relevant
objects, effect of the verbal action (Firth, 1957). He does not provide guidance
for how to account for these in practice or how to determine relevance, but
his ideas lay the groundwork for developments in the study of language in its
social context.

8



2.1 The Distributional Hypothesis

Extensions to collocation
Recently there have been efforts to extend the purely textual co-occurrence-
based notion of representation in NLP and introduce a broader view of the
social and physical context of language (Bisk et al., 2020). We can broadly
see two strategies that invoke different aspects of Firth’s and Harris’ work –
syntagmatic extension and comparative stratification (Brunila & LaViolette,
2022).

Syntagmatic extension refers to extending representation beyond the simple
textual collocation view by incorporating information from other contextual
sources. In practice this can be anything from including representation of
different abstraction levels in the text (for example adding document-level
representation as in Le and Mikolov, 2014) to meta-data information regarding
demographics of the speakers (Garimella et al., 2017) to including different
modalities of data (Baroni, 2016).

Comparative stratification is based on what Harris calls “sublanguages”
and Firth calls “restricted languages” – broadly speaking, the idea that we
can split up language use according to the setting within which it is used
and observe different distributional characteristics which are representative of
the meanings within that setting. An example of how this can be applied
in practice is studying diachronic semantic shifts – that is, splitting up the
corpus in time periods and extracting separate representations for each period.
These can then be compared to track shifts through time. The corpora can
however be stratified along any dimension of interest, which, as we discuss
later, can be a powerful tool for studying political behavior, where we can
summarize a lot of domain knowledge into additional metadata along which
we can produce meaningful splits of the data.

Implementation of the Distributional Hypothesis As discussed so far, the
distributional hypothesis states that we can capture a representation that
is linked to meaning by examining the context of a word. In practice this
is done by translating text to a high-dimensional numeric space (called an
embedding space), where a word is represented by its coordinates (a vector)
in that space. The way we construct those spaces is based on the idea of
collocations – words that appear in the same context (taken here to mean
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Chapter 2 Background

similar words in their vicinity) are encoded closer to each other. We discuss
the practical implementations of this idea in the next chapter.

2.2 Representation
There are several factors motivating the transformation of text to numbers in
NLP applications. The first one is practical - machine learning methods are
mathematical functions and as such require inputs to also have a mathematical
form. Second, they can be used to impose a helpful structure on the input
that makes the modeling step easier. There are many latent structures in a
language that we may want to keep in its representation. Generally, we wish
to represent texts that are similar in meaning or have some other semantic
relationship as more similar embedding vectors.

There have been multiple approaches and paradigm shifts in text repre-
sentation. The relevant work within NLP can be broadly split into corpus
statistics methods and neural network-based approaches. Neural network ap-
proaches can themselves be split into static and contextual methods (see Patil
et al., 2023 for an extensive survey).

Corpus statistics methods are a group of methods for representing texts
as fixed-length vectors. This allows the use of linear algebra for calculating
distances and therefore similarities of texts. The classical approach here is to
represent the corpus as some form of document-term matrix (see Table 2.1),
where the rows correspond to documents in the data, the columns represent
the terms in the vocabulary and the values can be binary (signifying pres-
ence/absence), counts, frequencies or other weighted values (e.g. TF-IDF).
As such, this representation does not keep a reference to the word order and
is commonly referred to as a Bag of Words (BoW) approach.

These methods are interpretable in the sense that we can identify what each
dimension of the document or term vector represents. However, the sparsity of
these representations (most values of the matrix are zero) means the approach
is not scalable to large datasets and training models is more time-consuming.
As mentioned, these document representations also do not capture word order
or synonyms.

To overcome these issues dimensionality reductions techniques have been
proposed to transform these representations to a low-dimensional space. An

10



2.2 Representation

I cats football ... like playing with
doc 1 1 0 1 ... 1 1 0
doc 2 1 1 0 ... 1 1 1
doc 3 0 1 1 ... 0 1 0

Table 2.1: Document term representation example for three documents
Doc 1: I like playing football
Doc 2: I like playing with cats
Doc 3: Cats playing football

established method is latent semantic analysis (LSA) (Deerwester et al., 1990)
that uses singular value decomposition (SVD) to cluster together words that
appear in similar contexts into “topic” dimensions and represents text in terms
of those latent dimensions rather than counts for each word in the vocabulary.
It is based on the idea of distributional semantics that words that appear in the
same context share some similarity and can therefore be clustered together.
This allows to deal with both synonyms and to an extent – polysemy. It does
still carry some of the weaknesses of the BoW approach on which it is based
and is harder to interpret.

Neural network vector representations are the predominant approach in
recent years. Similarly to LSA discussed above, this family of methods is
based on the common idea of capturing word meaning through collocation.
These embeddings are typically trained through language modeling (LM) tasks
or translation tasks. Language modeling is the task of learning the joint
probability of strings of text. This is usually done by masking out some part
of the string and teaching the model to reconstruct that.

Word2Vec (Mikolov, Chen, et al., 2013) is one of the first proposed models
in this family. It is a neural network with a single hidden layer. It can be
trained to predict either context (surrounding words) from a single word (skip-
gram negative sampling – SGNS) or, alternatively, to predict a word given the
surrounding context (continuous bag of words – CBOW). For both of these,
we need to define how big the context is (i.e. how many words before and after
we need to consider). A larger context makes the training computationally
more expensive and a typical value is around 5. For a corpus with vocabulary
size n and embedding vector size m the data is processed in the following
steps for the CBOW setting: The input context is represented as the summed
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Chapter 2 Background

Figure 2.1: Conceptual representation of the input-output relationship in static
and contextual encoding models. Contextual embeddings can also pro-
duce embeddings at different levels at the same time, represented here
by the embedding for the [CLS] token, which contains a representation
for the full text.

one-hot encoded individual words – that is – a vector x of size n × 1 with
ones at the indexes of the words in the context and zeroes everywhere else.
We then have the following calculation through the two layers of the network
(represented by the n × m embeddings matrix W and the m × n output layer
matrix Z):

xT W = h

hZ = a

y = softmax(aT )
(2.1)

We pass the result through a softmax function to obtain a probability for each
index in the vocabulary in the n × 1 vector y. The network is trained with
the logarithmic loss to maximize the probability for the true label word. For
the SGNS setting the flow is similar but the input is instead the single middle
word and the output is the context words.

Once the network has been trained, we can use the internal weights of the
hidden layer as vector representations for the terms in the vocabulary. That
is, the ith row of the W matrix is the 1 × m embedding for the ith word in
the vocabulary. This produces static representations, that is – a one-to-one
mapping from a word token to a numerical vector. To represent text in this
setting we can then use an aggregation of those word embeddings.

12



2.2 Representation

Finally, the attention mechanism (Bahdanau et al., 2015) and the trans-
former architecture (Vaswani et al., 2017) have introduced contextual embed-
dings. These are still vector representations learned by a neural network,
however, in contrast to static methods, which produce a single embedding for
a token, contextual embeddings provide an embedding for a token depending
on the full text sequence in which it appears (see Figure 2.1). This allows for
highly flexible representations and even more attentiveness to the context.

Transfer learning is one of the main applications of representation learning.
The central idea is to condense “knowledge” from one task and use it to
solve another in order to reduce the data size requirements for learning the
second task. In the context of NLP we can use general text (that tends to
be easier to access in big quantities) in order to extract general linguistic
patterns and features which can then be used as a representation for learning
the mapping for a second task with a much smaller dataset. This is a two-step
process consisting of pre-training and adaptation. In the first step a model is
trained on large amounts of data to learn a general representation of the inputs
typically through language modeling or machine translation tasks. During the
adaptation phase the learned patterns are used to train a model for a new task
– e.g. classification, named entity recognition, entailment, etc.

Adaptation can be done in two ways – feature extraction or fine-tuning. As
exemplified in Figure 2.2 in feature extraction the pre-trained model is used
by freezing the weights, passing the new data through the network and using
the final layer’s output as feature vectors that are then fed into a down-stream
model trained on the new task and data. In fine-tuning, the weights of the pre-
trained model are further changed by additionally training the full network on
the new data, however, some layers may still be frozen or frozen during only
the initial stages of the fine-tuning process. The choice of if and when to freeze
the pre-trained model’s weights is dependent on the type of representations
that are learned by the layers in the network and the tasks for the model.
Empirical results (Peters et al., 2019) show that when the pre-training and
adaptation tasks are similar, fine-tuning performs better, whereas, when the
tasks are substantially different, feature extraction might be more effective.

Comparative stratification in practice As discussed in Section 2.1 one way
to go beyond simple text collocation representations is to stratify the data
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Chapter 2 Background

Figure 2.2: Representation of the two approaches to transfer learning.

along a salient dimension. This allows to both improve embeddings for down-
stream tasks and to study the semantic shifts along that dimension. In po-
litical and social science this allows us to account for a multitude of relevant
contexts. One commonly studied dimensions is time, with multiple examples
of tracking diachronic semantic shifts (Hamilton et al., 2016; Rodman, 2020;
Tahmasebi, 2018), but work in this area also spans political leanings (Goet,
2019; Spinde et al., 2021), demographics (Hovy, 2015) and social network
groups (Yang & Eisenstein, 2017) among others.

When considering NLP for political science application, this wide use of
embedding representations makes it crucial to examine their capability to
capture politically relevant information as well as to investigate how different
design choices affect the quality of the representations.

2.3 Connectionism and the black box problem
The predominant paradigm in AI and NLP is connectionism or the idea that
complex cognitive (or any information processing) systems can be described
by connected layers of simple processing units exemplified in practice by the
(artificial) neural network. Even though there is fruitful research in trying to
combine these with other ideas such as symbolic AI, the connectionism view
has been dominating both research and applications, which can be seen in the
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2.3 Connectionism and the black box problem

rapid development of deep neural networks.
Neural networks are universal function approximators (Hornik et al., 1989),

meaning they can be used to represent any function and empirical results show
they can be trained to solve complex natural language tasks (Cohen et al.,
2022; Devlin et al., 2019; OpenAI, 2022). However, this has pushed research
somewhat into optimizing for performance at the expense of other require-
ments for NLP, for example, cost, robustness, statistical power, and handling
of social bias (Bowman & Dahl, 2021; Ethayarajh & Jurafsky, 2020). One
important issue stemming from the ever-growing complexity is explainability
often referred to as the “black box problem” – that is, not being able to under-
stand the internal process by which a model makes its prediction and instead
having access only to a mapping from inputs to outputs.

There is no consensus on a single concise definition of explainability within
AI, however, it generally refers to a human’s ability to understand the model’s
decision process. This can range from understanding the input features’ con-
tributions, to counterfactual understanding of the minimal changes required
to change the model’s prediction, to localizing where in the model layers a par-
ticular calculation/processing occurs, to many other aspects of understanding.
For an exhaustive review of explainability aspects refer to Nauta et al., 2022,
for a review of current methods refer to Danilevsky et al., 2020; Madsen et
al., 2022. Our inability to understand how models make their decisions can
lead to errors (Alcorn et al., 2019; Finlayson et al., 2019; Obermeyer et al.,
2019; Su et al., 2019), unintended biases (Buolamwini & Gebru, 2018; Hovy
& Prabhumoye, 2021) and ultimately mistrust in the system. This can be a
barrier to adopting high-performing black-box prediction models for studying
political behaviors, since it can be an obstacle to validating the model.

Local and Global explanations
There are many facets to defining what an explanation is. One important di-
mension along which we can place the methods in this area is local vs global.
Local methods are concerned with explaining single instances of model predic-
tion. That is, the question they aim to answer is of the form Why is this text
predicted as being class X?. Global methods aim at explaining some general
behavior of the model – for example – answering questions such as What does
the model see as class X’s important features?. In XAI local methods tend to
be more researched and developed (Nauta et al., 2022). Local methods are
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Chapter 2 Background

predominantly based on creating salience maps – a correspondence between
input feature and its contribution towards the model prediction. Among the
most widely used approaches in this category are LIME (Ribeiro et al., 2016),
Shapely values (Shapley, 1952), and gradient-based approaches (Baehrens et
al., 2010; Sundararajan et al., 2017). Out of these, Shapely values-based ap-
proaches, even though more accurate representations of the black box model
(Ethayarajh & Jurafsky, 2021), tend to be computationally expensive (for
example the attention flow implementation for transformer architectures (Ab-
nar & Zuidema, 2020)). Gradient-based approaches and LIME are easier to
compute, with LIME having the advantage of being model-agnostic making
it more flexible and versatile.

LIME is a widely used post-hoc, model-agnostic local explainability method.
This makes it versatile and relatively easy to use. Additionally it is computa-
tionally more efficient compared to other methods. The model approximates a
black-box model locally in several steps: First, for a particular input instance,
we sample “around” the data point by augmenting it. The way this augmen-
tation is done depends on the type of data – e.g. for continuous data we can
add small random values along each dimension. We discuss implementations
for text further down. Second, the new data points are passed through the
black-box model for inference to get their respective labels, essentially creat-
ing a new dataset locally around the input. Third, an explainable model such
as regularized logistic regression or a decision tree is fit to this data (typically
weighted by the distance between the new datapoints and the original input).
Finally, we can use the explanations from this new model (e.g. the weights
of the regression model) as attribution scores of the features for the original
input instance that we aim to explain.

There are a number of design choices for this approach. A default imple-
mentation we follow later in this work 1 has the following hyper-parameters:
The interpretable model that is fit to approximate the black-box model is a
ridge regression. This is fit on 5000 sampled data points. New data points
are sampled by removing a random number of words (between 1 and length of
example) from the example 5000 times. We follow the default BoW approach
where a word is removed with all its occurrences (if multiple exist in the ex-
ample). An alternative is to consider position as well, allowing for a word

1https://lime-ml.readthedocs.io/en/latest/

16



2.3 Connectionism and the black box problem

to have different contributions scores at different positions in the sentence.
This may have benefits in terms of model-alignment (Section 2.3) when the
black-box model has position encoding, but poses more difficult choices if we
want to aggregate the individual results.

SP-LIME is an approach proposed in the original LIME paper for aggre-
gating instance level LIME explanations in a way which can present a more
general view of the patterns learned by the model, thus providing a global
explanation. The method provides “a set of representative [text] instances”
(Ribeiro et al., 2016) as explanations of model behavior. This is done by
searching for representative instances in a set of datapoints in the following
way: We obtain LIME explanations for each instance in the set. We then
calculate the score for feature j as Ij =

√∑N
i=1 Wij where N is the number

of explained data points and W is the explanation matrix containing the local
importance of the features. We also define a coverage function for a set of
examples V as:

c(V, W, I) =
d′∑

j=1
1[∃i∈V :Wij>0]Ij (2.2)

The intuition behind this definition is to capture the most diverse and at the
same time highest scoring (in terms of their explanation features) text exam-
ples. That is, if we have two texts with very similar features as explanations,
we might not gain more information from seeing both.

Finally, we also define a budget B of how many texts we want to present
as explanation of the model. And based on this, the task translates into
optimizing the following function:

Pick(W, I) = argmax
V,|V |≤B

c(V, W, I) (2.3)

Since this is NP-hard, the problem is solved by a greedy search algorithm that
adds the instance i that results in the highest marginal coverage gain, defined
as c(V ∪ {i} , W, I) − c(V, W, I). As we show later in our work, this can often
lead to high-scoring examples containing very frequent words (i.e. stop words)
as explanations, due to their high coverage.
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Chapter 2 Background

Model and human perspective in XAI
Another important aspect of explainability that needs to be considered is the
distinction between model and human explanations. Both in terms of how to
summarize the model’s behavior in a way a human can track and in terms of
how a model and a human will process information and make inferences.

Technically speaking, neural networks are explainable in the sense that they
are deterministic at inference time, so we can track through the calculations
and see the causal connections between the activation of all neurons in all
layers. The reason we need explainability methods is that these sequences
are prohibitively large and complex for a human to process. Therefore, ex-
plainability is some abstraction from the original model. This gives rise to
an obvious trade-off – explanations true to the models vs explanations that
are understandable by a human. These aspects are commonly referred to as
functionally-grounded and human-grounded explanations (Doshi-Velez & Kim,
2017; Madsen et al., 2022).

What we need to further consider is the different capabilities in pattern
recognition. A machine learning model has advanced statistical capabilities,
allowing it to detect weak signals from large amounts of data that would be be-
yond a human’s computational capabilities. However, they are also restricted
by the data they have been trained on, by definition having no access to ex-
ternal information, whereas, a human brings their extensive world knowledge
to any task they solve, which implies the reliance on and use of a much richer
information and representation of the world. In other words, models are bet-
ter at detecting small distributional differences, whereas humans have domain
and other types of external knowledge, which may lead them to “focus” on
different pieces of information when making inferences. For example, a person
could classify a text as right-leaning because they identify the message as call-
ing for the lowering of taxes, while a model attaches importance to words such
as “the”, “and”, etc., since those could have slightly different distributions be-
tween parties. While both can be valid patterns from a model perspective
(and lead to better predictive accuracy) only the first type of features can be
aligned with political background knowledge.
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CHAPTER 3

Summary of Included Papers

3.1 Paper I
In Paper I we investigate the utility of word embedding methods for capturing
politically relevant signals in the Swedish parliament. Being a proportional
representation system, the Swedish parliament is characterized by the par-
ties’ need to collaborate in coalitions to reach a majority (Bäck & Bergman,
2016), which may lead to less polarized views and thus smaller differences in
the text distributions. Therefore patterns that can indicate agreement and
disagreement of meaning and word use are of particular interest. We base
our approach on previous works that successfully use embeddings as a tool to
track semantic shifts through time (Rodman, 2020) and measure similarity of
political parties (Goet, 2019). We additionally examine the effects of several
design choices on the results and the stability of the embeddings.

Methodology. We base our work on a corpus of Swedish parliamentary mo-
tions that contain early signals of political direction from individual party
members and are therefore of particular interest. To simplify the task of
detecting differences in language use we focus on the two main parties repre-
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Chapter 3 Summary of Included Papers

senting the right-left political spectrum – Moderates and Social Democrats.
We additionally explore the temporal shifts in language use by stratifying the
data into two time spans - 1988-2009 and 2010-2020, which mark the peri-
ods before and after the entrance of the radical right-wing Sweden Democrats
into parliament. We examine 10 terms covering topic indicated as important
for voters (Fredén & Sikström, 2021) and compare how those are embedded
differently between parties and between time periods.

Based on previous work aimed at tracking overall word use change, we use
static embeddings by training Word2Vec models. Due to limited data, we
employ a transfer learning approach, leveraging “general language” learned as
a starting point for adapting to the different strata of data. Since our task of
learning embeddings is the same as the pre-training task, during adaptation we
opt for fine-tuning rather than feature extraction. We compare two pre-trained
models – an external model trained on general Swedish text available from
the Nordic Language Processing Library (NLPL) word embedding repository1

and a model pre-trained on other Swedish parliamentary data.
Fine-tuning is done from both of these pre-trained models on each strata

(party and time period combination). We then extract the 20 closest words
in the embedding space to the term of interest based on cosine similarity. To
estimate the stability of the resulting embeddings we perform a bootstrapping
of the data by training 10 versions of the model for each strata and calculating
the mean and standard deviation distances between vectors.

We evaluate the results by manual investigation of the top 20 closest words
to the terms of interests. We additionally investigate the stability of results
by looking at the number of words that are more than one standard deviation
above the score of the twentieth word in the list (indicating that those appear
in the list more reliably and are less likely to appear due to the stochastic
nature of the model or small variations in the data).

Results. From manual investigation of the results, we find that some word
associations correlate with expected party views. For example, in the crime
dimension we see an association with tax crimes for the Social Democrats and
with gang crime and assault for the Moderates. Additionally, in the solidar-
ity dimension we observe association with peace and welfare for the Social
Democrats and security and stability for the Moderates. These associations

1http://vectors.nlpl.eu/repository/20/69.zip
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3.2 Paper II

correspond well to the general tendencies of left-wing parties to center on
social and economic welfare, whereas the right-wing focus more on security.
When looking at the stability of the embeddings, we see the most salient
difference is between terms (rather than between pre-training approaches or
parties). Similarly to previous works (Borah et al., 2021; Wendlandt et al.,
2018), we find a roughly logarithmic relationship between stability and fre-
quency. However due to the large variation in this relationship, we suggest
there might be other factors contributing to this effect more connected to the
types of words – for example value laden versus policy terms.

Contributions. Denitsa Saynova contributed to the design of the study, train-
ing the models, and aggregating and summarizing the results as well as the
writing of the paper. Annika Fredén and Moa Johansson contributed to the
design of the study, interpretation of the results, writing of the paper and
supervision of the project.

3.2 Paper II
In Paper II we explore the state of current XAI methods and their utility for
the social sciences. We identify the need for developing suitable class-level
explanations and propose a novel approach that provides ranked feature lists
for a binary text classifier that separate domain specific content words from
stop words.

Methodology. We propose a four step algorithm for producing class-level
explanations: First, we run an instance explainability method on a selected
set of datapoints (in our application we use LIME). Second, we aggregate
the instance-level explanation features into their respective lists for the two
classes. Third, we propose two scoring approaches – one based on frequency
normalization and one on principal component analysis of embeddings – to
rank the feature lists along a dimension from domain specific to stop words.
Finally, we propose the use of “keywords in context” (KWIC) to exemplify
the texts in which those features appear and allow the examination of the
validity of those patterns. We test this approach on a black box model (in
our application a BERT classifier) trained to predict party from text. The
corpus we use for the case-study contains debates transcripts from the Swedish
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Riksdag.

Results. Both our scoring functions result in domain specific words at the
top of the lists and stop words at the bottom, with the normalization approach
resulting in mainly function words at the bottom of the lists. We further see
that the top words refer to taxes and employment which reflects the studied
texts and the left/right dimension in Sweden. Through deeper analysis with
KWIC of the term “labor market policy” (identified as important for Social
Democrats) we show how these features can be validated with domain knowl-
edge. Finally, based on a small sample of datapoints, we find that the model
performs better for texts that have predominantly domain specific content
word features as explanations.

Contributions. Denitsa Saynova contributed to the design of the study and
the proposed novel XAI method, implementation of the methods as well as
the writing of the paper. Bastiaan Bruinsma contributed to the design of the
study and XAI method, providing the political science context and framing
of the studied materials and wring of the paper, Moa Johansson and Richard
Johansson contributed to the design of the study and XAI method as well as
writing of the paper and provided supervision for the project.
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CHAPTER 4

Concluding Remarks and Future Work

In this work we investigate how current NLP approaches can be used for the
study of political behavior.

In Paper I we investigate the utility of representation learning for capturing
alignment and disagreement between parties and across time. We find that
several choices in the model design have an effect on the types of patterns we
can discover. We additionally comment on the stability of the results.

In Paper II we focus on the human-model interaction aspect and develop
a novel XAI approach for class-level explanations for a text classifier. This
four step method is post-hoc, model agnostic and adaptable and allows us to
identify features the model associates with a particular class as well as sort
them by relevance to a political scientist (i.e. from politically-charged, domain
words to stop words).

Future Work

There are several weaknesses to the purely connectionist and collocation-based
approach to text modeling that we have discussed. To address these, in future
work we will investigate how bringing in other perspectives and frameworks

23



Chapter 4 Concluding Remarks and Future Work

can help improve both the performance and the understanding of the model.
In particular, we will focus on two aspects: First, we wish to bring our ex-
plainability work into the context of causality. This can be beneficial both
as it is a more natural framework for human understanding and because it
can align our methodologies with the model’s inner workings. Second, we
wish to extend the representation framework we consider and explore other
ways of representing text at different levels - for example by looking at hybrid
models that combine the distributional semantics view with more structured
representation of knowledge (e.g. databases or knowledge graphs).
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