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This article examines the attentional mechanism of in-person collaboration by means of System Dynamics-
based simulations using an eye tracking experiment. Three experimental conditions were tested: in-person
collaboration, remote collaboration, and single user. We hypothesized that collaboration focuses users’ atten-
tion on key information facilitating decision-making. Collaborating participants dwelt longer on key elements
of the simulation than single users. Moreover, in-person collaboration and single users yielded a strategy
of decision-making similar to an optimal strategy. Finally, in-person collaboration was less cognitively de-
manding and of higher quality. The contribution of this article is a deeper understanding of how in-person
collaboration on a large display can help users focus their visual attention on the most important areas. With
this novel understanding, we believe collaborative systems designers will be better equipped to design more
effective attention-guiding mechanisms in remote collaboration systems. The present work has the potential
to advance the study of collaborative, interactive technologies.
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1 INTRODUCTION

As well-informed decision-making on natural resources, e.g., food, water, and construction mate-
rial is getting more critical, employing natural-resource models and simulations to support knowl-
edge workers in making decisions are becoming vital tools for good governance. Understanding
and enhancing computer-supported collaboration is one of the most pressing needs of our soci-
ety, where people are increasingly forced to solve complex tasks via remote collaboration. Olson
and Olson [2000] predicted that remote collaboration in the new millennium would be empow-
ered with high internet bandwidth and large displays. These advances in technology, which are
currently in common use, were considered as technical requirements for remote collaborations “to
come closer to some aspects of the face-to-face work” [Olson and Olson 2000, p.143]. Literature has
demonstrated that large interactive surfaces improve performance and user satisfaction in various
tasks involving collaborative decision-making, such as model design or data analysis [Butscher
et al. 2018]. Recently, Mateescu et al. [2021] investigated collaboration on large interactive sur-
faces. Their findings suggest a “relatively clear advantage of the use of” large interactive surfaces
over classic forms of collaboration, in particular over single-user environments (e.g., laptops). Ma-
teescu et al. [2021] found positive effects of large interactive surfaces for knowledge gains and task-
related outcomes. Collaborative decision-making requires mutual understanding of the task [Patel
et al. 2012], which can be facilitated by focusing attention on key elements of the task. To our best
knowledge, visual attention processes during in-person and remote collaborative decision-making
have not previously been tested on large displays using the means of eye tracking.
In the present eye tracking study, participants were randomly assigned to three experimental

conditions: in-person collaboration, remote collaboration, and single-user (Figure 1). Their main
task, in all conditions, was to make several decisions when interacting with a System Dynamics-

based (SD-based) simulation of reindeer rangeland management. The reindeer rangeland man-
agement task is representative of a large class of dynamic decision-making issues in natural
resource management, such as deforestation and forest degradation, biodiversity loss, ecosystem
degradation, reduction in soil quality, and fall in available water quantity [Tietenberg and Lewis
2019]. System Dynamics is a model-based approach to dynamic decision-making and policy analy-
sis [Sterman 2000], often used to understand the parameters involved, their interactions, and how
decisions on even a single parameter can affect complex system dynamics. The SD-based simula-
tions are intended to help in this complex decision-making by visually presenting the parameters
of the system and the effects of single decisions. Related research [Guy et al. 2013; Moxnes 1998b;
Sterman and Sweeney 2007] shows that decision-makers tend to underestimate what it takes to
restore depleting natural resources and that they rely on wait-and-see strategies, with, at times,
disastrous long-term consequences.
Effective decision-makers need to focus their attention on key information of an SD-based simu-

lation user interface [Bentzen et al. 2011; Milkman et al. 2009]. In the present study, we investigated
visual attention distribution over key elements of the interactive simulation task by recording par-
ticipants’ eye movements during the task. In general, we hypothesized that collaboration would
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Fig. 1. Study participants collaborating on the system interface resolving a natural resource management
task (Reindeer Task, [Moxnes 2014]) in (a) in-person collaboration, (b) remote collaboration, and (c) single
user condition. Each participant is wearing a mobile eye tracking device.

facilitate focusing participants’ visual attention on the most important information presented on
the large display, and thus more likely to lead to better decisions. We present our detailed hypothe-
ses after a brief review of relevant literature.

2 BACKGROUND

Collaboration has a strong potential to tackle problems posed in decision-making since it may facil-
itate emergent strategies [Cohen 1994] and novel problem perception and descriptions [Schwartz
1995; Shirouzu et al. 2002]. It is often described as a process of constructive problem exploration to
find solutions that transcend each partner’s individual point of view [Wood 1991]. However, just
working in a group does not necessarily guarantee success. Often, there can be difficulties in group
work leading to time wasted, discouragement, and, in the end, lack of progress [Barron 2003]. The
success of problem-solving varies significantly among groups, even when group members have
comparable knowledge levels [Hogan et al. 1999; Webb et al. 2002]. It is critically important to bet-
ter understand visual attentionmechanisms underlying collaboration on complex decision-making
tasks in order to design effective tools and methods supporting remote collaboration.

2.1 Visual Attention during Collaboration

During collaboration, people share focus on an object, indicating to each other their course of
attention. Individuals can either indicate things physically (deictic gestures), verbally (describing
the object of interest), or by using their body position and orientation. Partners in social interaction
also need to demonstrate awareness that they are working on something in common via non-
verbal signals, such as gaze direction [Tomasello 1995]. Mutual gaze and gaze-following represent
processes involving two individuals. Their actions lead to joint visual attention that is created by
following and directing another person’s gaze to a new targetmaking a referential triangle [Pfeiffer
et al. 2013]. This process is considered an important aspect of the understanding of other minds
and building shared reality during collaboration [Echterhoff et al. 2009].

While there aremanymethods to study communication during interaction, such as head [Cogno-
lato et al. 2018; Müller et al. 2018; Yu and Smith 2017] and gesture analysis [Gullberg andHolmqvist
1999; Kendon 1988], we chose to use mobile eye tracking to examine gaze patterns. Eye tracking
enabled us to register participants’ attention allocation during task performance as a measure of
shared visual workspace [Fussell et al. 2000]. Eye tracking is considered to be an effective tool to
study gaze behavior during interaction and cooperation [Pietinen et al. 2008a]. For example, gaze
behavior measured with mobile eye tracking was used as an index of turn-taking during in-person
dyadic [Jokinen et al. 2009, 2010] and triadic interaction [Holler and Kendrick 2015]. In another
study, Gergle and Clark [2011] showed in a dyadic mobile eye tracking experiment that when pairs
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have shared visual reference they rely less on language in their communication. However, when
their visual attention was not coordinated, specific referential forms such as deictic references can
be used to direct their attention to the referent object during collaboration. Wang and Shi [2019]
showed that awareness of a partner’s gaze direction changes gaze behavior. Their results indicate
that an interaction partner’s gaze is more likely to lie on the referred object when the subject
knows the helper can see his/her eyes. Awareness of the partner’s gaze direction enhances joint
attention and quality of performance, which has been demonstrated in eye tracking studies on
in-person collaboration [Schneider et al. 2018].

In computer-supported collaboration, non-verbal communication such as gaze cueing to shared
reference is often lost, especially in remote settings. In remote collaboration, visual attention has
been taken into account both in early and recent works [Otsuki et al. 2017; Shiro et al. 2018; Verte-
gaal 1999]. Eye tracking studies examined methods of facilitating joint attention, e.g., by gaze
display [Bednarik et al. 2011; D’Angelo and Gergle 2018; Kütt et al. 2019; Maurer et al. 2017;
Velichkovsky 1995; Yao et al. 2018]. For instance, Velichkovsky [1995] used projection of eye fix-
ations, which increased the efficiency of problem solving by experts and novices. However, it is
still difficult to find such solutions in off-the-shelf systems. Eye tracking has also been used to un-
cover cognitive processing within visualization evaluation studies [Goldberg and Helfman 2011].
By combining eye movement data and interaction logs, Blascheck et al. [2018] studied how non-
expert users “discover the functionality of an interactive visualization”. Visual attention of two or
more collaborators has also been taken into account in the design of large vertical and horizontal
user interfaces during in-person collaboration on large displays [Kontogiorgos et al. 2018; Serim
et al. 2018; van der Meulen et al. 2016]. Large displays enable simultaneous use by multiple users,
providing at the same time high visibility to all the parties, and support joint work [Pietinen et al.
2008b; van der Meulen et al. 2016].

2.2 Computer-Supported Collaboration Tools

An extended body of literature points out that computer-supported collaboration tools have
proven their capacity to facilitate collaboration by supporting workspace awareness, an “up-to-
the-moment understanding of another person’s interaction with a shared workspace” [Gutwin
et al. 1996]. Lopez and Guerrero [2017] underlined the importance of the system providing infor-
mation about partners’ momentary actions during collaboration [Dourish and Bellotti 1992]. Sim-
ilarly Heer and Agrawala [2007] underlined the role of workspace awareness and sense-making
during computer-supported social interaction. They presented design considerations for collabo-
rative visual analytics to improve workspace awareness. In line with this, Burch and Schmauder
[2018] proposed several collaborative interaction techniques, e.g., the highlighting of user interface
elements selected by other users for providing additional context for collaborative problem-solving
on large high-resolution displays.
A large display could be used by single ormultiple users as they have enough space to freelywalk

around and explore an individual sub-area of the display. Indeed, Kim and Snow [2013] showed
that collaboration on a large shared display influences task efficiency, depending on how indi-
viduals effectively cooperate with others in the display context and with multiple inputs. Both
asynchronous access and multiple input lead users to take on both separate and cooperative roles
in task performance. Consequently, peer interaction increases attention on work practices and
verbal communication in collaborating groups. Moreover, elements of non-traditional interaction
techniques might support group collaboration, e.g., in collaborative learning situations [Schneider
et al. 2016]. With such interaction techniques, e.g., sharing physical objects or space, students can
intuitively explore complex systems, and collaborative groups find it easier to establish common
ground for work [Falcao and Price 2011; Schneider et al. 2012; Valdes et al. 2012].
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Along the same lines of thought, Arias et al. [2000] presented a large display prototype aiming
to create “shared understanding” through discussion and negotiation, that ironically shifted atten-
tion away from the computer toward the interpersonal relationship and understanding between
working partners. In an empirical study, Liu et al. [2016] demonstrated that wall-sized displays
encouraged collaborative manipulation, reduced physical navigation and fatigue, and improved
collaboration efficiency. Gorkovenko et al. [2018] showed that collaborative data exploration on a
large, high-resolution display in comparison to a tablet-size display evoked less cognitive demands
on users. However, large displays are not only beneficial for interaction with the system. Jakob-
sen and Hornbæk [2013] showed in two experiments that for making screen size beneficial, it is
important to take into consideration the interaction of display size, information space, and scale
ratio.
We postulate that decision-supporting systems like SD-based simulation presented on large dis-

plays, foster awareness of the problem and focus collaborating partners’ attention on the most
important information necessary to solve the collaborative task. Focusing visual attention on key
elements of a simulation task during the decision-making process may be treated as a cognitive
mechanism standing behind workspace awareness during computer-supported collaboration. In
our study, we extend previous works through the inclusion of remote collaboration on large dis-
plays. Using a shared large display during in-person collaboration allowed for direct comparisons
of attention mechanism during in-person and remote collaboration.

3 THE PRESENT STUDY

Our study examined visual mechanisms of collaboration during complex decision-making. This
research was conceived in the context of an important societal challenge: sustainability in natural
resource management. More specifically, we researched the management of natural resources that
are threatened by over-exploitation and collapse. For our natural resourcemanagement simulation,
we chose a reindeer rangeland management task. This task’s structure is representative of a wide
range of natural resource management tasks, including, for example, mitigation of climate change,
and builds on benchmarking data from previous experiments [Derwisch et al. 2011; Moxnes 2004].
While most SD-based simulation tasks were designed for and tested on single users, a few stud-
ies have discussed the potential of multiplayer SD-based simulations [Happach and Schoenberg
2017]. In our work, we try to fill the gap by examining collaborative decision-making on large dis-
plays with the use of an eye tracking method. We investigate the visual attention process during
collaborative decision-making on large interactive displays. By monitoring eye movements dur-
ing collaboration, we uncover a cognitive mechanism underpinning workspace awareness during
computer-supported collaboration. The new contribution of this study is a deeper understanding
of how in-person collaboration on large displays can help users focus their visual attention on
the most important areas [Bentzen et al. 2011]. With this novel understanding, we believe system
designers will be better informed when designing attentive user interfaces [Vertegaal 2002, 2003]
with potential for remote collaboration.

3.1 Hypotheses and Variables

The present study verifies four main hypotheses in relation to the three experimental conditions:
in-person collaboration, remote collaboration, and single user condition (the between-subjects in-
dependent variable). First, we predicted that making a collaborative decision is highly cognitively
demanding and can be manifested in the characteristics of eye movement fixations [Duchowski
et al. 2020; Krejtz et al. 2020]. The eye-mind assumption suggests a close relationship between the
average length of fixation duration and depth of cognitive processing [Just and Carpenter 1976].
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Based on this assumption, we expected (hypothesis 1) to observe a longer average fixation duration
reflecting deeper information processing while looking at the decision-related areas, compared to
simulation control areas [Krejtz et al. 2016]. The within-subjects independent variable related to
this hypothesis was areas-of-interest (AOI), which had two levels: simulation control vs. decision-
making regions (see Figure 4(b)).
Second, we expected that collaborationwould trigger the visual attention of partners to themost

important visual information presented in simulation control areas, which, in turn, could influence
system understanding and the decision-making strategy. We expected in this case to observe an
attention bias toward the graph presenting the dynamics of lichen density (hypothesis 2). The
attentional bias wouldmanifest in a longer viewing time (dwell time as a dependent variable) while
looking at the lichen density graph in comparison to other system dynamics visualizations. The
within-subjects independent variable related to this hypothesis differentiated between simulation
control graphs: lichen density vs. lichen growth vs. herd size graph (see Figure 4(b)).
Third, we aimed to examine how the process of collaborative decision-making and distribution

of visual attention was affected by the distance between partners (in-person vs. remote collab-
oration condition). We anticipated that collaboration would lead to more effective task-solving
than the single user condition. Related research [Guy et al. 2013; Moxnes 1998a, b; Sterman 2008;
Sterman and Sweeney 2007] shows that decision-makers tend to underestimate what it takes to
restore depleting natural resources and that they rely on wait-and-see strategies, with, at times,
disastrous long-term consequences. That was reconfirmed in recent work [Gary and Wood 2016;
Moxnes 2014; Nyam et al. 2020; Perissi et al. 2017], for which a detailed review would fall out of
the scope of the present article. Our task was a simplified structure of a natural resource system
where users could easily draw wrong conclusions about resource management. Specifically, we
hypothesized that in-person collaboration would promote a strategy of decision-making similar
to the optimal strategy derived from a dynamic model simulation which can be observed at the
behavioral level in participants’ decisions recorded with system logs (hypothesis 3). The first
independent within-subjects variable related to this hypothesis was the decisions made during the
simulation task (16 decisions). The second independent variable differentiated between optimal
and experimental decisions.
Finally, we assessed the subjective quality of collaboration, task workload, and usability as a

self-reported dependent variables, expecting to observe differences favoring in-person decision-
making. This prediction was a natural consequence of task solving strategies presented in the
preceding hypotheses, which presumed that deeper information processing during problem solv-
ing, focusing attention on key information for problem understanding and more optimal decisions,
would lead to a higher subjective satisfaction from collaboration (hypothesis 4). Previous research
found a link between complex problem solving and motivation, satisfaction, and attitudes toward
collaboration [Albay 2019; Geister et al. 2006].

4 METHOD

To meet the study aims and verify the hypotheses, we conducted a mixed-design eye tracking
experiment in which participants were randomly assigned to one of the three experimental con-
ditions: single user, in-person collaboration, or remote collaboration. This study design allows for
the triangulation of the data from three different sources: self-report questionnaires, behavioral de-
cisions captured with the simulation system logs, and attentional captured with the eye tracking
devices. A similar mixed-method approach has been used previously to study collaboration, for ex-
ample by Mayer et al. [2018]. Next, we present details of the study method, including participants’
descriptions and sampling, experimental procedure and task, study materials, and equipment.

ACM Transactions on Computer-Human Interaction, Vol. 30, No. 5, Article 78. Publication date: September 2023.



Supporting Collaboration on Complex Decisions 78:7

Table 1. Demographic Characteristics of Participants in Each Experimental Condition

Variable in-person collaboration remote collaboration single user difference test
Number (n) 26 (13 pairs) 28 (14 pairs) 17
Gender 18 females 16 females 7 females χ 2 (2) = 3.32,p = 0.19
Handedness 3 left 2 left 0 left χ 2 (2) = 2.09,p = 0.35
Age (years) 26.88(5.61) 27.14(4.55) 24.94(4.55) F (2, 54) = 1.14,p = 0.33
Prior experience with: M (SD) M (SD) M (SD) difference test
Decisions systems 2.58(1.79) 1.82(1.54) 1.76(1.48) F (2, 54) = 1.44,p = 0.25
ICT devices 2.65(0.65) 2.95(0.64) 2.75(0.53) F (2, 54) = 1.53,p = 0.23
In-person collab. 3.81(1.39) 4.11(1.06) 4.18(1.19) F (2, 54) = 0.47,p = 0.63
Remote collab. 4.04(1.25) 4.00(1.25) 3.76(1.25) F (2, 53) = 0.24,p = 0.79
In-person games 2.73(1.25) 2.46(1.20) 2.12(1.11) F (2, 54) = 1.06,p = 0.35
Remote games 2.37(1.19) 2.57(1.26) 2.00(1.00) F (2, 54) = 1.23,p = 0.30

None of the differences for variables listed in the Table were statistically significant (p > 0.05). In the Table, the three
first rows represent numbers (n) of participants in each experimental condition. The numbers presented in the
following rows represent means and standard deviation for each sample characteristic in each experimental condition
(M stands for mean value and (SD) for standard deviation value). The questions about prior experience with systems
supporting complex decisions, in-person collaboration, remote collaboration, in-person games, remote games, and ICT
devices usage were measured on the Likert-type scales (from 1-never to 5-everyday). The last column provides the
results of statistical tests of difference between experimental conditions on respective dependent variables (chi-square
tests or one-way between-subjects ANOVA tests were used accordingly to the dependent variable).

4.1 Participants

A total of 71 students volunteered to participate in the experiment in exchange for student activity
credit points (30 Females, Mage = 26.52, SDage = 5.12). Participants were recruited via an adver-
tisement on a university recruitment system and social-media closed groups. Most participants
(n = 58) were psychology students.

Participants were randomly assigned to one of three experimental conditions: single user
(17 individuals), in-person collaboration (13 pairs), and remote collaboration (14 pairs). Since some
reviews suggest that sexmay influence teamwork [Bear andWoolley 2011], the collaborating pairs
were of the same sex. Participants declared that their vision was normal or corrected to normal.
The characteristics of the participants in each experimental condition are presented in Table 1.
Power analysis was conducted with the use of G*Power software [El Maniani et al. 2016; Erdfelder
et al. 1996]. The results showed that a sample of 75 participants would yield 0.95 power to detect
effect sizes of 0.1 with the mixed-design analysis of variance (ANOVA) procedure.

4.2 Procedure

The flow of the experimental procedure is presented in Figure 2. Prior to testing, all participants
signed an informed consent form. Participants were informed that they could resign from taking
part in the experiment at any stage of the study. Then they filled out the pre-study online ques-
tionnaire. Next, the experimenter placed a mobile eye tracker on the participant’s head and set
three cameras (world camera and two eye cameras) adapting the device to the participants’ eyes.
Each person was informed how the eye tracker worked and was asked if cameras were occluding
their vision. After a brief talk, during which the participants got accustomed to the eye tracker,
they individually passed through a single marker calibration. The experimenter, at a distance
of two meters and using a single circle marker, showed five calibration points around her head.
Participants were asked to follow with their eyes the central point of the circle. After calibration,
participants received instructions on how to maintain a stable position approximately one me-
ter away from the large display and were instructed on how to proceed with the simulation task
(Figure 2). Participants completed the task in an office environment either individually (single-user
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Fig. 2. Experimental procedure scheme. On the timeline (from left to right), we see steps followed by partic-
ipants during the experiment. Above the timeline, the Figure presents the key measures used in subsequent
steps of the experiment. Below the timeline, we present the exemplary user interface visible to the partici-
pants in the subsequent steps.

condition) or in pairs (in-person and remote collaboration conditions). Working in pairs, partici-
pants cooperated in one room on one interactive large display (in-person collaboration condition)
or in two rooms on separate large displays (remote collaboration condition).
Participants could talk to each other and discuss their decisions during the entire task. In the

remote condition, communication took place via Skype, where participants could talk and see each
other in the window located in the upper right corner of the simulation user interface (Figure 1).
All conversations were recorded using Pupil Labs Capture software.

After completion of the task, participants filled out post-study online questionnaires and were
thanked for their participation. The entire procedure lasted about 30 minutes. The experimental
procedure was approved by Ethical Committee No. 15/2020 of the first author’s institution prior
to the data collection.

4.3 Pre-Study Questionnaire

The pre-study questionnaire was completed by all participants prior to the simulation task. It con-
sisted of 10 questions. The questionnaire was prepared with the use of the Qualtrix online ques-
tionnaire system. The first four questions were about basic demographic information (age, gender,
handedness, sight problems). There were also six questions about participants’ prior experience
with systems supporting context decision: how often they use ICT devices (laptop, mobile phone,
tablet, smartwatch, computer, smartphone), how often they collaborate in-person and remotely,
and how often they play games in-person and remotely. Participants answered the six questions
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on a five-point Likert-type scale from 1 “never” to 5 “everyday”. Descriptive statistics of the pre-
study questionnaire are presented in Table 1. Using one-way ANOVA, we tested differences among
experimental conditions for ICT usage, prior experience, and average age. There were no signif-
icant differences between the experimental conditions. This suggests that participants’ samples
were similar in terms of the measured demographics across all three experimental conditions. The
average pre-study questionnaire completion time was 4 minutes. All participants completed the
questionnaires.

4.4 Experimental Task

For the experimental task, we used an SD-based simulation task developed by Moxnes [2004].
Participants played the role of sole owners of a reindeer herd. This task’s structure is representative
of awide range of natural resourcemanagement tasks and provides ample benchmarking data from
previous experiments [Derwisch et al. 2011; Moxnes 2004].

Time is a key dimension in natural resource management simulations, including understanding
of historic data and planning for future decision-making. In the simulation task, participants were
required to take over reindeer rangeland in an over-utilized state and decide on the herd size for
each of 16 consecutive years (16 decisions). Their goal was to reach the maximum sustainable
herd size within as few years as possible. Unlike climate change, in which most people have
some knowledge and perhaps considerable interest, people usually do not have deep knowledge
about reindeer rangeland management and thus focus more on the information provided in
the experimental setting than on their own prior knowledge. Thus, prior to the simulation,
participants were provided with detailed information about the rules of the rangeland simulation,
i.e., the lichen grazing rate of the reindeer, the description of lichen growth rate, the historic
record on reindeer herd size, and lichen density levels (Figure 2). After the detailed instructions,
they started with two training runs of the simulation task prior to the main simulation task from
which the data was analyzed (Figure 2).

Determination of the size of the reindeer herd is performed using a touch interface as shown
in Figure 4(a). Participants make decisions for each year by checking the analytical information
displayed on the user interface (herd size, lichen density, and lichen growth) and select the herd
size for the following year using the slider located at the bottom of the user interface.
Performing an optimal simulation requires an understanding of the convex growth function of

lichen density [Kopainsky and Sawicka 2011]. Thus, in a simulation achieving a maximum sus-
tainable herd size, participants needed to first reduce the herd size dramatically so that the natural
resource (lichen) could recover and reach maximum annual regeneration rates.
The simulation task workflow (Figure 3) was similar in all the experimental conditions,

with small adjustments required by the collaboration conditions. In the single-user condition
(Figure 3(a)), each participant decided on the reindeer herd size for each year. In the in-person
and remote collaboration conditions, one of the two users sets the reindeer herd size for each
year using the same interface as in the single-user condition (Figure 3(b)). However, both users
needed to agree on the herd size decision. Therefore, when one participant in the collaboration
pair proposed the size of the reindeer herd, the other was asked to accept or reject this proposal. If
accepted, the task moved to the next year. If rejected, the decision on herd size had to be retaken
until an agreement was achieved.
We built the lichen-reindeer simulation model and its interactive user interface using the Stella

Architect software [isee systems inc. 2020]. This software supports web-based, remote collabora-
tion, online data storage and analysis, and touch input. The software offers a drag-and-drop user
interface builder. The simulation task was performed on a multitouch 55-inch 4K UHD Google
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Fig. 3. Simulation task workflow in all experimental conditions (single user, in-person collaboration, and
remote collaboration). The user interface displays data such as herd size, lichen density, and lichen grazing
rate. This data is presented in two ways: as a graph over time and as a numerical display. There are two input
areas at the bottom of the user interface: one for users to enter their decisions on reindeer herd size and the
other for users to interact with collaboration partner in the collaboration condition. The participants could
enter the number of reindeer using either a slider or numeric input. Once they proposed their decision using
the propose button, they were directed to a waiting page where they had to wait for the other collaboration
partner to decide on the proposed number. The collaboration partner was notified that a number for the
reindeer herd had been proposed. They could either accept or reject the proposed number using consensus
buttons. If theywere in agreement, they clicked the accept button, which advanced the simulation by one year.
The reject button was used if the collaboration partner did not agree, whereby the partner who had proposed
the number was notified and they had to agree upon a new number for the reindeer herd. Participants made
16 decisions in the simulation task as described above.

Jamboard large display with 1920 × 1080 resolution on the floor stand controlled by a standard lap-
top computer. The Google Jambord large display was used as a secondary display thus its native
resolution was scaled to the laptop’s maximum resolution. Participants interacted with the Google
Jamboard using passive styluses (Figure 1). In the in-person condition, participants worked on the
same large display, similar to a single user condition. In the remote condition, participants com-
pleted the task on two Google Jamboard large displays located in separate rooms.
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Fig. 4. Simulation task user interface. Figure 4(a) presents an exemplary screenshot with important infor-
mation on the history and current status of the simulation (lichen density, reindeer size, and lichen growth
graphs) and controls (buttons and slider) for current decision-making. The fiducial markers (squares with
black and white patterns) were embedded in the interface to define AOIs for eye tracking data analysis.
Figure 4(b) presents the same user interface with color-marked AOIs. The AOIs marked with a blue color
relate to simulation control. AOIs marked with orange relate to decision-making (see Section 5). The AOIs
marked in color on Figure 4(b) were not visible to the participants.

4.5 Eye Tracking Equipment

During the simulation task, participants’ eye movements were recorded using mobile PupilLabs
Core eye trackers (120Hz sampling rate). This is a non-invasive device that allows free gaze com-
munication, does not obstruct the vision and does not cause discomfort to the participants during
the cooperation due to its design [Schindler and Lilienthal 2017]. PupilLabs mobile eye trackers
have been used before in dual eye tracking studies [Shvarts et al. 2018]. Recorded gaze data qual-
ity was above 0.80 confidence level (1.00 is the maximum). Gaze data were pre-processed and
exported using the PupilLabs Player software. The fixation detection threshold was set to 80ms.
The Apriltag visual fiducial markers [Olson 2011] were used to define AOIs on the key elements of
the simulation user interface (Figure 4(b)). These are necessary to link eye-movement measures to
selected parts of the interface [Hessels et al. 2016]. The user interface contained two types of visual
information (see Figure 4(b)) defining two types of AOIs. The first type was related to simulation
control. These were the three graphs for herd size, lichen density, and lichen growth, presenting
momentary outcomes of the simulation (Figure 4(b), AOIs marked with blue color). The second
type was related to decision-making processes. These were the three AOIs presenting actual herd
size, lichen density, and the herd size choice slider (Figure 4(b), AOIsmarkedwith orange color).We
averaged eye movement-based dependent variables across these types of AOIs. Average fixation
duration and dwell time (total viewing time) for simulation control AOIs and decision-making
types of AOIs were considered as the main dependent measures of visual attention distribution
during the simulation task.

4.6 Post-StudyQuestionnaires

After the simulation task, participants completed post-study questionnaires prepared with the use
of the Qualtrics online questionnaire system. We used the following scales to assess their subjec-
tive perception of three aspects of collaboration during the experimental task (task load, usability,
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and collaboration quality). These questionnaires have frequently been used in previous HCI re-
search [Duchowski et al. 2020].

(1) The NASA Task Load Index (NASA-TLX) is a six-item scale that measures a participant’s
reported level of task workload [Hart and Staveland 1988]. This is a subjective, multidimen-
sional assessment tool rating perceived workload in assessing a task or a system. The range
of responses was from 0 (very low) to 21 (very high). The sample item:How hard did you have

to work to accomplish your level of performance? The reliability of the scale was satisfactory
(Cronbach’s α = 0.75) [Tavakol and Dennick 2011].

(2) The System Usability Scale (SUS) is a 10-item attitude Likert scale with responses ranging
from 1 (strongly disagree), to 5 (strongly agree), giving an overview of subjective assessments
of usability [Brooke 1996, 2013]. The sample item: I would imagine that most people would

learn to use this system very quickly. Following Hart and Staveland [1988] we subtracted 1
from each value of the item and multiplied it by 5. The overall score was the mean of all
items. The reliability of the scale equaled 0.79 Cronbach’s α .

(3) The Collaboration Assessment Scale (CAS) measures self-reported levels of collabora-
tion quality from 1 (very bad) to 5 (very good) and the degree of being in control or being
overwhelmed from 1 (not at all) to 5 (a lot). The CAS was completed only by participants in
the collaboration conditions. The sample item: Did you feel overloaded by the collaborator?

The reliability of the scale equaled 0.72 Cronbach’s α . The average post-study questionnaires
completion time was 6 minutes. All participants completed the questionnaires.

5 RESULTS

The Results section is divided into three parts: (a) depth of information processing (hypothesis 1),
visual attention distribution (hypothesis 2), (b) simulation outcome analyses (hypothesis 3), and
(c) subjective assessments of task workload, system usability, and collaboration quality (hypoth-
esis 4). All the statistical analyses were performed in the R language for statistical computing
[R Core Team 2020]. R language for statistical analysis has become an “industry standard” in the
realm of data science [Weston and Yee 2017], and it covers all statistical procedures needed for
hypothesis testing in the present study. To test the hypotheses, we decided to use ANOVA as a
statistical test because it allows for obtaining statistical significance for means comparison be-
tween three experimental conditions in the present study, and also because it is a well-established
standard statistical procedure for such comparisons [Field et al. 2012]. Any statistically significant
effects obtained in the analyses were followed by post-hoc comparisons with HSD Tukey correc-
tion for multiple comparisons. The raw data used in the described analyses are available in the
OSF repository (https://osf.io/bymak/).
Prior to the hypotheses testing, we examined differences between experimental conditions for

demographic variables listed in Table 1. All comparisons were statistically insignificant (p > 0.05),
therefore we did not include these demographic variables as covariates while testing the hypothe-
ses (see Table 1 for the results of the statistical tests results of comparisons between experimental
conditions on each demographic variable).

5.1 Distribution of Attention and Visual Information Processing

According to hypothesis 1, we expected that collaboration would increase the focus of attention to
key information presented on the user interface. Understanding the mechanics of the simulation
model and finding an optimal outcome require focusing attention on the simulation control AOIs.
In order to test our hypotheses related to differences in attention distribution, we con-

ducted a series of mixed-design ANOVAs with experimental condition as the between-subjects
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Fig. 5. Exemplary heatmaps presenting attention distribution in three experimental conditions: in-person
collaboration, remote collaboration, and single user. The heatmaps were prepared and normalized in Pupil
Player software [Kassner et al. 2014]. Heatmaps provide an overview on the visual attention distribution over
the screen and separate different levels of observation intensity. The longer the gaze on a certain region, the
warmer the color is used to represent it [Špakov and Miniotas 2007]. Color codes represent the amount of
time spent gazing on each AOI. Note: The heatmaps are projected onto images from the eye tracker’s front
camera when looking at the SD-based simulation in different experimental conditions.

independent variable and AOIs as the within-subjects independent variable. The analyses were
conducted for average fixation duration (cognitive processing measure) and dwell time (attention
distributionmeasure) as dependent variables. Details of the analyses are presented in the following
subsections.

5.1.1 Depth of Information Processing: Simulation Control vs. Decision-Making AOIs. We tested
the first hypothesis that decision-making evokes deeper cognitive processing than simulation
control. We ran a two-way (2 × 3) mixed design ANOVA, with AOI type as the within-subjects
dependent variable and experimental condition as the between-subjects independent variable,
and average fixation duration as the dependent variable. In line with the hypothesis, the analy-
sis revealed a significant main effect of an AOI type, (F (1, 34) = 5.96, p = 0.020, η2 = 0.037).
Average fixation duration was significantly longer while looking at decision-making AOI type
(M = 149ms, SE = 51.9) than simulation control AOIs type (M = 143ms, SE = 51.9).

5.1.2 Distribution of Attention over Simulation Control AOIs. To verify if in-person and remote
collaboration, in comparison to single user condition, facilitated a more thorough exploration of
AOIs containing important information for controlling the simulation, we examined attention dis-
tribution over the three AOIs related to simulation control: the graphs presenting herd size, lichen
density, and lichen growth (Figure 4(b)). Figure 5 presents exemplary differences in attention dis-
tribution over AOIs in the experimental conditions.
Two-way mixed-design (3 × 3) ANOVAwas carried out with AOIs related to simulation control

graphs (lichen density vs. lichen growth vs. herd size) as within-subjects independent variable and
experimental condition as between-subjects the independent variable, and dwell time (attention
distribution measure) as the dependent variable.
The ANOVA for attention distribution (dwell time) on AOIs related to the simulation control

graphs revealed a main effect of experimental condition (F (2, 32) = 5.80, p = 0.007, η2 = 0.136).
As expected, participants collaborating in-person spent significantly more time examining the
simulation control graphs (M =36668ms, SE=4576) than participants in the single user condition
(M = 16425ms, SE = 4246). Also participants collaborating remotely tended to spend significantly
(t (32) = 2.43, p = 0.05) more time examining the simulation control graphs (M = 3592ms, SE =
4348) than participants in the single user condition. The difference between remote and in-person
collaboration was not significant.
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Fig. 6. Differences in distribution of attention (dwell time) over AOIs (herd size, lichen density, and lichen
growth graphs) related to control of the simulation task between experimental conditions (in-person collabo-
ration, remote collaboration, and single user condition). Note: the height of bars represents estimated means
of dwell time and error bars represent ± 1 SE.

There was also a significant main effect of AOI, (F (2, 64) = 13.73, p < 0.001, η2 = 0.195).
In line with expectations, the longest dwell time was recorded for the lichen density graph
(M = 43060ms, SE = 3836) when compared to the attention paid to the lichen growth graph
(M = 21287ms, SE = 3836; t (64) = 4.331, p < 0.001) and the herd size graph (M = 19338ms, SE =
3836; t (64) = 4.719, p < 0.001).
The main effects were quantified by a significant interaction of AOI and condition (F (4, 64) =

2.68, p = 0.039, η2 = 0.086), see Figure 6 for a comparison of means in dwell time on different AOIs
between experimental conditions as well as Figure 5 for heatmaps of eye movements presenting
the attention distribution over different AOIs in different experimental conditions. Post-hoc com-
parisons showed that in-person collaboration triggered significantly (t (91.7) = 4.47, p < 0.001)
longer dwell time on the lichen density graph (M = 64933ms, SE = 7254) in comparison to the
single user condition (M = 22019ms, SE = 6196). The difference between in-person and remote
collaboration conditions was marginally significant (t (91.7)=2.29, p=0.062), and remote collabo-
ration triggered marginally longer dwell times on the lichen density graph (M = 42229ms, SE =
6532; t (91.7) = 2.27, p = 0.063) than for the single user condition.
Next, we calculated post-hoc comparisons for the differences in attention distribution among

simulation control graphs. In the single user condition, no significant differences in attention dis-
tribution on different elements of simulation control were found, suggesting more equal attention
distribution in comparison to both collaboration conditions (Figure 6). In line with the second hy-
pothesis, the collaboration conditions induced more attention to the lichen density graph, which
is the most important part of the simulation control visualizations. In the in-person condition,
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Fig. 7. Participants’ decisions of herd size during the simulation task (black line) compared to an optimal
outcome (gray line) for each experimental condition. The gray lines represent the optimal herd size derived
from the model. Each graph represents the results of a separate ANOVA comparing herd size obtained in
certain experimental condition compared to the optimal herd size outcome. Note: Error bars represent ±1 SE.
Significant differences between empirical and optimal outcomes are annotated above the lines (ˆp < 0.1,
∗p < 0.05, ∗∗p < 0.01).

participants focused their attention significantly more on the lichen density graph than on the
herd size graph (M = 23793ms, SE = 7254; t (64) = 4.22, p < 0.001) and on the lichen growth
graph (M =21278ms, SE =7254; t (64)=4.48, p < 0.001). Similarly, in remote collaboration, partic-
ipants spent significantly more time inspecting the lichen density graph than the herd size graph
(t (64) = 2.51, p = 0.039), but the difference in dwell time between lichen growth graph and herd
size graph was not significant.

5.2 Simulation Outcome

The third hypothesis predicted that in-person collaboration would promote a strategy of decision-
making similar to the optimal strategy derived from themodel. The optimal solution is not intuitive
and requires understanding by users that, at the outset of the task, the rangeland is overutilized and
that, for lichen density to recover, the number of reindeer (herd size) needs to be reduced drastically
for a short period of time (see the gray line in Figure 7). The simulation outcome is indicated by
lichen density in each simulation step, after each decision taken by participants regarding herd
size. The optimal lichen density outcome is visible in the gray line on Figure 8. In order to test
the third hypothesis regarding decisions taken by participants in each experimental condition,
we conducted three mixed-design (2 × 16) ANOVAs with herd size as the dependent variable,
separately for each experimental condition. A total of 16 decisions (steps of simulations) in the
simulation task were entered as the within-subjects factor and the type of outcome (empirical vs.
optimal) as the between-subjects factor.
In general, the empirical herd size did not differ from the optimal outcome (Mherd = 1197), nei-

ther in in-person collaboration (F (1, 12) < 1, Mherd = 1201, SEherd = 68.20), nor in the remote
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Fig. 8. Outcome of the simulation task represented in changes of lichen density (black lines) compared to
an optimal outcome (gray line) for each experimental condition. The gray lines represent the optimal lichen
density derived from the model. Each graph represents the results of a separate ANOVA comparing lichen
density in certain experimental conditions compared to the optimal lichen density. Note: Error bars represent
±1 SE. Significant differences between the empirical and optimal outcome are annotated above the lines with
(ˆp < 0.1, ∗p < 0.05, ∗∗p < 0.01).

collaboration (F (1, 13) < 1), (M =1216 SE=34.40) and single-user condition (F (1, 16) < 1, Mherd =

1245, SEherd = 64.50).
The interaction effects between outcome type and consecutive decisions were statistically signif-

icant in all three conditions: for in-person collaboration (F (15, 180) = 5.27, p < 0.001, η2 = 0.152),
remote collaboration condition (F (15, 195) = 7.80, p < 0.001, η2 = 0.337), and single user con-
dition (F (3.59, 57.5) = 13.08, p < 0.001, η2 = 0.265). Each interaction effect was followed by
pairwise comparisons of empirical and optimal herd sizes in each year (step of simulation) with
HSD Tukey correction. For detailed comparisons see the interaction effects on Figure 7.
Next, we compared the average empirical lichen density (obtained as a result of participants’

decisions) to the optimal outcome derived from the model. For each experimental condition, we
conducted a mixed-design (2 × 16) ANOVA for lichen density as the dependent variable. A total
of 16 decisions were entered as a within-subjects factor and the type of outcome (empirical vs.
optimal) as a between-subjects factor.
The analyses revealed that the empirical outcome did not differ significantly from the optimal

one, neither in the single-user condition (F (1, 16)<2.39, p=0.141, Mlichen=518.57, SElichen=18.55)
nor in the in-person collaboration condition (F (1, 12) < 1, Mlichen = 541.94, SElichen = 20.47).
However, the difference was statistically significant in remote collaboration condition (F (1, 13) =
6.92, p = 0.021, η2 = 0.265), where participants’ decisions led to significantly lower lichen density
(M = 473.93 SE = 17.25) than the optimum (M = 592.06).

The interaction effect between outcome type and consecutive decisions was significant for in-
person collaboration (F (15, 180) = 3.88, p < 0.001, η2 = 0.071), remote collaboration (F (15, 195) =
3.50, p < 0.001, η2 = 0.042), but not for the single user condition (F < 1). Both of the significant
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Fig. 9. Subjective assessment of (a) task workload and (b) collaboration quality measured with three scales
(quality, being in control, and feeling overwhelmed). Note: The error bars represent ± 1 SE.
interaction effects were followed by pairwise comparisons of empirical to the optimal outcome in
each step of the simulation with HSD Tukey correction for multiple comparisons. Figure 8 presents
estimated means with the significance of each comparison.

5.3 Subjective Assessments: Task Workload, Usability, and CollaborationQuality

In this section, we present subjective assessments of participants’ reactions to the simulation task
related to the fourth hypothesis. In a series of between-subjects one-way ANOVAs, we compared
differences between experimental conditions in self-reported task workload, collaboration quality,
and system usability. Collaboration quality was examined only in the collaboration conditions
(in-person and remote).

System Usability Evaluation. The analysis for system usability did not indicate significant
differences among the three experimental conditions, (F (2, 68) = 1.48, p = 0.20). System usability,
on average, was similar in all experimental conditions (in-person: M = 80.6, SE = 3.56, remote:
M = 76.2, SE = 3.43, and single user:M = 70.9, SE = 4.40).

Task Workload. We start by examining differences in participants’ perceived task workload
measured with NASA-TLX questionnaire. A one-way between-subjects ANOVA revealed a signif-
icant effect of experimental condition (F (2, 68) = 3.77, p = 0.03, η2 = 0.1), see Figure 9(a). The
post-hoc comparisons suggest a higher reported task load among participants working in the re-
mote condition (M = 45.1, SE = 3.92) compared to the in-person condition (M = 29.7, SE = 4.07)
and the single user condition (M = 38.8, SE = 5.03). The difference between single user and
in-person condition in perceived task workload was not significant (t (154) = 1.41, p = 0.34).
CollaborationQuality. The collaboration assessment was conducted for remote and in-person

collaboration experimental conditions. To check the differences between these conditions, three
one-way ANOVAs were conducted separately for three dependent variables: quality of collabora-
tion, feeling of being in control, and feeling of being overwhelmed.
TheANOVA for the quality of collaboration revealed that participants in the in-person condition

rated the quality of pair-work significantly higher (M = 4.64, SE = 0.18) than participants in the
remote condition (M = 3.24, SE = 0.18), F (1, 52) = 21.4, p < 0.001, η2 = 0.04, (Figure 9(b)).
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The ANOVA for the feeling of being in control suggested that participants felt significantly
more in control while working in-person (M = 4.95, SE = 0.18) compared to working in the
remote condition (M = 4.31, SE = 0.18), (F (1, 52) = 5.22, p = 0.03, η2 = 0.09). Finally, there were
no significant differences between the in-person and remote conditions for a feeling of being
overwhelmed, (t (154)=0.55, p=0.586). In general, participants reported low levels of feeling over-
whelmed during in-person (M = 1.53, SE = 0.18) and remote collaboration (M = 1.67, SE = 0.18).

6 DISCUSSION

In this article, we presented the results of an eye tracking experiment revealing the attentional
mechanism underlying effectiveness and quality of in-person and remote collaboration during
SD-based complex decision-making task solving. The experiment participants, all new to reindeer
rangeland management, were given instructions on how to recover and grow lichen density and
run the simulation task. During task performance, their eyemovements were recorded.We hypoth-
esized that collaborationwould help to focus their visual attention on crucial information related to
simulation control (hypothesis 1 and hypothesis 2). Consequently, we expected that collaboration
would facilitate a more optimal outcome of the simulation task (hypothesis 3). The effectiveness
of collaboration was traced via participants’ decision outcomes and the self-reported quality of
collaboration (hypothesis 4). In general, the triangulated results of eye movements, behavior, and
self-report analyses supported our hypotheses.

6.1 In-Person Collaboration Fosters Attention to Key Task Information

To test the hypotheses about attentional bias to key information and provide insight into decision-
making, we analyzed visual attention distribution and depth of processing over simulation con-
trol and decision-making AOIs. Participants in all three experimental conditions had significantly
longer average fixation duration on decision-making AOIs than on simulation control AOIs.
Referring to Just’s and Carpenter’s “eye-mind assumption” [1976] this may suggest that decision-
making was more cognitively demanding than reading simulation control graphs. In line with the
second hypothesis, when analyzing simulation control graphs, participants in both collaboration
conditions focused longer on the lichen density graph than on the other two graphs (Figure 6).
That was especially salient in the in-person collaboration condition, where participants focused
more on the lichen density graph than in the other two experimental conditions. The lichen density
graph was a critical piece of information for understanding the principles underlying the simula-
tion task. In the single-user condition, participants’ attention was evenly distributed across the
simulation control graphs.

6.2 Closer to Optimal Decision-Making Strategy in In-Person Collaboration and
Single-User Conditions

Previous System Dynamics research [Derwisch et al. 2011; Moxnes 2004] has shown that people
have persistent difficulties with performing the reindeer rangeland management task. The task is
formulated such that the sole owner of a reindeer herd (decision-maker) takes over the associated
rangeland (pasture covered by lichen) in an overgrazed situation. The optimal solution to the task
requires understanding that for lichen density to recover and grow to its maximum sustainable
yield (which, in turn, allows for the maximum sustainable reindeer herd size), one needs to sub-
stantially reduce the number of reindeer in the first years and then gradually adjust the herd size
up to the maximum sustainable number.
Overall, participants’ decisions on herd size led to the outcome (lichen density) that was simi-

lar to the optimal task solution. Notably, participants in the in-person and single user conditions
seemed to follow a slightly different strategy than participants in the remote condition. In the first
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years, in-person and single user participants reduced the reindeer herd size to below 1000 animals.
This allowed lichen density to recover and grow closer to maximum sustainable levels. With this
strategy, they followed the principles underlying an optimal solution more closely than partici-
pants in the remote condition who, at the beginning of the simulation, did not reduce herd size
enough for lichen density to recover. In the last years, participants seemed to show some end-of-
game behavior where they increased herd size again well above the maximum sustainable levels.
This, in turn, led to the depletion of lichen density toward the end of the simulation. Similar perfor-
mance improvements have been observed in studies with targeted instructional support for single
users [Kopainsky and Alessi 2015; Kopainsky and Sawicka 2011], and we thus generalize that simi-
lar performance patterns can also be expected for other SD-based complex decision-making tasks.

6.3 Higher Self-Reported CollaborationQuality and Lower Task Load in the In-Person
Condition

Even though all participants similarly rated system usability, participants in the in-person collabo-
ration and single user condition reported lessworkload than peopleworking remotely. Participants
collaborating in person also reported a higher quality of collaboration and felt more in control of
the simulation than participants during remote collaboration. Based on the results, we postulate
that a better understanding of the task, reflected in attention bias toward the most important in-
formation and optimal outcome of own decisions, resulted in higher satisfaction from collabora-
tion. However, future studies may want to add explicit measures of the model understanding level
achieved during interactive simulation tasks [Happach and Schoenberg 2017].

6.4 The Role of In-Person Contact

Taken together, our findings lead us to conclude that collaboration in remote and in-person condi-
tions facilitated the focus of users’ attention on the information most important for understanding
the simulation more than in the single-user condition. The findings align with the definition of
collaboration as a construction of shared understanding through interaction with others, and com-
mitment to problem-solving [Roschelle and Teasley 1995]. Importantly, an in-person collaboration
facilitated even stronger attention focus on key information than remote collaboration.
Also, users’ decisions and their outcomes were most similar to the optimal when participants

collaborated in person. The in-person collaboration tested in our research thus seems to have
improved understanding when compared to alternatives (without any instructional support) for
single users [Moxnes 1998b, 2004]. The in-person collaboration yielded a lower task workload than
remote collaboration. Presumably, this was why our participants valued in-person collaboration
more than remote.
Remote collaboration is sometimes evaluated as more confusing, less satisfactory [Thompson

and Coovert 2003], and less productive [Straus and McGrath 1994], which may result in lower
participation satisfaction [Lipponen et al. 2003] than in-person collaboration. Limited access to
non-verbal signals of communication in remote collaboration, such as gaze communication [Pfeif-
fer et al. 2013], or mimicking others’ non-verbal behavior and postures [Shockley et al. 2003], may
be responsible for the level of shared understanding and commitment in task-solving. Remote
collaboration settings seem to lack several coordination behaviors between partners exhibited by,
e.g., drawing both partners’ attention to the same visual elements by pointing, gesturing, or gaz-
ing [Clark and Krych 2004]. Therefore, examining solutions enabling non-verbal communication
in an online workspace is needed. For instance, Ashdown and Robinson [2005] have created a sys-
tem called the Escritoire, allowing participants to gesture to each other in ample visual space to
enhance their remote communication. To enhance the effectiveness of remote collaboration, inter-
face designers may also guide users’ attention to the most important elements of the collaboration
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interface using subtle graphical gaze cues (color, blinking) [Frischen et al. 2007; Lu et al. 2012]
thereby activating the bottom-up mechanisms of visual attention [Posner 2004], and as a result,
curtail haphazard attention distribution. Future work may focus on testing practical guidelines for
designers of collaborative interfaces.

6.5 Conclusion and Outlook

Our research offers quantitative results demonstrating that collaboration may lead to a more suc-
cessful SD-based simulation strategy, especially during in-person collaboration. We investigated
the process of achieving an improved understanding of the simulation by registering visual at-
tention distribution. The results of our research demonstrated that during in-person and remote
collaboration, the visual attention of collaboration partners focused on key elements of a simu-
lation task more than in the single user condition and that in-person collaboration yielded less
cognitive workload and was perceived as of higher quality than remote collaboration.
The main contribution of this study is understanding of the attentional mechanism underlying

the effectiveness of in-person collaboration on a large interactive display. In-person collaboration
helps users to focus their visual attention on the most important information necessary for opti-
mal decisions. Understanding this attentional mechanism may serve designers of attentive user
interfaces [Vertegaal 2002, 2003] for remote collaboration interactive systems.

That is, based on our findings and using eye tracking technology, future remote collaboration
systemsmay be able to detect and guide remote user’s visual attention to decision-related areas. By
using visual or even eyes-free, vibrotactile notifications to present attention cues to the remote user,
improved effectiveness and efficiency of distributed decision-making can be expected. Inspired by
eyes-free, vibrotactile notification principles, such as OmniVib [Alvina et al. 2015], ultra-low-cost
prototypes, such as DragTapVib [Fang et al. 2022], can reliably provide dragging, tapping, and
vibrating sensations to their users.

Complex Dynamic Systems are characterized by three factors: feedback processes, non-
linearities, and accumulations [Sterman 2000]. Most people, including experts, have difficulty in
understanding and managing these factors [Brehmer 1992; Funke 1991; Jensen 2005; Moxnes 2004;
Sterman 1989; Sterman and Sweeney 2007]. One of the main purposes of System Dynamics is
to improve the design of computer simulations, as tools, to improve decision-making, problem-
solving, and management. Existing SD research has mainly focused on task performance and less
on understanding and its determinants [Kopainsky and Alessi 2015].
In the present study, we examined collaboration on large interactive displays. That work may be

extended to very popular small screens, e.g., tablets or smartphones, where workspace awareness
over small screen may be harder to achieve. Recent research prototypes offering dynamic bind-
ings among multiple tablets or smartphones, e.g., RAMPARTS project [Wozniak et al. 2016], have
shown how workspace awareness benefits from such bindings. Moreover, studies of visual appli-
cation sharing mechanisms among large interactive displays and small screens, e.g., CamCutter
project [Hagiwara et al. 2019], have demonstrated effective ways to integrate large and personal
displays into a shared workspace. Employing application sharing principles like CamCutter [Hagi-
wara et al. 2019], visually pulling down results displayed on an interactive surface to participants
personal devices, such as phones and tablets, can be a way to make insights outlast the process
itself. The present work may also be extended by adding additional technologies which may in-
crease workspace awareness, like haptic or tangible input devices [Fjeld et al. 2007; Patten et al.
2001]. Another direction worth exploring is the role of awareness in collaborative workspaces
combining physical and VR environments [Kudo et al. 2021].

To extend the understanding of visual attention processes as a mechanism underlying effective
and satisfactory collaboration supported by computer systems, e.g., SD-based simulations, future
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studiesmay aim at evaluating the role of joint attention in complex task understanding and optimal
outcome achievement. Joint attention can be detected by tracking the gaze of interaction partners
as they focus their attention on the same objects or events within a specific time frame [Andrist
et al. 2015; Schneider and Pea 2013]. Following previous studies [Stahl et al. 2014; Webb et al. 2002],
one may claim that joint attention may substantially improve the effectiveness and satisfaction of
collaboration. In the future, advancing the understanding of visual attention distribution may play
an important role for System Dynamics and eye tracking research. Broadening our knowledge
base about cognitive processes in using various interfaces is needed. Therefore, appropriate visual
and analytical methods to explore and analyze time-oriented data [Aigner et al. 2011] and eye-
movement analysis are needed.
Future studies may focus on corroborating the current results with different collaborative tasks,

e.g., joint text writing, mathematical and algorithmic problems solving, or software coding. Future
studies may also address other collaboration settings, e.g., desktop computers with relatively small
screens, as well as collaboration using mobile devices.
Our findings provide insights for designing collaborative ICT-based systems, e.g., computer-

supported collaboration or remote teamwork, which may lead to novel technological solutions.
Our findings can scale to collaborative problem-solving over large displays in related domains,
such as natural resource planning, smart grid design, and logistics simulation. More generally,
our results may also be applicable to collaborative learning and social discussion, and can help
to inform the future design of collaborative technologies for groups, organizations, communities,
and networks.
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