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ABSTRACT
The RISC-V "V" extension introduces vector processing to the RISC-
V architecture. Unlike most SIMD extensions, it supports long vec-
tors which can result in significant improvement of multiple ap-
plications. In this paper, we present our ongoing research to im-
plement and optimize a vectorized Winograd algorithm used in
convolutional layers on RISC-V Vector(RISC-VV) processors. Our
study identifies effective techniques for optimizing the kernels of
Winograd on RISC-VV using intrinsic instructions, and showcases
how certain instructions offer better performance. Our co-design
findings suggest that the Winograd algorithm benefits from vector
lengths up to 2048 bits and cache sizes up to 64MB.

We use our experience with Winograd to highlight potential
enhancements for the standard that would simplify code generation
and aid low-level programming. Finally, we share our experience
from experimenting with forks of gem5 for RISC-VV and stress the
importance of a mature software ecosystem, to facilitate design
space exploration and architectural optimization.

Our study identifies effective techniques for optimizing the ker-
nels of Winograd on RISC-VV using the available intrinsic instruc-
tions and showcases that certain instructions offer better perfor-
mance to the vectorized algorithm. Furthermore, our co-design
study reveals that the Winograd algorithm benefits from vector
lengths up to 2048 bits and cache sizes up to 64MB.

CCS CONCEPTS
• Computer systems organization→ Single instruction, mul-
tiple data; • Computing methodologies→ Vector / streaming
algorithms.
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1 INTRODUCTION
RISC-V, an open standard Instruction Set Architecture (ISA), has
gained significant interest in the High-Performance Computing
(HPC) and Artificial Intelligence (AI) communities as an alternative
to proprietary architectures, such as x86, ARM, and CUDA. One of
the main advantages of RISC-V is its customizable nature, allowing
for bespoke designs to meet specific HPC/AI needs. The "V" exten-
sion of RISC-V adds vector processing, allowing implementations
to process large amounts of data in a parallel and efficient manner.

Vector architectures have evolved considerably since they were
first introduced in early systems such as the Cray-1 [26]. Mod-
ern vector extensions can broadly be classified into two groups.
In the first group, fixed-length vector extensions are common for
media processing such as audio or video processing. This includes
vector extensions such as Intel x86 MMX, SSE, AVX, AVX2, and
AVX512 [17], and ARM NEON [2], in which vector registers are of
fixed length. On the other hand, ARM SVE [28] and RISC-V Vector
Extension (RISC-VV) [24] are extensions to the respective ISAs
based on long vectors and vector length agnostic ISAs, and can
result in significant performance improvements for a wide range
of applications, including scientific computing, machine learning,
and multimedia processing. One of the key features of ARM-SVE
and RISC-VV is their support for long vector lengths, which en-
ables high parallelism with lower complexity for the architecture.
This feature also improves the energy efficiency by reducing the
number of instructions required to complete a task, thereby re-
ducing the energy consumed by the processor’s front end, which
is a significant concern for servers with power caps and mobile
devices with limited battery life. Another key feature is the vector
length agnostic (VLA) nature of these ISAs, which provides code
portability across implementations with different hardware vector
lengths. Vector processors based on VLA are featured in various
designs such as EPI’s Vector accelerator [16], Fujitsu A64FX [12]
and ARM Neoverse-V1 [3].

The RISC-V Vector extension has been implemented with vector
lengths up to 16384 bits [8, 18]. The supported vector length is an
important feature to improve the efficiency of heavily compute-
intensive applications, or applications with regular, high data-level
parallelism [21]. Several works [13, 14] focus on porting and opti-
mizing HPC kernels and applications on long-vector architectures.
In our previous work [15], we have focused on convolutional neural
networks (CNNs) on long vector architectures. We have ported and
optimized the im2col+GEMM and Winograd algorithms, found in
the compute-intensive convolutional layers, concluding that longer
vector lengths (up to 8192 bits) are beneficial to the performance
of CNNs.
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In this work, we extend our previous work[15] with an optimized
implementation of the Winograd [1, 9] algorithm using RISC-VV,
and use our optimized implementations of the convolutional layers,
with both im2col+GEMM, and Winograd, for a co-design study on
a simulated RISC-V processor featuring the "V" extension. We focus
on the RISC-V Vector Extension v1.0, and use the intrinsics avail-
able in the RISC-V LLVM/Clang toolchain [11] from the European
Processor Initiative (EPI) [16], to vectorize the kernels in Winograd.

In summary, this paper makes the following contributions:
• We present our experience in vectorizing and optimizing the
Winograd kernels using RISC-VV in a vector length agnos-
tic way. We showcase effective techniques to vectorize the
Winograd kernels, leveraging the available intrinsic instruc-
tions. We demonstrate that workarounds to avoid indexed
vector load/stores can offer significant performance
• We perform a co-design study for the VGG16 network model,
using our vectorized and optimized Winograd algorithm for
the convolutional layers. Considering the vector length and
L2 cache size in our exploration, we show that Winograd
is able to utilize vector lengths up to 2048 bits, improving
performance by ∼1.4× compared to a vector length of 512
bits, however longer vector lengths do not offer further gains.
Additionally, Winograd scales up to 64MB of L2 cache size,
but does not require larger cache sizes. Through a similar
co-design study for the YOLOv3 network model, which uses
both im2col+GEMM and Winograd to implement the con-
volutional layers, we show that vector lengths of 4096 bits
improve performnace by 1.76× and a L2 cache size of 256MB
improves performance further by 1.5× (i.e. 2.6× in total),
compared to a 512-bit long vector architecture with 1MB of
L2 cache size.
• Finally, we use the Winograd algorithm as a case study to
compare the RISC-VV and ARM-SVE ISAs. We observe simi-
lar performance and performance trends, on both RISC-VV
and ARM-SVE architectures. We also discuss our experi-
ence with simulators/emulators available for RISC-VV and
highlight the necessity of mature toolchains and alignment
between the compilers and tools.

2 IMPLEMENTATION OF CONVOLUTIONS
The convolutional layer can be implemented using different algo-
rithmic implementations such as Direct, im2col+GEMM, Winograd,
and FFT. The Direct convolution implementation is mainly used
for 1x1 kernel size, as its memory footprint increases with larger
kernel sizes and it exhibits low data reuse, although recent ap-
proaches have optimized the Direct convolution for SIMD [30] and
long-vector architectures [27]. The Winograd implementation re-
duces the computational complexity but is mainly helpful in 3×3 or
5×5 kernel sizes, because of a numerical inaccuracy issue for large
kernel sizes. FFT also has the advantage of reducing the complex-
ity but is beneficial with bigger kernel sizes. On the other hand,
im2col+GEMM can be generically applied and is efficient on most
modern architectures [4]. The latest, state-of-the-art convolutional
network models mainly employ kernel sizes of 1×1, 3×3, or 5×5,
making Winograd and im2col+GEMM better choices for imple-
menting the convolutional layer.

In this work, we port and optimize the Winograd algorithm from
the NNPACK [10] software library, to implement convolutional
layers with 3×3 kernel size, of stride equal to 1. In our evaluation,
for the remaining convolutional layers, with different kernel sizes
or strides, we use the im2col+GEMM implementation from the
Darknet framework [22].

The Winograd algorithm involves transforming both the input
data and filter data, performing tuple multiplication on the result-
ing, transformed matrices, and then transforming the output back
to its original form. The Winograd algorithm, as implemented in
NNPACK, uses an 8×8 input tile and a 3×3 filter to produce a 6×6
output. Vectorization with longer vector lengths requires employ-
ing a scheme of inter-tile parallelization, across the input/output
channels by taking an 8×8 tile from each channel, as explained in
our previous work [15]. In this work, we use the same inter-tile
parallelization scheme as a base for vectorizing the Winograd algo-
rithm in a VLA way, to utilize the longer vector lengths available
on the RISC-VV architecture.

The im2col+GEMM algorithm relies on the im2col kernel to
transform the input into column matrices, and on the common
GEMM kernel to execute matrix multiplication on the input ma-
trix and the transformed column matrix. We are vectorizing and
optimizing im2col and GEMM kernels in a VLA way to utilize the
longer vector lengths efficiently as shown in [15]. We are using our
optimized implementation for these kernels for the convolutional
layers, where we can not use the Winograd implementation.

3 WINOGRAD IMPLEMENTATION ON
RISC-VV

As discussed in Section 2, we have used an inter-tile parallelism
approach across the input/output channels, to be able to vectorize
the Winograd algorithm for longer vector lengths. To utilize 512-bit
vector registers, we use 8×8 tiles from 4 channels. In order to fully
utilize longer vector lengths, e.g. 8192-bit vector lengths, we need to
use equivalently more channels, e.g. to use 64 channels. In the con-
volutional layers where the number of channels is more than 4, we
enable inter-tile parallelism for RISC-VV. Further, to vectorize the
tuple multiplication, which can employ up to 8192-bit-long vectors,
we now increase the number of blocks to 64, with 4 elements in each
block. Thus, we can vectorize and use the Winograd algorithm with
long vectors with RISC-VV. To manually vectorize all the kernels of
the Winograd algorithm, we use the intrinsics available in the EPI
LLVM/Clang toolchain for the RISC-V Vector Extension. We note
that we also use the compiler auto-vectorization capabilities to let
all the kernels to auto-vectorize. After examining the produced as-
sembly code, we have observed that only one loop out of all kernels
is auto-vectorized. Therefore, for further experimentation, we use
manually vectorized kernels.

During the process of manually vectorizingwith intrinsic instruc-
tions, as well as in our evaluation (see Section 5), we demonstrate
the use of effective intrinsics (and RISC-VV instructions) for the
vectorization of the Winograd algorithm, which we have evalu-
ated with small code snippets. Based on this experience, we hint
towards best-performing instructions, as well as towards some
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enhancements in RISC-VV, which would boost low-level/assembly-
level programmability. In the next paragraphs, we highlight the
most important parts of our optimization process.

Input transformation. In the input transformation kernels of
Winograd, approximately 30 instructions which transform the in-
put data and produce the transformed output are used at 6 places,
with different input data sets. These instructions produce the in-
termediate output before producing the final, transformed output.
In this scenario, it would be more practical to incorporate these
instructions into a function and invoke it whenever transformation
is necessary. However, this function must update output registers
with the transformed output, thus requiring that output registers
be passed as a reference. As RISC-VV does not support pointers
with vector datatypes, while optimizing the input transformations
using manual vectorization on RISC-VV, we are forced to incorpo-
rate these 30 instructions in the main function at 6 different places,
making the code lengthy, error-prone, and less efficient. The same
holds for the kernel and output transformation. Although using
macros as an alternative to functions can help improve the read-
ability of the code, the extended need for intermediate registers
can still cause register spilling. Although the compiler can optimize
register usage through heuristics, the programmer may not be able
to avoid register spilling. As a result, we conclude that having point-
ers with vector data types in the "V" extension will improve the
programmability and will also help reduce the chances of register
spilling.

Tuple multiplication. In the tuple multiplication kernel from the
Winograd algorithm, the logic requires reading a block of 4 × 32-
bit elements (quadword) from the transformed input matrix, to
perform the element-wise multiplication with the loaded trans-
formed filter matrix. For this task, which is illustrated in Figure 1,
there is no matching intrinsic available, thus we have explored
different intrinsic instructions to fill in the vector register from
the quadword. In our first attempt, we have used the indexed vec-
tor load intrinsic to fill the vector register, which we present in
Algorithm 1. In line 18, we employ an indexed vector load opera-
tion to retrieve a quadword from the 𝐴 matrix. To use the indexed
vector load, we generate indices in lines 5 to 10 and load them
into the index vector 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐 . We then utilize the index vector
as the second argument when loading data from the 𝐴 matrix to
the 𝑎0_𝑣𝑒𝑐 vector register. Our preliminary evaluation showed that
these indexed load/store (gather/scatter) instructions are expensive,
therefore, we have taken an alternative approach, using the slideup
intrinsic instruction, which we illustrate in Algorithm 2. In line 10,
we use a vector load operation to retrieve data from the 𝐴 matrix
in the 𝑎0_𝑣𝑒𝑐 vector register. Then we use the slideup intrinsic
instructions from line 12 to line 14 to fill the vector with the quad-
word data. We have compared tuple multiplication with the two
approaches, for a 100 iterations, finding that tuple multiplication
using the slideup intrinsic is ∼2.3× faster than using the indexed
load/store instructions (see Section 4 for the experimental setup).

Transpose operation. For the transformations in the Winograd
algorithm, we perform the transpose operation on an array of 4
vectors, as shown in Figure 2. However, in RISC-VV, currently, no

Algorithm 1 Tuple multiplication code snippet from Winograd
showcasing the indexed load work-around in RISC-VV
1: 𝑖𝑛𝑑 ← 0
2: VL = get vector length
3: 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 = 4
4: 𝑟𝑒𝑚 = 𝑉𝐿/𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠

5: 𝑛𝑢𝑚 ← 𝑏𝑙𝑜𝑐𝑘𝑠 ∗ 4 //64 blocks
6: 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ← 𝑛𝑢𝑚/64
7: for 𝑖 ← 0, 𝑖 < 𝑟𝑒𝑚, 𝑖+ = 1 do
8: for 𝑗 ← 0, 𝑗 < 4, 𝑗+ = 1 do
9: 𝑖𝑛𝑑𝑒𝑥 [𝑖𝑛𝑑] = 𝑗

10: 𝑖𝑛𝑑 + +;
11: end for
12: end for
13: for 𝑖𝑡𝑟 ← 0, 𝑖𝑡𝑟 < 𝑛𝑢𝑚 do
14: 𝑔𝑣𝑙 = 𝑠𝑒𝑡𝑣𝑙 (𝑛𝑢𝑚 − 𝑖𝑡𝑟 )
15: 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐 ← 𝑖𝑛𝑑𝑒𝑥 [0 : 𝑔𝑣𝑙]
16: for 𝑘 ← 0, 𝑘 < 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝑘+ = 1 do
17: for 𝑗 ← 0, 𝑗 < 𝑖𝑛𝑝𝑢𝑡𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 , 𝑗+ = 1 do
18: 𝑏0_𝑣𝑒𝑐 ← 𝐵 [𝑖𝑡𝑟 + ( 𝑗 ∗𝑉𝐿)] //load filter matrix
19: for 𝑖 ← 0, 𝑖 < 64, 𝑖+ = 4 do
20: 𝑎0_𝑣𝑒𝑐 ← 𝑖𝑛𝑑𝑒𝑥𝑒𝑑_𝑙𝑜𝑎𝑑 (𝐴[(𝑖 + (64 ∗ 𝑘)) + ( 𝑗 ∗

𝑉𝐿)], 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐, 𝑔𝑣𝑙])
21: 𝑎𝑐𝑐_𝑣𝑒𝑐 [𝑖] ← 𝑣 𝑓𝑚𝑎𝑐𝑐 (𝑎𝑐𝑐_𝑣𝑒𝑐 [𝑖], 𝑎0_𝑣𝑒𝑐, 𝑏0_𝑣𝑒𝑐, 𝑔𝑣𝑙)
22: end for
23: end for
24: //Store results in the resultant matrix in a contiguous way
25: end for
26: 𝑖𝑡𝑟+ = 𝑔𝑣𝑙 ;
27: end for

Algorithm 2 Tuple multiplication code snippet from Winograd
using the slideup instructions in RISC-VV
1: 𝑖𝑛𝑑 ← 0
2: VL = get vector length
3: 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ← 𝑛𝑢𝑚/64
4: for 𝑖𝑡𝑟 ← 0, 𝑖𝑡𝑟 < 𝑛𝑢𝑚 do
5: 𝑔𝑣𝑙 = 𝑠𝑒𝑡𝑣𝑙 (𝑛𝑢𝑚 − 𝑖𝑡𝑟 )
6: 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐 ← 𝑖𝑛𝑑𝑒𝑥 [0 : 𝑔𝑣𝑙]
7: for 𝑘 ← 0, 𝑘 < 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝑘+ = 1 do
8: for 𝑗 ← 0, 𝑗 < 𝑖𝑛𝑝𝑢𝑡𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 , 𝑗+ = 1 do
9: 𝑏0_𝑣𝑒𝑐 ← 𝐵 [𝑖𝑡𝑟 + ( 𝑗 ∗𝑉𝐿)] //load filter matrix
10: for 𝑖 ← 0, 𝑖 < 64, 𝑖+ = 4 do
11: 𝑎0_𝑣𝑒𝑐 ← 𝑙𝑜𝑎𝑑 (𝐴[(𝑖 + (64 ∗ 𝑘)) + ( 𝑗 ∗𝑉𝐿)], 𝑔𝑣𝑙])
12: for 𝑖𝑛𝑑 ← 0, 4 ∗ 𝑖𝑛𝑑 <= 𝑔𝑣𝑙/2, 𝑖𝑛𝑑+ = 1 do
13: 𝑎0_𝑣𝑒𝑐 ← 𝑆𝑙𝑖𝑑𝑒𝑢𝑝 (𝑎0_𝑣𝑒𝑐, 4 ∗ 𝑖𝑛𝑑, 𝑔𝑣𝑙)
14: end for
15: 𝑎𝑐𝑐_𝑣𝑒𝑐 [𝑖] ← 𝑣 𝑓𝑚𝑎𝑐𝑐 (𝑎𝑐𝑐_𝑣𝑒𝑐 [𝑖], 𝑎0_𝑣𝑒𝑐, 𝑏0_𝑣𝑒𝑐, 𝑔𝑣𝑙)
16: end for
17: end for
18: //Store results in the resultant matrix in a contiguous way
19: end for
20: itr+=gvl;
21: end for
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Algorithm 3 Transpose code snippet from Winograd for RISC-VV
1: 𝑉𝐿 = vector length
2: 𝑔𝑣𝑙 = granted vector length
3: 𝑉 0,𝑉 1,𝑉 2,𝑉 3 //Vector registers
4: 𝑣𝑖𝑛0123[0] ← 𝑉 0
5: 𝑣𝑖𝑛0123[𝑉𝐿] ← 𝑉 1
6: 𝑣𝑖𝑛0123[2 ∗𝑉𝐿] ← 𝑉 2
7: 𝑣𝑖𝑛0123[3 ∗𝑉𝐿] ← 𝑉 3
8: 𝑖𝑛𝑑 ← 0
9: for 𝑗 = 0, 𝑗 < 4, 𝑗+ = 1 do
10: 𝑖𝑛𝑑𝑒𝑥 [𝑖𝑛𝑑] = (( 𝑗 ∗𝑉𝐿))
11: 𝑖𝑛𝑑 + +
12: end for
13: //load index in 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐
14: 𝑡𝑟𝑎𝑛𝑠_𝑣𝑒𝑐 [0 : 𝑔𝑣𝑙] ←

𝑖𝑛𝑑𝑒𝑥𝑒𝑑_𝑙𝑜𝑎𝑑 (&𝑣𝑖𝑛0123[0], 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐, 𝑔𝑣𝑙)

Algorithm 4 Transpose code snippet using strided fromWinograd
for RISC-VV
1: 𝑉𝐿 = vector length
2: 𝑔𝑣𝑙 = granted vector length
3: 𝑉 0,𝑉 1,𝑉 2,𝑉 3 //Vector registers
4: 𝑣𝑖𝑛0123[0] ← 𝑠𝑡𝑟𝑖𝑑𝑒𝑑_𝑠𝑡𝑜𝑟𝑒 (𝑉 0, 𝑠𝑡𝑟𝑖𝑑𝑒, 𝑔𝑣𝑙)
5: 𝑣𝑖𝑛0123[1] ← 𝑠𝑡𝑟𝑖𝑑𝑒𝑑_𝑠𝑡𝑜𝑟𝑒 (𝑉 1, 𝑠𝑡𝑟𝑖𝑑𝑒, 𝑔𝑣𝑙)
6: 𝑣𝑖𝑛0123[2] ← 𝑠𝑡𝑟𝑖𝑑𝑒𝑑_𝑠𝑡𝑜𝑟𝑒 (𝑉 2, 𝑠𝑡𝑟𝑖𝑑𝑒, 𝑔𝑣𝑙)
7: 𝑣𝑖𝑛0123[3] ← 𝑠𝑡𝑟𝑖𝑑𝑒𝑑_𝑠𝑡𝑜𝑟𝑒 (𝑉 3, 𝑠𝑡𝑟𝑖𝑑𝑒, 𝑔𝑣𝑙)
8: 𝑡𝑟𝑎𝑛𝑠_𝑣𝑒𝑐 [0 : 𝑔𝑣𝑙] ← 𝑙𝑜𝑎𝑑 (&𝑣𝑖𝑛0123[0], 𝑔𝑣𝑙)

0 1 2 3

0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3

Index vector

512-bit vector

Figure 1: Indexed load for packing quadword in a 512-bit
vector register

specific instructions are available to perform these operations (trans-
posing the two vectors is available as EPI custom extensions [11],
but not in the standard "V" extension). We, therefore, implement a
solution that uses temporary buffers and additional store and gather-
load instructions as shown in Algorithm 3. To transpose 4 vectors,
the process involves storing the vector data into buffer 𝑣𝑖𝑛0123
using memory operations in lines 2 to 5. Subsequently, we generate
indices and load them into the 𝑖𝑛𝑑𝑒𝑥_𝑣𝑒𝑐 vector register in lines 8
to 12. Finally, we use an indexed load vector instruction in line 13
to load the transposed values from the buffer into a vector register.

As an alternative approach, we have also used strided stores
to store the intermediate vector results in the buffer 𝑣𝑖𝑛0123, us-
ing a stride of 16 (4 single-precision floating-point elements) to
transpose the vectors. We demonstrate this approach in lines 4 to
7 of Algorithm 4. In this approach, the already transposed data is

a0 a1 a2 a3V0

b0 b1 b2 b3V1

c0 c1 c2 c3V2

d0 d1 d2 d3V3

a0 b0 c0 d0vin0123[0]

a1 b1 c1 d1vin0123[1]

a2 b2 c2 d2vin0123[2]

a3 b3 c3 d3vin0123[3]

Figure 2: Transpose the elements of the vectors residing in
vector registers V0, V1, V2, and V3.

loaded in line 8 using a contiguous load intrinsic instruction. Com-
paring the performance of the two approaches for transformations
(see Section 4 for the experimental setup), we did not observe any
significant performance difference. We note, however, that both
cases require memory operations, i.e. scatter/store and gather/load
instructions, which put a burden on performance, as well as pro-
grammability, forcing the developer to implement more complex
solutions. Therefore, we advocate for an extension of the RISC-VV
with vector transpose instructions, that would eliminate the need
for memory operations.

4 EXPERIMENTAL SETUP
For our work, we use the EPI-Builtins [11] to vectorize the ker-
nels of the Winograd algorithm from the NNPACK [10] package
with VLA vectorization on RISC-VV. We use the EPI fork of the
LLVM [7] Clang cross-compiler version 17.0.0 for RISC-VV with
-O3 optimization flag to compile the algorithm and the network
models. To validate our algorithms during development, we use
Spike [25], a RISC-V ISA simulator that supports vector lengths up
to 4096 bits and supports the "V" extension v1.0. To evaluate the
performance of our optimized algorithm and explore the impact of
hardware parameters, such as the vector length and the L2 cache
size, on performance, we use a fork of the gem5 [19] simulator,
a cycle-accurate simulator configured with the RISC-V in-order
RiscvMinorCPU CPU model, with a core frequency of 2GHz, for
RISC-VV, targeting the RISC-VV 1.0. The memory subsystem of
RiscvMinorCPU is configured with two levels of data cache, 64kB
of L1 and 1MB of L2 cache. Note that this fork of gem5 models
a constant latency for all the vector instructions. In practice, the
latency of the instructions will vary with the implementation of
RISCV-V.

We evaluate our optimized Winograd algorithm in the con-
text of the convolutional layers found in two network models,
YOLOv3 [23], an object detection network model, and VGG16, an
image classification network model, from the Darknet [22] frame-
work, on an inference task with a 768×576 pixels input image.

5 RESULTS
The convolutional layers of YOLOv3 use both 1 × 1 and 3 × 3
kernel sizes, with stride 1 and higher, therefore we use our opti-
mized Winograd algorithm to implement the convolutional layers
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Table 1: L2 cache miss rate of YOLOv3 inference on RISC-VV
for 1MB of L2 cache.

Vector length L2 cache miss rate(%)
512-bit 39
1024-bit 47
2048-bit 50
4096-bit 52

with kernel sizes 3 × 3 and stride equal to 1, and use our opti-
mized im2col+GEMM algorithm [15] for the remaining layers, in
what we call the hybrid approach. We then compare the perfor-
mance achieved by the hybrid approach compared to the pure
im2col+GEMM approach, where all layers are implemented with
im2col+GEMM. To avoid extreme simulation times, and without
loss of generality, we simulate only the first 20 layers of the net-
work model, out of which 15 are convolutional layers. Compared
to the pure im2col+GEMM approach, the hybrid approach achieves
an ∼ 8%performance improvement on a simulated RISC-V pro-
cessor with a vector length of 2048 bits and an L2 cache of 1MB,
using gem5. We conclude that the Winograd algorithm runs faster
compared to im2col+GEMM on RISC-V. The reason for the limited
performance improvement is that, out of the 20 layers, only 5 layers
use the Winograd algorithm and contribute to the performance
improvement, as 3 layers have a stride equal to 2, 6 layers have a
1 × 1 kernel size, the first layer uses only 3 input channels, and 5
layers are not convolutional layers. Finally, for performance vali-
dation, we compare the performance achieved on RISC-VV to the
performance we have previously achieved with ARM-SVE on gem5,
with the same CPU model, finding that Winograd performs the
same on both vector architectures.

We then perform a co-design study to assess the impact on
performance of tuning the hardware parameters of RISC-VV using
the gem5 simulator. The available fork of the gem5 simulator for
RISC-VV allows us to simulate only up to 4096 bits long vector
lengths. We simulate vector lengths of 512 bits up to 4096 bits, and
L2 cache sizes of 1 up to 256 MB. We demonstrate our results in
Figure 3. We observe a speedup of ∼1.76× by increasing the vector
length from 512 bits to 4096 bits. Along with the indexed load, the
L2 cache miss rate is another factor that limits the scalability with
longer vector lengths. As shown in Table 1, increasing the vector
length makes the L2 cache miss rate increase, as longer vectors
process more data at once and thus require bigger caches to pump
more data to the vector units for processing. By increasing the cache
size from 1MB to 256MB for different vector lengths, we observe a
speedup of 1.5× from 1MB to 256MB of L2 cache size for 512-bit
and 1024-bit vector lengths, and 1.54× and 1.6× for 2048-bit and
4096-bit vector lengths respectively.

We additionally evaluate our implementation of Winograd with
the VGG16 network model, where all the layers are convolutional
with a kernel of size 3 × 3 and a stride of 1, we thus use Winograd
for all the layers of the network model. Comparing the performance
of VGG16 using Winograd against VGG16 using im2col+GEMM for
all layers, on our simulated RISC-VV architecture with gem5, we
observe a speedup of 1.2× for a vector length of 2048 bits and 1MB
of L2 cache. We then perform a similar exploration of hardware

Table 2: L2 cache miss rate of VGG16 inference on RISC-VV
for 1MB of L2 cache.

Vector length L2 cache miss rate(%)
512-bit 80
1024-bit 84
2048-bit 85
4096-bit 82
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Figure 3: Impact of vector lengths and L2 cache size with
Winograd on RISC-VV@gem5 for YOLOv3.

parameters as for YOLOv3. We showcase the results in Figure 4.
We observe that as we increase the vector length from 512 bits
to 4096 bits, the performance improves by 1.4×. However, we do
not see a significant improvement beyond 2048 bits. For further
investigation, we examine the impact of the L2 cache miss rate for
different vector lengths, which we present in Table 2. We observe
that the L2 cache miss rate is unaffected by the vector length and
does not limit performance scaling beyond 2048 bits. Additionally,
from analyzing the gem5 statistics, we observe that there is no
significant difference in the number of instructions from 2048-bit
to 4096-bit vector lengths, which indicates that our Winograd al-
gorithm does not utilize very long vector lengths. Due to reduced
computational complexity, Winograd reduces the required float-
ing point operations for implementing the convolutional layer and
therefore can provide performance benefits with moderately large
vector lengths. Also, our roofline analysis (see Section 6 shows
that the Winograd algorithm is memory-bound on the simulated
architecture, which limits its scalability with longer vector lengths.
To observe the impact of bigger cache sizes, we increase the cache
sizes from 1MB to 256MB for different vector lengths and observe
performance improvement of∼1.3× from 1MB to 64MB for different
vector lengths. Beyond 64MB of cache, no significant performance
improvement is observed. This concludes that our Winograd imple-
mentation does not require very large L2 caches and can scale with
moderately large cache sizes. This observation is in accordance
with our conclusions from optimizing Winograd with ARM-SVE.

6 ROOFLINE ANALYSIS
We perform a roofline model [29] analysis for the convolutional lay-
ers of VGG-16 using our Winograd implementation, for the single
core simulated by gem5 for RISC-VV with a 512-bit vector length
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Figure 4: Impact of vector lengths and L2 cache size with
Winograd on RISC-VV@gem5 for VGG16.

and 1MB of cache, with peak GFLOPS as 64 GFLOPS/sec and mem-
ory bandwidth as 13GB/sec. We use the profiling data from gem5 to
compute the arithmetic intensity (AI) for each convolutional layer
of VGG-16, i.e. each layer includes all the transformation kernels
along with the tuple multiplication kernel for all the layers of the
VGG-16 network model. We note that we calculate the arithmetic
intensity based on the DRAM bytes. For all the layers, we also
validate our calculated GFLOPS against theoretically calculated
GFLOPS for Winograd. Figure 5 shows the roofline model of the
first 10 convolutional layers of the VGG-16 network model on gem5
for RISC-VV. Our roofline analysis shows that all the layers of VGG-
16 are memory-bound, and this is the reason behind less scalability
with longer vector lengths and large caches. However, our roofline
analysis also shows that there is a scope for further improvement in
the kernels of the Winograd algorithm as the values of the plots are
far away from the memory bandwidth ceiling, therefore Winograd
could benefit from cache-aware optimizations.

Further, Figure 6 shows a similar roofline analysis of the first 10
convolutional layers of VGG-16, implemented with im2col+GEMM,
on gem5 for RISC-VV. This plot shows that only 3 layers out of 10
layers are memory-bound, while the rest of the layers are compute-
bound. This also supports our co-design findings for YOLOv3,
which scales better with longer vector lengths, as it uses our hy-
brid approach, where some of the convolutional layers are using
im2col+GEMM. However, we note that, as in the case of Winograd,
the achieved performance is far from the peak performance ceiling,
therefore there is room for further optimization of this method on
vector architectures.

7 DISCUSSION ON TOOLS
Multiple emulators/simulators such as Spike [25], Vehave [6], and
gem5 [20] provide support for simulating the vector instructions
for RISC-VV. Spike is a functional simulator normally used for
validating the vectorized implementation and supports up to 4096-
bit vector length. Vehave is an emulator used for validating the
correctness of results and is useful for collecting execution traces.
These traces can be used with the MUSA simulator [5] for RISC-
VV for further performance evaluation and exploration. Vehave
supports up to 16384-bit vector lengths for RISC-VV, however, it can
be only used on RISC-V hosts. On the other hand, gem5 is a cycle-
accurate simulator that provides detailed performance analysis and
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Figure 5: Roofline for the first 10 convolutional layers of
VGG16 implemented with Winograd on RISC-VV@gem5
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Figure 6: Roofline for the first 10 convolutional layers
of VGG16 implemented with im2col+GEMM on RISC-
VV@gem5

allows to tune micro-architectural parameters. Two gem5 forks for
RISC-VV exist, one implementing the "V" extension v0.7 [20] and
one implementing the "V" extension v1.0 [19].

In our work, we opt to use the gem5 simulator, as it allows us to
study the impact of several hardware parameters, such as vector
lengths, cache sizes, and the number of vector lanes on performance.
Additionally, unlike the Vehave/MUSA toolchain, which targets the
RISC-V architecture, it does not require a specific host, and also al-
lows us to perform the same analysis on different architectures (e.g.
ARM-SVE). However, developing and maintaining the tools plays
a vital role in evaluating the performance of the architecture and
studying the crucial architecture parameters tuning for enhancing
the performance. While working with RISC-VV we encountered
limitations; the gem5 simulator for RISC-VV [20], based on decou-
pled vector architecture, is no longer maintained and therefore does
not support the latest version of the extension or latest compiler.
The alternative fork of gem5 [19] for RISC-VV, used in this work,
is based on an integrated vector architecture and very long vector
architecture support is not available yet. Also, there is no coordi-
nation among tools for supported vector lengths. Such limitations
make progress slow, both in software and hardware design.

We believe that the software ecosystem plays a vital role in the
maturation of architectures and in assessing the porting efforts and
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the expected performance of ported and optimized kernels, espe-
cially when the architecture is not yet realized in real hardware.
Moreover, the coordination of the evolution of the ISA with the
compiler and emulation/simulation tools is important, to relieve
the developer from the unnecessary burden of porting and main-
taining low-level code, and to increase programmability, allowing
the developer to benefit from the latest optimizations in compilers.

8 CONCLUSION
In this paper, we presented our vectorized and optimized imple-
mentation of the Winograd algorithm, used to implement convolu-
tional layers, on RISC-V, using the “V" vector extension (RISC-VV)
through intrinsic instructions. Our vectorization and optimization
effort revealed that workarounds for contiguous loads/stores along-
side slideup instructions are more performant than scatter/gather
(indexed) loads/stores, and that strided vector instructions perform
equally to scatter/gather instructions in the task of transposing a
vector, as they both cannot avoid memory accesses. We evaluated
our optimized Winograd for RISC-VV on gem5 on an inference task
using the YOLOv3 and VGG16 network models, achieving 1.08×
and 1.76𝑥 speedup respectively, compared to using im2col+GEMM
for the implementation of the convolutional layers. We performed
a co-design study for the two network models, considering the
vector length and L2 cache size as tunable hardware parameters.
Our results showed that Winograd’s algorithmic implementation
does not require very long vector lengths i.e. beyond 2048 bits,
because Winograd reduces the computational complexity and the
total required floating point operations for implementing the con-
volutional layer. Our analysis also showed that Winograd does not
have a very large L2 cache requirement, and can scale effectively
with up to 64MB of L2 cache.

From our experience with optimizing for RISC-VV, we emphasize
the significance of ensuring coordination in the progress between
tools, ISAs, and compilers, in order to facilitate porting and optimiza-
tion, as well as design space exploration for future architectures.
Without such coordination, it can prove challenging to navigate
the software and hardware design space.

ACKNOWLEDGMENTS
This work has been supported by the Swedish Research Council
via registration number 2020-04892. The simulations were enabled
by resources provided by the National Academic Infrastructure for
Supercomputing in Sweden (NAISS) at PDC partially funded by the
Swedish Research Council through grant agreement no. 2022-06725.

REFERENCES
[1] Syed Asad Alam, Andrew Anderson, Barbara Barabasz, and David Gregg. 2022.

Winograd Convolution for Deep Neural Networks: Efficient Point Selection. ACM
Trans. Embed. Comput. Syst. (mar 2022). https://doi.org/10.1145/3524069 Just
Accepted.

[2] ARM. 2013. ARM Neon Programmer’s Guide. https://documentation-service.arm.
com/static/5f731b591b758617cd95559c?token=

[3] Arm. 2021. ArmNeoverse V1 Platform:A revolution in high performance computing.
[4] Tal Ben-Nun and Torsten Hoefler. 2019. Demystifying Parallel and Distributed

Deep Learning: An In-Depth Concurrency Analysis. ACM Comput. Surv. 52, 4,
Article 65 (aug 2019), 43 pages. https://doi.org/10.1145/3320060

[5] BSC. [n. d.]. MUSA-RISCV processor model and its architecture parameters. https:
//ssh.hca.bsc.es/epi/ftp/doc/MUSA_model_v4.pdf

[6] BSC. 2020. vehave-user-guide.
[7] BSC. 2023. LLVM EPI Compiler. https://ssh.hca.bsc.es/epi/ftp/
[8] Matheus Cavalcante, Fabian Schuiki, Florian Zaruba, Michael Schaffner, and

Luca Benini. 2019. Ara: A 1-GHz+ scalable and energy-efficient RISC-V vector
processor with multiprecision floating-point support in 22-nm FD-SOI. IEEE
Transactions on Very Large Scale Integration (VLSI) Systems 28, 2 (2019), 530–543.

[9] Don Coppersmith and Shmuel Winograd. 1990. Matrix multiplication via arith-
metic progressions. Journal of Symbolic Computation 9, 3 (1990), 251–280.
https://www.sciencedirect.com/science/article/pii/S0747717108800132 Computa-
tional algebraic complexity editorial.

[10] Marat Dukhan. 2016. NNPACK.
[11] Roger Ferrer. 2022. epi-builtins-ref. https://repo.hca.bsc.es/gitlab/rferrer/epi-

builtins-ref
[12] Fujitsu. 2021. SuperComputer Fugaku. https://www.fujitsu.com/global/about/

innovation/fugaku/
[13] Constantino Gómez, Filippo Mantovani, Erich Focht, and Marc Casas. 2021.

Efficiently running SpMV on long vector architectures. In Proceedings of the 26th
ACM SIGPLAN Symposium on Principles and Practice of Parallel Programming.
292–303.

[14] Constantino Gómez, FilippoMantovani, Erich Focht, andMarc Casas. 2023. HPCG
on long-vector architectures: Evaluation and optimization on NEC SX-Aurora
and RISC-V. Future Generation Computer Systems (2023).

[15] Sonia Rani Gupta, Nikela Papadopoulou, and Miquel Pericas. 2023. Accelerating
CNN inference on long vector architectures via co-design. In 2023 IEEE Interna-
tional Parallel and Distributed Processing Symposium (IPDPS). IEEE, 145–155.

[16] European Processor Initiative. 2019. V for vector: software exploration of the
vector extension of RISC-V. https://www.european-processor-initiative.eu/v-for-
vector-software-exploration-of-the-vector-extension-of-risc-v/.

[17] Intel. 2020. Instruction Set Extensions and Future Features Programming Refer-
ence. https://software.intel.com/content/www/us/en/develop/download/intel-
architecture-instruction-set-extensions-programming-reference.html

[18] Francesco Minervini, Oscar Palomar, Osman Unsal, Enrico Reggiani, Josue
Quiroga, Joan Marimon, Carlos Rojas, Roger Figueras, Abraham Ruiz, Alberto
Gonzalez, et al. 2023. Vitruvius+: An Area-Efficient RISC-V Decoupled Vector
Coprocessor for High Performance Computing Applications. ACM Transactions
on Architecture and Code Optimization 20, 2 (2023), 1–25.

[19] plctlab. 2022. plct-gem5.
[20] Cristóbal Ramírez. 2020. A RISC-V Simulator and Benchmark Suite for Designing

and Evaluating Vector Architectures. ACM Trans. Archit. Code Optim. 17, 4,
Article 38 (Nov. 2020), 30 pages. https://doi.org/10.1145/3422667

[21] Cristóbal Ramírez, César Alejandro Hernández, Oscar Palomar, Osman Unsal,
Marco Antonio Ramírez, and Adrián Cristal. 2020. A risc-v simulator and bench-
mark suite for designing and evaluating vector architectures. ACM Transactions
on Architecture and Code Optimization (TACO) 17, 4 (2020), 1–30.

[22] Joseph Redmon. 2013–2016. Darknet: Open Source Neural Networks in C. http:
//pjreddie.com/darknet/.

[23] Joseph Redmon and Ali Farhadi. 2018. YOLOv3: An Incremental Improvement.
arXiv (2018).

[24] "RISCV". [n. d.]. RISC-V Vector. https://github.com/riscv/riscv-v-spec/releases
[25] riscv-software src. 2021. Spike RISC-V ISA Simulator.
[26] Richard M. Russell. 1978. The CRAY-1 Computer System. Commun. ACM 21, 1

(Jan. 1978), 63–72. https://doi.org/10.1145/359327.359336
[27] Alexandre de Limas Santana, Adrià Armejach, and Marc Casas. 2023. Efficient

Direct Convolution Using Long SIMD Instructions. In Proceedings of the 28th ACM
SIGPLAN Annual Symposium on Principles and Practice of Parallel Programming.
342–353.

[28] N. Stephens. 2017. The ARM Scalable Vector Extension. IEEE Micro 37, 2 (2017),
26–39. https://doi.org/10.1109/MM.2017.35

[29] Samuel Williams, Andrew Waterman, and David Patterson. 2009. Roofline: an
insightful visual performance model for multicore architectures. Commun. ACM
52, 4 (2009), 65–76.

[30] Jiyuan Zhang, Franz Franchetti, and Tze Meng Low. 2018. High performance zero-
memory overhead direct convolutions. In International Conference on Machine
Learning. PMLR, 5776–5785.

1556

https://doi.org/10.1145/3524069
https://documentation-service.arm.com/static/5f731b591b758617cd95559c?token=
https://documentation-service.arm.com/static/5f731b591b758617cd95559c?token=
https://doi.org/10.1145/3320060
https://ssh.hca.bsc.es/epi/ftp/doc/MUSA_model_v4.pdf
https://ssh.hca.bsc.es/epi/ftp/doc/MUSA_model_v4.pdf
https://ssh.hca.bsc.es/epi/ftp/
https://www.sciencedirect.com/science/article/pii/S0747717108800132
https://repo.hca.bsc.es/gitlab/rferrer/epi-builtins-ref
https://repo.hca.bsc.es/gitlab/rferrer/epi-builtins-ref
https://www.fujitsu.com/global/about/innovation/fugaku/
https://www.fujitsu.com/global/about/innovation/fugaku/
https://www.european-processor-initiative.eu/v-for-vector-software-exploration-of-the-vector-extension-of-risc-v/
https://www.european-processor-initiative.eu/v-for-vector-software-exploration-of-the-vector-extension-of-risc-v/
https://software.intel.com/content/www/us/en/develop/download/intel-architecture-instruction-set-extensions-programming-reference.html
https://software.intel.com/content/www/us/en/develop/download/intel-architecture-instruction-set-extensions-programming-reference.html
https://doi.org/10.1145/3422667
http://pjreddie.com/darknet/
http://pjreddie.com/darknet/
https://github.com/riscv/riscv-v-spec/releases
https://doi.org/10.1145/359327.359336
https://doi.org/10.1109/MM.2017.35

	Abstract
	1 Introduction
	2 Implementation of Convolutions
	3 Winograd Implementation on RISC-VV
	4 Experimental Setup
	5 Results
	6 Roofline Analysis
	7 Discussion on Tools
	8 Conclusion
	Acknowledgments
	References

