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A B S T R A C T   

The integration of immersive Virtual Reality (VR) and Building Information Modeling (BIM) has many appli
cations within the Architecture, Engineering, and Construction (AEC) industries. In this context VR is often 
highlighted for its ability to convey scale and details, especially when compared to non-immersive visualizations. 
However, despite being an active area of research, there is currently a lack of real-world studies exploring 
immersive VR in a construction-oriented context. In addition, there are still technical challenges and barriers for 
an efficient integration, such as rendering performance and interoperability issues. This paper addresses these 
issues by investigating the use of immersive, single- and multi-user VR within the openBIM ecosystem. The 
contribution is two-fold: (a) an in-depth presentation of algorithms and technical details of a multi-user VR 
application for immersive visualization of large and complex BIMs and (b) an evaluation of this VR system on 
several real-world construction projects. In all cases the VR visualization has been directly realized from the 
design teams IFC-models and the multi-user sessions has been performed both co-located as well as fully remote. 
The results show that multi-user VR improves communication, understanding, and collaboration, and by letting 
staff with knowledge and experience from construction production review the project in VR, design errors and 
constructability issues can be identified and resolved before reaching the actual production stage. Moreover, the 
use of VR is helpful regarding sequencing and planning, and to identify alternative design solutions.   

1. Introduction 

Immersive virtual reality (VR) and Building Information Modeling 
(BIM) have emerged as powerful tools for the Architecture, Engineering, 
and Construction (AEC) industries. When integrated, they allow for 
applications in a number of different areas, including design review 
[67], production planning [56], and construction safety [32]. The 
argument often put forward when compared to non-immersive, desktop 
visualization, is that immersive VR provides a better understanding of 
scale and detail and allow people to enter and inspect environments in a 
similar way as they would do in real life [34,82]. More recently, 
immersive VR has been extended to support multi-user sessions, where 
several participants can experience the same model at the same time 
[25]. For design review sessions and model inspection this has been 
shown to enhance communication and improve collaboration among 
participants [36]. 

However, in practice, much of the current research concerning both 
single- and multi-user VR within the AEC industries are still around 
developing various prototypes – often using game engines – that are yet 
to be tested and evaluated in real construction project [26,77]. Even in 

the case of commercial, standalone direct-to-VR applications most 
studies are not performed in the context of real-world projects 
[12,31,42]. A few exceptions include elevator machine room planning 
[78], collaborative 4D-planning [76], end-user design review [69], and 
MEP design review [84]. Still, in the vast majority of cases, end-user 
evaluations or field studies are often overlooked – despite the general 
understanding around the importance of evaluating new technology and 
software systems with actual users, real-world data, and in the actual 
work process [17,70]. In fact, previous research has shown that certain 
behavior cannot even be observed or extracted in a laboratory settings, 
but instead has to involve field studies in the end-users real-world 
environment [27]. For instance, the motivational component of using 
and engaging with the system is largely left out when doing tests in a 
laboratory setting or with synthetic data [75]. In other words, it is totally 
different to let users speculate on how to use a system during a test or 
demonstration compared to observing how they actually will use it in 
their own real-world situation [47]. Consequently, only by validating 
the technology in its real setting and with real projects and stakeholders, 
can it become clear how they actually will use it and what contribution 
the technology actually gives. We therefore argue that there is limited 
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research and a gap in knowledge concerning benefits and use-cases of 
both single- and multi-user VR in a construction-oriented context, such 
as for design and constructability review, sequencing, and job planning. 

As an effect of the former much of the research conducted within 
both single- and multi-user immersive VR have not been based on the 
use of complete building models taken from real construction projects, 
and are therefore not always representative when it comes to technical 
challenges and barriers of using the technology. In fact, those studies 
that do build on real projects show that typical dataset are often very 
large and not easily used for VR without further processing 
[25,30,41,84,85]. In addition, interoperability issues, such as missing 
metadata, are a recurring theme when considering the BIM-to-VR 
transfer, often in the context of using game engines [58,85]. Regard
less, complete BIMs taken from real projects pose a challenge, both in 
terms of interactivity and rendering performance, as well as interoper
ability and data management through openBIM. Although massive 
model visualization is an active research topic by itself, surprisingly 
little attention has been given to the specific case of visualizing large 
BIMs in real-time – especially in the context of VR and stereo rendering 
[83]. 

In this paper we address the current situation by focusing on two 
main aspects concerning BIM and VR research within the AEC in
dustries: real-world cases, and real-world models. Given this context, we 
have adopted design science as the overall research framework [39,53]. 
Design science is fundamentally a problem-solving, technology-driven 
paradigm that revolves around the creation of an artifact with the pur
pose of providing utility in a practice-based environment. This research 
approach mainly contains three activities; Design, Build, and Evaluate. 
Design and Build is the process of constructing an artifact for a specific 
purpose, and evaluate is a process of validating how well the artifact 
performs in its real-world settings. Thus, the contribution of our work is 
two-fold. First we present the development and technical details of the 
artifact – a multi-user VR system specifically designed for immersive visu
alization of large and complex BIMs. In addition to algorithms for efficient 
real-time rendering we have developed techniques and functionality 
that are required in a construction-oriented context, such as efficient 
IFC-import, property-driven filtering, and accurate distance measuring. 
Secondly, we present our findings from evaluating this VR system on 
multiple occasions in eight (8) real-world construction project. We have 
explored both single- and multi-user sessions and provide identification 
of real-world benefits and practical uses cases of the VR technology in a 
construction-oriented context. 

The remainder of the paper is structured as follows: In the next 
section we review related work followed by an outline of the research 
approach. Section 4 presents technical details of the developed VR sys
tem. In section 5 we describe the evaluation and case projects, and in 
section 6 the results are presented and discussed. Finally, section 7 and 8 
discuss limitations and conclude the paper. 

2. Related work 

2.1. BIM and VR in design and construction 

The use of VR in architectural design and construction goes back 
already to the early nineties and The Walkthrough Project, where users 
could experience a building model made with 30,000 polygons in stereo 
using a Head Mounted Display (HMD) with room-size tracking that was 
updated at 25 frames per second [15,16]. Since then, the term VR has 
come to include a broad spectrum of display techniques, ranging from 
non-immersive desktop VR or semi-immersive VR using 3D-glasses and 
Powerwalls, to fully immersive solutions using CAVEs or HMDs [13,73], 
and much of the early research around integration of Building Infor
mation Modeling (BIM) and VR was mainly done without focus on HMDs 
[45]. However, the introduction of the Oculus Rift HMD paved the way 
for a new generation of affordable, high-quality HMDs mainly directed 
at the consumer market. Together with increased use and adaptation of 

Building Information Modeling (BIM) that occurred at this time, a new 
paradigm of VR within the AEC industries started [52]. With BIM, all of 
the 3D-data required for visualization was directly available, and with 
portable and affordable HMDs, like Oculus Rift and HTC Vive, the VR- 
technology became much more accessible in practice [44]. 

Typical applications for VR today include construction safety plan
ning and training [2,8,28,32], production planning [29,56,65], virtual 
showrooms [63,64], as well as design review sessions [67,82,84]. Dur
ing design review session performed in real-world projects VR has been 
shown to clarify aspects of the design that is difficult to extract from 
traditional design documents, such as lack of space for installations and 
maintenance or physical clashes between components [84]. Similarly, 
construction workers, MEP fitters, and people that work in service and 
maintenance has been found to prefer VR when compared to desktop 
BIM-viewers as it better mimics their work environment [47,82]. 

A common theme when comparing these applications with their non- 
immersive counterparts is the overall improved understanding of size, 
scale, and details. This, in turn, helps with communication and inter- 
party understanding for applications and tasks that typically involve 
multiple participants, such as design review [67]. Regarding design re
view specifically, Umair et al. [79] found better performance (i.e. 
detecting more design issues) in immersive VR when compared against 
both paper-based (2D) and monitor-based (3D) design review. Also, this 
doesn’t necessarily require a high level of photorealism (e.g. advanced 
lighting calculations, GI, reflections). In fact, even with the use of 
comparably simpler visualization models, there is clear evidence that 
immersive VR - in comparison to non-immersive VR - enhance spatial 
perception and presence, features that benefit design review and in
crease overall productivity [59]. 

To get a better understanding of VR use from the contractors’ 
perspective, Ozcan-Deniz [58] conducted a comprehensive multiple 
case study where data was collected from twenty-seven (27) cases from 
eighteen (18) construction companies in the US. Use cases and benefits 
were found within design review, project coordination, and planning. 
Improved review processes allowed changes or corrections to the design 
to be made in the pre-construction stage, with lower costs and improved 
schedules as a result. Challenges were mainly found in interoperability 
issues. Unfortunately, details are sparse regarding VR- and BIM- 
software, model complexity, and any conversion processes, which 
makes it difficult to pinpoint both success factors and challenges with 
regards to interoperability, interaction, and model quality (e.g. geo
metric level-of-detail, structure of information, number of disciplines). 

However, despite all the documented benefits, immersive VR using 
HMDs has always been a tool mainly for individual immersion. While 
other variants of VR, like CAVEs and Powerwalls, never could compete 
in terms of immersion, they have always supported collaboration. As 
such, it makes sense that the next logical step for immersive VR using 
HMDs was to support multi-user sessions where several participants 
could experience that same model at the same time. 

2.2. Multi-user VR 

In order to improve communication among stakeholders, BIM-based 
immersive VR was extended with multi-user functionality [25,71]. 
Although this concept had been explored before [18], this was among 
the first prototypes that combined BIM and a new generation of HMDs. 
The prototype was developed in the Unity Game Engine, and although 
the process from BIM to VR was cumbersome it demonstrated the po
tential and paved the way for further research and also multi-user 
implementations in several commercial applications, such as IrisVR 
Prospect and Fuzor. The authors later extended their work to allow for 
live updates from Revit to be transferred directly to VR after initial 
model transfer [26]. This had actually been done before, in the com
mercial software Enscape, but without the support for multi-user. 

Multi-user functionality has since been explored for a number of 
different applications, including design review [31,69,77,84], 
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construction planning [76], safety [9,72], and overall it has been shown 
to enhance communication and improve collaboration among partici
pants. Some research suggests that this can be explained by the combi
nation of the embodiment properties of multi-user VR (i.e. use of virtual 
avatars) and the immersive, full-scale properties as this contributes to 
both understanding and presence [1,78]. Also, in comparison to other 
types of remote meetings, multi-user VR effectively “shields” each user 
from the real environment and therefore forces them to focus and 
concentrate on the task without the possibility do other activities in the 
background [36]. 

As with single-user VR there are mainly two types of studies when 
considering multi-user VR; those that involve the creation of a custom- 
made prototype, often using a game engine, or those using a dedicated 
commercial application. Belonging to the category of custom-made 
prototypes with Unity, Prabhakaran et al. [61] developed and evalu
ated a BIM-based, multi-user VR-environment for the furniture, fixture 
and equipment (FFE) design sector. Expert interviews during the eval
uation found the system highly useful for FFE stakeholders and revealed 
that the multi-user functionality was seen as a game-changer for 
communication in physically spread-out teams. Similarly, Tea et al. [77] 
conducted an experiment with students to investigate design review 
performance using a custom-made prototype in Unity with multi-user 
functionality in VR. Using a BIM with discrepancies intentionally 
placed, students were able to detect more design errors in a multi-user 
VR environment when compared to using a more traditional approach 
with desktop VR navigation and online video conference tool. Still, as in 
the case of Prabhakaran et al. [62], this study is based on the evaluation 
of a prototype without tasks that are connected to a real-world project. 
Nevertheless, use of students for evaluation in this case is quite common. 
Shi et al. [72] developed a Unity-based multi-user VR system with mo
tion tracking function to simulate hazardous scenarios in order to study 
how social influence affects construction workers’ safety behaviors. The 
system was tested on 126 students and university staff, and showed that 
other people’s unsafe behavior affected participant’s behavior – a sign of 
presence in VR. Social influence, but in a different context, was also 
identified when students inspected an architectural design in both sin
gle- and multi-user VR [12]. Although the model was exactly the same in 
both experiments, it was perceived as having higher fidelity in the multi- 
user version. Also with students, but with the commercial VR-software 
Prospect, Haahr & Knak [31] investigated multi-user VR design re
view. They found that multi-user VR improved communication and 
understanding around design issues, mainly due to the common frame of 
reference, and when compared to performing design review on 2D or 
desktop 3D (i.e. Navisworks) immersive VR improves this process. 
However, geometrical (hard) clash detection was still considered to be 
much more efficient to do in Navisworks. 

So far, it is clear that most research around multi-user VR has been 
done in experimental settings, often with students. However, there are 
also a few examples regarding actual use of the technology in a real- 
world setting. During MEP design review in a real project VR was 
found to clarify aspects difficult to comprehend from conventional 
media and multi-user allowed participants to actually follow each other 
and review the systems collaboratively [84]. Similar benefits were 
identified by Sateei et al. [69], but for architectural design review in a 
public school project with building end-user representatives – several 
previously overlooked critical design issues could be identified and 
resolved in collaboration. Truong et al. [78] explored multi-user VR for 
elevator machine room planning in a fully remote, real-world setting, 
and found that it improved planning accuracy, collaboration, and 
user-satisfaction and brought significant economic benefits to the busi
ness. However, the study also identified interoperability issues and 
technical limitations between BIM and VR. 

To some extent we can summarize that much of the current BIM-and- 
VR research within the AEC industries are still around developing 
various prototypes – often using game engines – that are yet to be tested 
and evaluated in real construction project. In fact, even when 

considering standalone direct-to-VR application most studies are not 
performed in the context of a real-world project. As such, we argue that 
there still exists a research gap when considering real-world use of 
immersive VR in a construction-oriented context. 

2.3. Technical challenges and barriers 

Moving beyond the lack of real-world studies, there are several 
additional challenges and barriers – including technical – for an efficient 
integration of BIM and VR. Prabhakaran et al. [62] did a comprehensive 
review and analysis of challenges facing use of immersive technologies 
within the AEC industries and identified multiple categories. Similarly, 
Chen et al. [21], identified several VR-AEC adoption barriers and their 
corresponding mechanisms. From these studies we found recommen
dations, challenges, and barriers within three recurring technical areas 
that we explore in more detail in the following subsections; Interaction 
(e.g. user interface, tools), Interoperability (e.g. BIM-to-VR conversion, 
data transfer, metadata), and Interactivity (e.g. frame rate, rendering 
performance). 

2.3.1. Interaction 
Although we are not yet at an industry-standard for VR in terms of 

interaction and navigation techniques, some common features among 
different software applications have started to appear, such as teleport 
navigation, miniature models for overview and navigation, and the 
concept of a tools palette. For game engine-based applications these 
similarities are perhaps also due to both Unreal and Unity providing 
their respective VR template and interaction toolkit with ready-made 
interaction functionality [55]. Still, even in these areas there are ques
tions regarding actual implementations, such as strategies for avatar and 
model scaling in multi-user sessions, and choices of design for UI- 
widgets like sliders and buttons [80]. With multi-user capabilities 
there is also the question on how to represent avatars and the impor
tance of representation for communication and collaboration [36,37]. 
Heidicker et al. [35] compared full-body avatars with only head and 
hands avatars in immersive social VR and came to the conclusion that 
full-body avatars was not needed for co-presence in that setting. In fact, 
only head and hands were actually found to be better than a full-body 
avatar with idle animations. This has then been used as argument for 
simpler avatars in other studies and might also, at least to some degree, 
point to the Uncanny Valley effect [74]. However, there is far from any 
consensus around avatar representations and when adding full-body 
motion-capture, users has instead been found to prefer a photorealistic 
full-body avatar [60]. 

Several applications now have functionality for taking measure
ments or making markups in 3D. However, compared to similar func
tionality in conventional BIM-viewers, like Solibri and BIMCollab Zoom, 
measurement in VR is still very basic. In fact, much of the functionality 
that AEC professionals have learned to expect from desktop or mobile 
BIM-viewer, are not yet common features in VR system targeting design 
and constructability review [24,66]. Therefore it actually make sense to 
look at what functionality and features that are considered required in 
non-VR BIM viewers and applications, such as exact measurements with 
snapping, advanced color-coding and filtering color-coding, metadata 
and non-geometrical BIM-object access, and sectioning tools [68]. From 
our previous work we can confirm the request from AEC professionals 
regarding color-coding as well as more advanced measurement capa
bilities [47]. To satisfy the needs in a construction-oriented context a 
measurement tool in VR should ideally offer snapping functionality and 
c/c dimensioning. Systems like Arkio and Gravity Sketch do support this 
type of interaction in VR already today, but as they should be seen as 
more of full-fledged 3D modeling tools than a BIM-viewer application 
for VR, we still consider it an unsolved issue in practice. 

2.3.2. Interactivity 
A fundamental concept of any real-time rendering system is to 
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provide interactivity in the form of a sufficiently high frame rate. For 
modern HMDs this means between 72 and 120 frames per seconds 
depending on manufacturer and model, and failure to reach this target 
will eventually lead to dizziness, fatigue, and/or motion sickness for the 
user [81]. Because of the immersion provided by HMDs, the effects of a 
fluctuating or to low frame rate are typically worse that for non- 
immersive visualizations, such as navigating a 3D-model on a regular 
screen. Whether or not this interactivity demand can be fulfilled de
pends on the hardware (e.g. CPU and GPU performance), software (e.g. 
computing efficiency and acceleration techniques), and model 
complexity (e.g. number of objects and number of triangles). As such, 
the same BIM on the same hardware might behave totally different 
depending on VR application – from perfect to unusable [45]. 

Following the notation used in Akenine-Möller et al. [5], there are 
mainly three different techniques to improve rendering performance; 
simplification (e.g. mesh decimation, LOD, reduce the area of interest), 
culling (e.g. view-frustum culling that skips objects outside of the view, 
occlusion culling that skips objects that are hidden by other objects, 
Fig. 1), or pipeline optimizations (e.g. batching objects together to reduce 
draw calls). MEP-models are often characterized by high geometric 
complexity and therefore candidates for mesh simplification [41,85]. 
However, it can also be difficult to find a suitable level of decimation, 
and not introduce errors when done fully automatically [20]. For typical 
building models – which naturally exhibit a lot of occlusion – occlusion 
culling has been found to provide a suitable choice [45]. Within this 
category of acceleration technique several different algorithms and 
implementations exist, mainly separated by if they require pre- 
computation or not. For instance the built-in occlusion culling system 
in Unity Game Engine requires a pre-computation step. Online occlusion 
culling, on the other hand, require no preprocessing and also supports 
dynamic objects, but has historically required a rather advanced 
implementation to function efficiently [3,54]. However, with recent 
improvements and extensions to graphics APIs like OpenGL, the possi
bilities to implement efficient occlusion culling fully on the GPU has 
emerged using so-called GPU-driven rendering [14]. 

On the one hand, game engines typically have lower performance 
out-of-the-box (i.e. when simply importing a 3D/BIM-model), but on the 
other hand, are flexible enough to allow additional acceleration tech
niques, such as geometry simplification, LOD, or occlusion culling, to be 
implemented and used. For instance, Du et al. [25] found that activating 
occlusion culling in their test project increased frames per second with 
50%. Still, any such technique will bring additional processing time, 
which typically also has to be done again for new versions of the 
building model. 

On the contrary, dedicated direct-to-VR-solution, like IrisVR, Fuzor, 
or Twinmotion, are often optimized to provide a better performance out- 
of-the-box. However, if those systems fail to deliver enough perfor
mance, there is little opportunity other than restricting the area of in
terest (e.g. by using the section box in Revit) or to have certain modeling 
strategies that keep object and triangle count low (e.g. rectangular 
railings instead of cylindrical, less detailed components) [30,84]. For 

instance, when trying to view a BIM of the Library of the Canadian 
Parliament with ~45,000,000 triangles in VR, neither IrisVR nor 
Twinmotion could handle the complexity and produced extremely low 
frame rate. Instead, the model had to go through a number of optimi
zations steps in Rhino and 3ds Max – that reduced the dataset to 
~2,000,000 triangles – before it could be transferred to Unity Game 
Engine and viewed in VR [30]. Similary, Zaker & Coloma [84] had to use 
the section box in Revit on a 40,000,000 triangle model in order to 
guarantee sufficient rendering performance in Fuzor. For some of the 
direct-to-VR-solutions that build upon a game engine, like Unity Reflect 
and Twinmotion, it is possible transfer the scene to the respective game 
engine for further processing and optimization if performance is not 
sufficient. Regardless, large and complex BIMs are not without problems 
when considering immersive VR. 

One might ask if these examples of large BIMs are representative of 
typical projects or just super extreme cases. However, 10 million tri
angles for a single discipline are far from an extreme case today [41]. In 
fact, when looking at federated BIMs from real-world projects like res
idential buildings, high-rise office buildings, or hospitals anything from 
10 to 100 million triangles is possible, as we will later see in this paper. 

2.3.3. Interoperability 
Interoperability issues encountered during the BIM-to-VR process 

typically manifests itself in two different ways; a) either some of the data 
cannot be transferred [85], or b) there is a cumbersome or additional 
step to actually transfer all of the data [49]. Sometimes there can also be 
a combination; the process is complex and inefficient, but still, not all of 
the data is transferred. In general, missing geometry tend not be a 
problem so when referring to (missing) data in this case, the usual 
meaning is BIM-object metadata, such as properties, or material defi
nitions and textures [85]. 

However, the content typically produced in BIM authoring software, 
such as Revit and Tekla, also includes non-physical objects, like spaces, 
rooms, and levels, and also relations and constraints among objects. As 
of today, the only standardized way to exchange and transfer digital 
building models is through the Industry Foundation Classes (IFC) file 
format. The major difference between IFC and general 3D file formats, 
such as FBX, is that it fully supports all BIM content, including spatial 
components, storeys, systems, resources, costs and scheduling data, re
lations, properties, openings, advanced solid geometry, complex hier
archies, assemblies, classification systems, global positioning, and much 
more. Together with other open standards, such as BCF for issue man
agement, and mvdXML for model validation, IFC represents a funda
mental component in the openBIM ecosystem [43]. Still, only a few VR 
projects have adopted IFC as the primary exchange protocol, one being 
the immersive safety training CPVR framework which utilizes IFC-files 
directly and therefore allow user to quickly upload new scenarios 
without further processing [9]. In addition, both Hilfert and König [40] 
and Ojala et al. [57] have presented prototype VR viewers made with 
Unreal for primary use of IFCs, but they have never been tested in real 
construction projects. 

Fig. 1. Culling explained.  
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In practice, the actual BIM-to-VR transfer is either file-based (i.e. 
importing a previously exported file), or addin-based, where the VR 
session is initiated directly from the BIM authoring software using an 
application-specific plugin [6]. Addins – which has the potential to 
extract virtually all BIM-data – are more common with direct-to-VR 
software, like IrisVR or Fuzor, whereas applications and prototypes 
that are created using game engines often rely on a file-based model 
transfer using the FBX file format. Although the FBX file format support 
object properties per se, any BIM metadata is typically not added to the 
file when exporting from Revit or Navisworks, which is an often 
mentioned issue in the literature regarding BIM-to-VR interoperability 
[49,85]. Import speed is another factor, as simply importing a large 
building model (~90,000,000 triangles) from Revit as an FBX-file into 
the Unity Game Engine can take more than 4 h [85]. In addition, the 
game engine route often contains additional step, like mesh processing 
and simplification, materials and texture processing, or other proced
ures [48,85]. These issues are perhaps the reason why interoperability 
and the lack of a smooth and lossless from-BIM-to-VR process often is 
stated as a problem when using a game engine, even if the exact details 
are sometimes omitted [6,78]. Although the use of Unity Reflect and 
Unreal Datasmith have been shown to make this process easier, addi
tional optimization steps such as occlusion baking or mesh simplifica
tion may still be needed with a game engine-based approach [48,62,85]. 
Also, even if object metadata (i.e. BIM-data) is preserved, other types of 
BIM-objects, such as levels and rooms/spaces are not transferred into the 
game engine environment. As we will show later, these types of 
BIM-objects have an important meaning in a construction-oriented 
context and can therefore be used to add other qualities to VR. 

When considering all of the interoperability issues we find in relation 
to the BIM to VR process, it is somewhat surprising that the IFC file 
format hasn’t received more attention, especially for use in real-world 
projects. In fact, when design and construction projects require a 
vendor-neutral BIM exchange format, IFC is the proven, go-to solution. 
In Scandinavia, IFC is the format used by-contract in BIM-based building 
projects, and we now even have examples of so-called Total BIM projects 
where the BIM - in the form of a federated IFC model – is used as the 
legally binding construction document [24]. 

However, the reason for why IFC is not used more for VR can perhaps 
be explained by the observation that interoperability issues and 
rendering challenges are often seen as two separate barriers [62], when 
they are in fact much more related and connected. For instance, the need 
to process and simplify large BIM datasets often comes from the chal
lenge of providing sufficient rendering performance (i.e. frame rate) for 
complex 3D-datasets [30,85]. As this process typically involves addi
tional software, such as 3ds Max, Blender, and also eventually a game 
engine, additional export/import “gates” has to be crossed, which can 
then introduce interoperability issues (i.e. the more processing steps, the 
more risk for interoperability issues and data loss). Hence, by providing 
an efficient rendering system, additional optimization may not be 
needed, which would potentially lead to less interoperability issues. To 
some extent the relation between interoperability challenges and 
rendering challenges could also be seen as reversed. As less sophisticated 
3D-model formats are used (which itself is a source for missing data and 
interoperability issues), such as FBX or OBJ, any rendering or graphics 
system used cannot take advantage of semantic data or logical relation 
between objects to improve rendering performance, but instead has to 
treat the input 3D dataset as a generic set of triangular meshes with no 
further logic than a transform hierarchy. Thus, providing a solution for 
either one of these issues could potentially help solve the other one. 

Our technical contribution to address this problem is conceptually 
simple – by (A) using the IFC file format as the only data source we 
inherently minimize all interoperability issues that a “BIM-to-VR” 
transfer process could encounter, and by (B) utilizing an efficient real- 
time rendering system we can directly visualize complex BIMs without 
the need for geometry simplification or other pre-processing steps. In the 
following sections we will describe the process and the technical details 

to achieve this, starting with the overall research approach. 

3. Research approach 

For the research presented in this paper, design science has been used 
as the overall research framework. Design Science Research (DSR) 
constitutes a problem-solving paradigm that revolves around the crea
tion of an artifact that addresses a problem and provides utility in an 
environment or setting where it is instantiated [38,39]. The result is thus 
the artifact itself, but also the knowledge around how and why it 
enhance or improves on the application context in which it is utilized. In 
practice, this research approach is commonly defined as consisting of 
three interrelated activities: Design, Build and Evaluate. Together, these 
activities form the design cycle, which represents an iterative process 
where design alternatives are generated and evaluated. The design cycle 
is further supported by the relevance cycle and the rigor cycle, which 
helps connect the design activities to the environment (i.e. relevance) as 
well as the scientific knowledge base (i.e. rigor). As already stated, the 
artifact in this particular case is a VR software system for use in a 
construction-oriented context. 

However, although the designed artifact and the knowledge pro
duced around it is the results of an iterative and chronologically 
stretched out process, both are presented in a more compressed and final 
state in this paper, making it appear more like a single design-build- 
evaluate iteration. In practice, however, this process is represented by 
three (3) main iterations. To provide a better context and deeper un
derstanding around the full process, the three main design cycle itera
tions are illustrated in Fig. 2. Within each iteration a number of steps are 
performed, including artifact development, internal evaluation, and 
external evaluation (Fig. 2, Top). The result from one iteration is then fed 
into the next iteration. The artifact has been tested and evaluated during 
field studies conducted at eight case projects (A-G), which will be 
described in detail later in this paper (Section 5) together with technical 
features of the developed VR system (Section 4). As is common in design 
science projects, design criteria and artifact requirements are often 
updated based on discoveries from a previous design-evaluation loop 
together with any changes in the environment and knowledge base. For 
instance, addition of BCF-functionality and mini-model for navigation is 
a direct result from the evaluations during the first iteration. However, 
the most notable addition in this context is perhaps the multi-user 
functionality which was added due to a major change in the environ
ment – the COVID-19 pandemic. With the pandemic leading to re
strictions around physical site visits (remote) multi-user functionality 
became a fundamental feature in order for the research project to 
progress. 

4. The VR system 

As the technical platform in this study we have used and further 
developed BIMXplorer [11,46]. The final version of this artifact is a 
high-performance VR-viewer that supports the IFC file format (IFC2x3, 
IFC4) and creation of federated building models (i.e. typically using a 
single IFC-file per discipline). IFC-files are imported directly and no 
other preparation or optimization is needed before entering the project 
in immersive VR. The developed user interface mainly consists of a tool 
palette with several different tools as seen in Fig. 3. The following is 
some examples of tools that exist; Measurement and dimensioning with 
snapping (also c/c), filtering and color-coding, 3D-markups, object in
formation (BIM-properties) and 3D-labels, section planes, miniature 
model, multi-user functionality (e.g. gather, goto), and BCF snapshots 
(presented more in subsections 4.3–4.6). 

BIMXplorer is developed in C++ and uses OpenGL as rendering API. 
For Oculus HMDs (e.g. Quest and Rift) the Oculus API is used, all other 
HMDs (e.g. HTC Vive) are connected through OpenVR. In the following 
subsections we describe the development of some of the most important 
technical components in more detail, in particular the rendering engine 
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and the algorithm for efficient, GPU-driven occlusion culling. 

4.1. IFC-support and data management 

IFC-files are imported using the xBIM framework [51]. xBIM extracts 
all elements, relations, properties, and quantities, and the actual ge
ometry as indexed triangular meshes. The API is designed so that an in- 
memory representation of the full IFC-file is constructed. That is, users of 
the API can programmatically navigate and query the contents of the file 
exactly according to the IFC-specification. The import speed of xBIM is 

typically around 75–85% compared to Solibri depending on discipline. 
For instance, importing only the architectural model (524 MB IFC-file) 
in project A (see Fig. 11) takes ~120 s. 

All of the vertex data is stored in a single, large array. Individual 
geometries then reference this array with StartIndex and Count. Normals 
are compressed and represented using the format GL_IN
T_2_10_10_10_REV which uses a single 32 bit integer per normal vector. 
In order to speed-up intersection tests, we maintain a dynamic AABB tree 
similar to the implementation in the Bullet Physics Engine that has very 
fast insertion, removal, and update-of-nodes operations [23]. During 

Fig. 2. Design science research process. Top: All the steps performed and (re)routes followed during a single design iteration. Bottom: Step-by-step, start-to-end 
illustration of the three main design cycles performed during this research project, including technical features and case projects (A-H) for each iteration. 

Fig. 3. VR-screenshots from BIMXplorer showing different tools.  
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IFC-import, objects are added to this tree one-by-one. We have debug- 
functionality to move objects in the scene, and even for the largest 
models in our tests (A and B, Fig. 11), we can move around objects in 
real-time. Update speed in this case is an effect of having a GPU-driven 
renderer (see below) as practically all of the CPU is available for other 
processes. Typically, the imported scene is saved to an internal binary 
file format, which is compressed on-the-fly using Zstandard compression 
[86], which is both faster and has more efficient compression than the 
zlib and gzip alternatives. 

4.2. Rendering engine 

High performance even for massive models is provided by GPU- 
driven indirect rendering and occlusion culling that takes advantage 
of modern OpenGL features like indirect draw calls and Shader Storage 
Buffer Object (SSBO) and atomic counters. The occlusion culling algo
rithm and implementation is based on the work of [14] but extended to 
also support visibility- and selection state, materials, and semi- 
transparent geometry. With occlusion culling only potentially visible 
objects are processed by the GPU. The algorithm is explained in the 
following subsections. 

4.2.1. Indirect rendering 
We first describe indirect rendering, and then how this is extended 

with occlusion culling. With indirect rendering we do not issue individual 
draw calls for each geometry object but instead upload a large DRAW 
INDIRECT BUFFER with all the draw calls and then issue a single 
MultiDrawIndirect-call which renders everything. For this to work we 
use a single vertex array (i.e. containing all of the positions for all of the 
geometry in the model), and each indirect draw call contains first and 
count that reference the single vertex array (i.e. first and count being 
similar to a non-indirect draw call). As illustrated in Fig. 4, we keep all 
transformations and materials in two separate arrays. To “connect” the 
indirect draw call with the transformation and the material we use two 
additional arrays with indices. During the indirect draw call the base
Instance value will fetch those indices which we use in the vertex shader 
to lookup the correct transformation and material. These indices are 
instanced attributes and therefore per-draw (i.e. per-batch), and not per- 
vertex. Finally we use a third array with a per-draw selection state, and if 
this value is one (1), we modulate the material with a selection color. 
This approach of rendering selection inherently forces us to update the 
selection state array as soon as something in the scene is selected or de- 
selected by the user. Still, this is actually very fast, even for very large 
scenes. Also, in practice we render indexed triangular meshes, but in the 
illustrations we use draw arrays to make them easier to read. A typical 
BIM-object, like a door, may contain two different materials (e.g. one for 
the frame, and one for the blade), and as such are rendered in two 
different batches. For a scene with n batches, the sizes of the corre
sponding indirect draw buffer, transformation and material indices 
buffers and the selection state buffer is n. The size of the buffer holding 
the transformations is usually smaller, like (3/4)*n, as all batches that 
belongs to a single object share the same transformation. The materials 
buffer is also much smaller than n, as each scene only contains a limited 

amount of unique materials. Size in this context refers to the number of 
individual items in an array, not the data size. For example, a single item 
in the transformations array is made up of 16 floats. 

4.2.2. GPU-driven occlusion culling 
With a GPU-driven rendering pipeline, adding occlusion culling 

essentially boils down to making sure that the DRAW INDIRECT BUFFER 
only contains visible objects. To achieve this we have to introduce some 
additional rendering steps and some additional arrays, most importantly 
one integer array which keeps a record of all the objects and if anyone is 
visible (1) or not (0). As illustrated in Fig. 5, we start (Step 1) each frame 
by filling the DRAW INDIRECT BUFFER with objects that was visible last 
frame. Essentially, we process the visible-objects-array and add an in
direct draw call if the record is “1”, i.e. visible. An atomic counter keeps 
track of the number of draw calls we add to the indirect buffer. Step 2 
renders the previously visible objects with a single MultiDrawIndirect- 
call. Next (Step 3), we render a bounding-box for each object in the 
scene. These boxes are rendered as points in a single draw call and 
expanded to boxes in the Geometry Shader (GS). Use of a Geometry 
Shader is often not advocated due to performance reasons, however, we 
also evaluated rendering unit-boxes with instancing, but it was not 
faster. Nevertheless, if a bounding-box passes the depth test it means it’s 
visible and the Fragment Shader (FS) will add “1” to a (secondary) 
visible-objects-array at the correct index (all positions in the visible- 
objects-array is cleared to zero “0” before Step 3, and as this array is 
bound as an SSBO it is possible to perform scattered writes in the 
Fragment Shader). For Step 4 a similar process as in Step 1 is used, but 
with the main difference that only visible objects that has not already 
been rendered in Step 2 are added to the DRAW INDIRECT BUFFER. 
Finally, Step 5 renders any newly visible objects with a single 
MultiDrawIndirect-call. The secondary visible-objects-array (these are 
swapped from frame-to-frame) now contains the full record of visible 
objects and is used again in Step 1 the next frame. This marks the end of 
the opaque, non-transparent pass. Any semi-transparent objects are 
rendered in a secondary, similar pass, but as objects are not sorted by 
distance, we use the weighted average transparency rendering technique, 
which is order-independent [10]. 

4.2.3. GPU-driven frustum culling 
In comparison to the more advanced occlusion culling algorithm, 

frustum culling is a simpler process as it does not depend on inter-object 
relations. The basic idea is simply to make sure that the DRAW INDI
RECT BUFFER is only populated with objects that intersect the view 
frustum. As illustrated in Fig. 6, this can be performed in three steps. 
First (Step 1)all the bounding-boxes are rendered as points, but in 
comparison to the occlusion culling algorithm they are never rasterized, 
only processed by the vertex shader to see if they intersect the view 
frustum. If so, the corresponding position in the visible-objects-array 
(VB1) will be marked with “1”. After that, Step 2 builds the DRAW IN
DIRECT BUFFER, and then Step 3 renders all the opaque objects (i.e. that 
intersects the view frustum) in a single draw call. Any semi-transparent 
objects are rendered in a secondary, similar pass, but using a order- 
independent rendering technique. 

Fig. 4. Indirect rendering.  

M. Johansson and M. Roupé                                                                                                                                                                                                                 



Automation in Construction 158 (2024) 105233

8

4.3. Section plane outlines 

With a GPU-driven rendering system in place, it makes sense to 
explore other rendering techniques than those traditionally used. One 
such area is the rendering of section outlines, a rendering feature that 
almost has become a must-have attribute in desktop BIM-viewers. 
Although details are unknown as to how the feature is typically imple
mented in desktop viewers, it is assumed that the edges found by 
intersection-testing on the CPU are stored in an array and then rendered 
as lines. We instead developed a fully GPU-driven approach. As illus
trated in Fig. 7 it consists of two passes; A) rendering the scene with the 
clip plane active, and B) adding the GPU-created outlines. The first pass 
(A) is integrated with the occlusion culling algorithm and bounding- 
boxes rendered in Step 3 of that algorithm are discarded if fully 
outside the clip-plane, which means that the corresponding objects are 
not added to the list of indirect draw calls. The second pass (B) activates 
polygon mode “LINE” (i.e. glPolygonMode(GL_LINE)) and then places 
two (2) clip planes near each other, with opposite direction (and slightly 
offset from the one in the first pass), in order to make a “corridor”. Due 
to the rasterizing rules with “LINE”, the polygons will not only be clip
ped, but also produce an edge – the outline edge. Also, in practice, the 
second pass (B) is preceded by a culling pass which collects objects 
whose bounding boxes intersect the clip plane. As such, only a subset of 
the objects is actually rendered. However, to what degree this technique 
is actually better than “CPU-intersection-and-line-rendering” is up for 
question. We have not yet done a performance test between the two 

approaches, and although our technique is fully GPU-driven it is likely 
that rendering lines is actually faster on typical BIMs today. The benefit 
of our approach is that no memory has to be allocated for the line ge
ometry, and also it only spends processing power on outlines that are 
actually visible. On fast GPUs and with very large BIMs this might turn 
out to be preferred characteristics. 

4.4. Filtering and color-coding 

It is possible to control visibility and color of objects based on their 
IFC-properties in a similar way that can be done in Solibri and BIM
Collab Zoom. By defining a set of filters, such as “Color by discipline” or 
“Color by classification code”, etc., the BIM can then be color-coded 
according to request from the user. In VR, the user can then select 
from a list of predefined filters and color-code the model directly in the 
VR interface. Creating a filter can be seen in Fig. 8. Each line is a rule and 
when the filter is activated, rules will be processed from top to bottom 
and each rule will check every object in the scene (i.e. the last rule that 
affects an object decides its color). Two things help us do this fast: First, 
during IFC-import we use a perfect hashing algorithm [22] to give each 
unique string (e.g. PropertySet name, Property name, value) a unique 
integer value. Most of the time a rule will check if a certain string “is 
equal to”, and with hashing we only need to compare integers, which is 
fast. Second, as each SceneObject is a unique, independent object in 
memory, we can use a parallel loop using OpenMP when processing the 
filters [4]. This makes activation of a filter very fast. Fig. 9 shows an 

Fig. 5. Indirect rendering with occlusion culling.  

Fig. 6. Indirect rendering with frustum culling.  
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Fig. 7. Rendering section outlines (yellow). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)  

Fig. 8. Creation of color-coding and filtering rules.  

Fig. 9. Default IFC-colors (left), color-by-system (right). Model from project F.  
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example of filtering that colors MEP objects by system; the first rule 
makes all objects transparent, additional rules color by system name. 
Fig. 8 shows the desktop interface, the VR interface can be seen in Fig. 3 
(top row, second from left). For the model in Fig. 9, activating the filter 
takes less than a second. 

4.5. Snapping 

The measurement tool supports vertex, plane, edge, and center 
snapping. Depending on which pair of measurement points that has been 
selected, a different measurement will be produced. For instance, when 
measuring between two edges, the system tries to measure the shortest 
parallel distance. The logic is copied from Solibri, as this is a tool many 
people on the construction site are used to. The following subsections 
explain the snapping algorithms: 

4.5.1. Edge and vertex snapping 
During IFC-import, the geometry is processed in order to find all the 

free edges per surface and then cache that information. Each object is 
initially seen as a “triangle soup” and surfaces are formed by comparing 
vertices and normals among triangles. Sometimes, surface information is 
already available for the geometry, and the process then becomes 
considerably faster as only free edges need to be found. As an example, 
when using Threading Building Blocks (TBB) with a parallel loop 
implementation [4] this only takes around 2 s for all the geometry in the 
architectural model in project A, see Fig. 11. During measuring, when 
the user points at a surface, all the (pre-calculated) free edges for that 
surface can be obtained from the cache and then see if any edge or vertex 
is inside the snap radius. 

4.5.2. Center snapping 
Many of the ducts, piping, and rebars in an IFC file are often repre

sented as extrusions which naturally gives access to the centerline of the 
geometry. However, depending on the authoring software (e.g. Tekla, 
Revit, or Archicad) these types of object might also be represented with 
explicit geometry, such as a triangular mesh. Due to this a more general 
algorithm to find an object’s centerline was developed – one that works 
directly on triangular meshes and finds the centerline by shooting a 
small number of rays inside the circular geometry. As illustrated in 
Fig. 10, the algorithm finds the starting point and direction of ray #1 
(red) by reversing the intersection normal N (at the position where the 
user is pointing). The endpoint of ray#1 is then found as the intersection 
with the circular geometry. From the midpoint of ray #1, a new ray is 
created (green) by expanding in the direction perpendicular to ray #1. 
Because the geometry is typically faceted (and not a perfect circle), this 
process is continued for a fixed number of rays in order to find an 
approximate center, which is then used as the snapping centerline C. 
However, in practice, this method also first does a Jordan curve test [33] 
on the reversed as well as non-reversed normal-ray (N) in order to find 
out if the user is pointing at the geometry from the outside or from the 
inside. Because of this, it is equally possible to take exact measurements 
also from holes (e.g. distance from a wall edge to the center of an 

opening hole that should be drilled on-site). 

4.6. VR UI and multi-user 

The in-VR tools palette is implemented with Dear IMGUI, but instead 
of rendering the UI to the screen, it is rendered to a texture every frame. 
This texture is then applied on a simple quad rendered above the 
controller. 

The multi-user implementation is based on the Photon Realtime SDK. 
This is a prototype implementation using no other server infrastructure. 
All clients load the same model, and then call “JoinOrCreateRoom” 
(Photon API) with an agreed upon meeting ID. Every modification to the 
shared environment, such as section planes, 3D-markups, or hiding/ 
showing objects is transferred to all clients with the use of Photon 
events. These events use the “SendReliable” and “Cached Event” func
tionality in Photon to make sure that even if a client is connecting much 
later than the other, that client will still receive all the modification 
events that have already happened when joining. Position and orienta
tion of all the clients, on the other hand, is using “SendUnreliable” 
because it is regularly updated anyway. However, in either case, no 3D- 
data is ever sent over the network, just IDs and transformation matrices. 
The only exception is 3D markups which are represented as a polyline 
with 3D coordinates. Voice chat is handled through Discord. 

5. Method and evaluation 

In order to explore the benefits, use cases, and potential of immersive 
VR in a construction-oriented context, we evaluated the developed VR 
system in eight (8) real-world projects with a total of 62 participants 
from the projects. Being part of a design science research projects, this 
meant that the evaluations where conducted as multiple iterations 
distributed over time and also in terms of functionality. The study fol
lows a qualitative approach with empirical data collected by means of a 
questionnaire together with observations, video recordings, and further 
discussions with the participants. In addition, a dedicated quantitative 
rendering performance evaluation has been performed. The following 
subsections describe the case projects and data collection in more detail. 

5.1. Case projects 

The VR system has been evaluated at eight different projects – seven 
buildings and one bridge. These projects where selected primarily 
because they offered opportunity to get real-world practitioners to use 
and evaluate the developed technology in their own projects, thereby 
becoming actual stakeholders and not just general “testers” or “evalu
ators”. In addition, all projects satisfied a number of basic requirements 
for the evaluation:  

• BIM-based design for all disciplines: To support interdisciplinary 
collaboration but also in order for everybody in the project to be 
committed to “trust” and rely on the federated model. 

Fig. 10. Illustration of center-line-finding-algorithm.  
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• IFC-models: To evaluate the openBIM concept, including metadata, 
properties, and BCF.  

• Model and project complexity: To be able to stress-test the 
developed rendering technology and user interface. 

Beyond that, there was an overall strategy (selection criteria) to 
choose projects that also contributed to variation, mainly in terms of 
type but also scope and size. Together, the eight selected projects 
(Fig. 11) represent a diverse set suitable for the evaluation and also 
satisfying the relevance cycle according to DSR. 

These projects where all ongoing, but in different stages (e.g. foun
dation completed, MEP work has just started, etc.). All of them were 
considered “BIM-projects” with all of the design and design collabora
tion done in various BIM systems (e.g. Tekla, Revit, Solibri) and with IFC 
(IFC2x3) as the collaboration format. One of the projects (G) is a “Total 
BIM” project where the BIM is the legally binding construction docu
ment and no traditional 2D drawings are used [24]. The other projects, 
however, still hold a combination of (digital) 2D drawings and BIM as 
the construction documents. All projects feature some degree of parallel 
work between design and construction, however, main focus in the study 
has been from the perspective of construction and not the architectural 
design or the client or building end-users perspective. In Table 1, model 
statistics for the different BIMs is presented. As can be seen, complete 
BIMs from these types of project tend to become very large and therefore 
challenging to render in VR in real-time. However, this has not pre
sented itself as a problem using our GPU-driven rendering techniques. 
All the discipline sub-models in all of the eight projects has been im
ported directly as IFC-files without any need for further processing or 
optimization. No issues regarding frame rate or lag has been noted. 

5.2. Data collection 

In total 62 participants evaluated the VR technology in the 
construction-oriented context of their current project. Several partici
pants used the VR technology at multiple occasions during their current 
project. In the majority of cases, we (i.e. the authors) have physically 
visited the site office in each project to evaluate the VR technology. In 
some cases, a dedicated “VR room” has already been present at the office 
(Projects A, B, G), and in other cases we have brought and set up one or 
more portable VR sets consisting of gaming laptops with NVIDIA GTX 
1080 GPU and different HMDs. During the study, HTC Vive (Pro), 
Oculus Rift S, Oculus Quest 1/2, and HP Reverb G1/G2 have been used. 
Vive has external tracking sensors suitable for a fixed installation 
whereas Oculus and HPs HMDs have inside-out tracking that only takes 
1–2 min. to setup. Due to the COVID-19 pandemic, three of the evalu
ation occasions had to take place fully remote and then a supervisor or a 
BIM/VDC manager at the respective project has set up the VR system. In 
either case, a brief introduction to the navigation interface has been 
provided and after that the first participants has often instructed others. 

The primary focus during the evaluations has been slightly different 

from project to project. In some cases, it has been a more general review 
of the project as a whole, while in other cases there has been a clear focus 
on a specific part, for instance a specific floor or a certain installation 
space. However, important to note is that all of the respondents have 
been actively involved in each respective project. Projects A, D, F, and H 
have been visited several times. Still, all of the functionality in the VR 
system has not been available in all of the evaluation session. For 
instance, multi-user and BCF-functionality was only available in projects 
A, D, E, G, and H. However, multiple VR sets have been available during 
all evaluations sessions. During the evaluation session the researchers 
asked and noted the participants gender and current work discipline/ 
profession and main trade field connected to the construction project, 
see Table 2. In addition, data has been collected by means of observa
tions, recordings, as well as open questions and discussions with the 
participant during the evaluation session. 

To gather empirical data a questionnaire was used containing both 
open and closed questions. The questionnaire started with collecting 
background data about the respondents’ job title and role, age, gender, 
education, experience in the field. The next four background questions 
were related to knowledge and use of BIM and what type of BIM soft
ware’s they use. The next sub-set of (nine) questions was related to 
knowledge and use of VR and how they experienced the presented VR 
system connected to their current work tasks i.e., information they 
require to perform their work, and how they experienced different as
pects of the VR system and its functionality (e.g. measuring tool, multi- 
user). In total the questionnaire contained 18 questions and the partic
ipants conducted the questionnaire after they have used the VR system 
on their current project. In total 34 participants, (four women), 
completed the questionnaire, see Table 3. 

The dedicated rendering performance evaluation was performed on 
two different systems: (a) a gaming laptop with Windows 10 equipped 
with a NVIDIA GTX1080 GPU, Intel i7 CPU, 16GB RAM, and an Oculus 
Rift S HMD, and (b) a gaming laptop with Windows 11 equipped with a 
NVIDIA RTX3070Ti GPU, AMD Ryzen 9 CPU, 16GB RAM, and an Oculus 
Quest 2 HMD connected with the Oculus Link Cable. During this eval
uation fly-navigation was used to follow a pre-defined path in two of the 
buildings – first with occlusion culling activated, and then with only 
view frustum culling activated – while fetching and recording frame 
times from the Oculus API. Several round where performed in each 
mode to see that the performance numbers collected where consistent (i. 
e. to rule out any effect from temporary Windows background tasks and 
updates). In order to further analyze and understand the performance 
results, debug functionality was implemented to be able to “freeze” the 
culling results and display the view frustum while navigating to other 
viewpoints (i.e. as illustrated in Fig. 1). 

6. Results and discussion 

In total 62 persons (seven woman) evaluated the VR technology, 
many of them at multiple occasions, see Table 2. As already stated they 

Fig. 11. Real-world case projects used in this study.  
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all had a formal role in any of the projects (e.g. supervisor, MEP fitter, 
carpenter, etc.) and can therefore be considered actual stakeholders. 
About half of them, 34 persons, also completed the questionnaire, see 
Table 3. In the following subsections we present and discuss the results 
that were captured together via the questionnaire, observations, re
cordings, open questions, and discussions with the test participants. 
However, we first present and discuss the results from the rendering 
performance evaluation. 

6.1. Rendering performance 

The refresh rate of Rift S and Quest 2 is 80 Hz and 72 Hz, respec
tively. In practice, this corresponds to a budget of 12.5 ms and 13.9 ms 
that an application must be able to satisfy in order for everything to be 
perceived as smooth. The difference between 80 Hz and 72 Hz is not 
easily noticeable, but an important thing to understand with display 
technology is that once either system fails to “hold” their target, the 
refresh rate will automatically be reduced to half (i.e. 40 and 36 Hz, 
respectively), which becomes a significant drop. However, there are also 
advanced helper mechanisms, such as Motion Smoothing or 

Asynchronous Space-/TimeWarp (ASW/ATW) that allow these perfor
mance targets to be relaxed during short periods of time, by reprojecting 
rendered images as to “simulate” higher refresh rate. Still, failure to 
meet these targets over longer periods of time (i.e. several seconds) will 
lower the perceived fidelity and significantly increase the risk of motion 
sickness among users [7]. 

To evaluate the rendering efficiency offered by our developed system 
and to see the benefit and effects of GPU-driven occlusion culling we 
primarily used project A, simply because it was the most complex in 
terms of both number of triangles and number of objects. A walkthrough 
was performed at the 8th floor with and without occlusion culling 
enabled as to compare it to only using view frustum culling. The path as 
well as performance graphs showing rendering time is illustrated in 
Fig. 12. The path is represented with a red markup line, starting at the 
star symbol in the lower left corner and going in the direction of the 
arrows. Note that the section plane is for illustrative purposes and in the 
actual tests no section plane was active. The vertical axis in each chart 
shows rendering time in milliseconds (lower is better) and the horizontal 
axis is the number of frames produced during the navigation. The middle 
chart shows the performance for the GTX1080 system and the right chart 
shows the RTX3070 system. In both charts red (top curve) shows the 
render times when only frustum culling is used, and the blue curves 
show render times when occlusion culling is active. 

As can be seen in Fig. 12, occlusion culling significantly improves the 
rendering performance, sometimes as much as 7×. Nevertheless, 
perhaps more important is that view frustum culling alone is not suffi
cient to provide enough performance on either system. In fact, even on 
the faster GPU, during several locations along the path the frame time is 
above 35 ms which corresponds to ~29 Hz. However, due to vsync the 
effective refresh rate might actually become even lower. Even with 
motion smoothing or different warping techniques this is close to un
acceptable as far as performance goes. In comparison, occlusion culling 
allows the frame times to be held below the threshold on both systems. 
The only exception is a very short sequence on the GTX1080 system 
when the frame times peak at 13 ms. Still, during those brief moments, 
the ASW/ATW kicks in and the effect for a user is not really noticeable. 
On the more powerful RTX3070-system the rendering time is consis
tently below 10 ms and therefore has surprisingly much room left before 
performance becomes an issue. Furthermore, as seen on both systems, 
the occlusion culling mode is also offering rather consistent frame times, 
without the strong peaks and fluctuations seen in the frustum culling 

Table 1 
Case projects and model statistics.  

Project A B C D E F G H 

Type Office Office/ hotel Facility Office/ hotel Bridge School Office Residential building 
# of objects 798,059 761,120 227,248 551,654 21,821 158,849 120,585 208,685 
# of triangles 111,339,263 85,643,233 28,873,553 48,375,635 2,172,125 3,493,359 10,267,139 29,621,584 
Multi-user X – – X X – X X  

Table 2 
No. participants per project (A-H) and design cycle (DC), organized by discipline/field.  

Main field/Discipline A 
(DC1/DC2/DC3) 

B 
(DC1) 

C 
(DC1) 

D 
(DC1/DC2/DC3) 

E 
(DC3) 

F 
(DC2) 

G 
(DC3) 

H 
(DC3) 

MANAGER         
Construction supervisor 3/2/1 1 2 − /− /1 – 2 – 12 
Design and Project mngr. 1/− /− 2 – − /1/1 – 1 2 5 
CONSTRUCTION WORKER         
MEP – – 2 − /− /3 – – – 2 
Carpenter − /1/6 – – – – 1 – 1 
Rebar/concrete − /7/− – – – – – – 1 
SPECIALIST/ENGINEER         
MEP/Structural designer – – 1 − /− /3 – 2 – 8 
VDC/BIM coordinator 1/1/1 1 – − /2/2 – 1 . 2 
Construction engineer 1/1/− 1 – − /1/− 2 1 – 2  

Table 3 
Demographics of the participants that completed the questionnaire.  

Job title Total No. 
participants 

Age 
(Years) 

Industry experience 
in the field (Years) 

Construction 
supervisors/ 
Foremen 

11 Mean = 33,9 
(SD = 13,5) 

Mean = 11.1 (SD =
7.3) 

Design and Project 
mangers 

7 Mean = 34,2 
(SD = 6.8) 

Mean = 11.4 (SD =
7.4) 

MEP project leader 
and engineers 

5 Mean = 33.4 
(SD = 6.2) 

Mean = 11.2 (SD =
7.0) 

Carpenter 4 Mean = 33.7 
(SD = 5.8) 

Mean = 10.5 (SD =
6.2) 

Structural engineer 2 33 and 38 14 and 16 
VDC-specialist and 

coordinator 
1 35 2 

Construction 
engineer 

1 35 16 

Rebar/concrete 
worker 

1 22 5 

Technical manager 1 39 16 
Logistics manager 1 32 6  
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only alternative. 
To better understand the reasons for the huge differences in perfor

mance between using only frustum culling and occlusion culling, Fig. 13 
shows the number of objects actually rendered in each mode at a certain 
point along the walkthrough path. On the left side the actual viewpoint 
is seen (top) together with the location along the path and view-cone 
(bottom). On the right side the view-cone is shown together with 
those objects that are rendered when only frustum culling is enabled. By 
only using view frustum culling the system has no knowledge about 
inter-object occlusion and therefore has to render every object that is 
inside the field of view, as illustrated by the view-cone. In the middle we 
instead show only those objects which are identified as potentially visible 
according to the occlusion culling algorithm and therefore the only ones 
that are rendered. Basically, this comparison shows the simple reason for 
why performance is much better with occlusion culling: significantly less 
number of objects are rendered, and therefore the performance increases. 

However, although the difference is not always this strong, frustum 
culling tend to have much more variance in the general case. Fig. 14 
shows the results from a similar walkthrough from project H. As illus
trated by the red markup line the path follows the shared balcony access, 
before entering an apartment and finally ends up at the private balcony 
looking across the courtyard (left). The maximum difference in frame 
time between occlusion culling and frustum culling is ~2×, but while 
OC is having a fairly consistent performance around 8 ms, FC shows 
much more fluctuating characteristics ranging from ~5 to ~18 ms. Due 
to OC having a slight overhead cost, FC can actually be faster in certain 
viewpoints where there are few objects within the field of view. Still, 
such viewpoints are less likely to stress the performance and in the 
general case utilizing OC is a net win. The two rightmost screenshots 
show rendered objects for FC and OC at the end of the walkthrough and 
also here it becomes obvious why performance is better – fewer objects 
are rendered when utilizing OC. Nevertheless, it’s important to note that 
none of these cases are a worst-case scenario for view frustum culling, 
and it would be easy to find viewpoints – such as when the mini-model is 

fully visible – where the difference compared to occlusion culling would 
be much greater. Still, we wanted to give a few representative “normal” 
cases. 

6.2. Navigation, overview, and dimensioning 

Overview and orientation of AEC projects in VR is often highlighted 
as an issue in the literature [50]. The purpose of the mini-model is 
mainly to allow participant to get an overview of the project and ability 
to “jump into” a specific location in the building. The concept is not new 
and has almost become a de-facto standard in recent years [42,69]. Still, 
for very tall buildings it can be difficult to pinpoint a specific floor from 
the mini-model perspective, which was expressed at the first evaluation 
at Project A. Especially construction workers express that a lot of the 
discussions and planning is in relation to the different floors (e.g. “next 
week the ventilation subcontractor will start at the seventh floor.”). To 
handle this situation all the floors (i.e. IfcBuildingStorey) are directly 
extracted from the IFC-files, and exposed as a drop down list in the tools 
palette. Selecting a specific floor will then section the building 1.2 m 
above the floor with the purpose being that it would be easy to jump into 
a specific location (e.g. Room) at a specific floor. For the taller buildings 
this was seen as a huge improvement compared to guessing or visually 
counting floors. This is a good example on how non-geometrical, spatial 
objects in a BIM – that cannot be transferred in general 3D-file formats – 
add value in a visualization session. However, a bit surprisingly, this also 
turned out to be a powerful”2D drawing mode”, allowing participants to 
discuss and review larger areas, such as the main MEP”corridors”, in a 
similar way that is typically done on a blueprint. Fig. 15 illustrates such 
an example from Project D, which was performed fully remote. 

Another aspect seen as an issue in previous research is the ability to 
easily take accurate measurements from the BIM in VR [47]. In fact, 
even in the context of non-VR BIM-viewers this is still considered one of 
the main obstacles for going fully “drawingless” on the construction site 
[24]. Most of the time, it is sufficient to use the perpendicular 

Fig. 12. Navigation path (left), and rendering time for occlusion culling (blue) and frustum culling (red) in project A for the GTX1080 GPU (middle) and RTX3070 
GPU (right). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 13. Illustration of rendered objects with frustum culling (right) or occlusion culling (middle) for the specific viewpoint (left) in project A.  
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measurement (which shoots a dimension ray perpendicular to the 
selected surface), which is a quick way to get the height to the ceiling or 
width of a corridor. However, once slightly more complicated di
mensions are needed, such as shortest distance between two edges, 
snapping becomes very important in order for it to be user-friendly. For 
the MEP-workers, the center snapping was actually seen as something 
completely novel, even in a non-VR context. Many of them were familiar 
with Solibri or BIMCollab Zoom, which does have edge, vertex, and 
plane snapping, but not the ability to use center snap. However, as they 
typically start by placing the hangers, they need the distance from a wall 
or reference plane to the center of the pipe or duct, something that they 
now could easily extract, as seen in Fig. 16. 

6.3. Information and understanding 

Previous studies have highlighted how directly and intuitively peo
ple seem to perceive various situations in a VR environment [82,84]. 
This is strongly confirmed by our data. Above all, it is the fact that the 
model is viewed on a 1:1 scale which is highlighted and several com
ments are linked to how size, spaces, and details, are given a completely 
different understanding and feeling compared to when the model is (re) 
viewed on a regular screen. Furthermore, it becomes clear from the 

observations that review in VR is similar to how you look or inspect 
something in the real world. In several cases, the VR controllers were 
used to represent different tools to see if there was enough space in the 
model to perform a certain set of work steps. On several occasions, users 
also asked for the ability to replace the controller models with that of 
tools, such as a screw driver or wrench, which should be considered in 
future studies. In general, size-related issues, such as height of railings or 
dimensions of openings, are primarily discovered by viewing the model 
in a 1:1 scale and that the users instinctively relate to their own, 
egocentric perspective (e.g.: “that feels like it’s a little low” [Supervisor] or 
“that feels a bit tight” [Construction worker (MEP)]) before using the 
measurement tool. To better illustrate the respondents’ thoughts, we 
give some representative examples of what they answered to the ques
tion “What information do you find (in VR) and want to use?”. Also here 
it becomes clear that it is mainly the visual and geometric representation 
that conveys a large part of the information they seek and find. In fact, 
almost 70% of the answers to this question relate to the visual or geo
metric representation of the model. 

“A lot about planning work steps” [Supervisor] 
“Mainly geometries and clashes between models. It’s like Solibri on ste
roids.” [Structural engineer] 

Fig. 14. Render times (middle) and rendered objects with frustum or occlusion culling (rightmost two) for the specific path and viewpoint (left) in project H.  

Fig. 15. Mini-model used for navigation and overview (From: remote multi-user meeting in Project D).  

Fig. 16. Sectioning, measurement, and dimensioning created directly in VR (From: Project B).  
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“Complex solutions that becomes clearer in a larger 3D model. Better 
understanding of how everything is connected.”[Design manager] 
“A VR model creates a better understanding than a normal, traditional 
BIM models” [Construction engineer] 
“Dimensions, object information, details and sections” [Construction 
engineer] 
“Mainly using VR to see what space is available to be able to plan and 
build in the right order” [Carpenter] 
“Clashes between installations, issues around accessibility” [Carpenter] 
“The same object information as in BIM” [VDC coordinator] 

6.4. Multi-user 

The multi-user functionality was evaluated on five (5) occasions, 
where three (3) of them was performed fully remote. Interestingly, out 
of all the questions in the questionnaire, the one about added value 
provided by multi-user functionality was rated highest and most 
consistent. From the observations, the main difference and benefit 
compared to single-user VR (with multiple participants) is that with 
multi-user it is possible for all participants to share a common frame of 
reference and perspective at the same time. Together with the possibility 
to also point and use markups, etc. to communicate both verbally and 
“(meta-)physically”, it is clear that this leads to a better understanding 
among participants. In the case with multiple users and single HMD, it is 
possible for the VR-user to verbally explain and show and refer to lo
cations in VR (i.e. as the other participants can look at what is happening 
on the screen). However, people “outside” can only verbally commu
nicate with the person using the HMD. Typical - and recurring - exam
ples that led to some frustration during the sessions with single-HMD- 
multiple-participants was when non-VR participants addressed the VR 
participant while pointing at locations and referring to something on the 
screen (which, obviously, was not possible to see for the VR-user). Also, 
even if non-VR participants can see the same things as the VR-user, the 
scale and perspective is not at all the same, which has led to several 
confusions and misunderstandings during these sessions when only 
single-user VR was used. When considering collaboration and under
standing among participants, multi-user has a clear advantage. 

In one of the cases, it concerned a job planning session with a total of 
eight participants who took turns to use three different VR headsets that 
were all available in the same “VR room” at the site office. An additional 
screen was connected to each headset so that those standing outside 
could see what the different people were doing in the VR model, see 
Fig. 17. This session had also been preceded by previous constructability 
reviews and job planning sessions in VR, however on other parts of the 
project and without multi-user functionality. 

The focus in this case was framework supplement on a single floor 
and the responsible supervisor started with a review (in VR) regarding 
how progress was planned on this floor and in what order the different 
disciplines would go and which moments were considered the most 
challenging. This then turned into more discussions about specific places 
and other participants took turns to be inside the model at the same 
time. In order to exemplify the type of discussion that was going on 

between the participants, below is an excerpt from the recorded con
versation during the meeting (#1 = supervisor, #2–3 = carpenters): 

#1: Here we will have to put a screen on the outside because we will never 
get access here with the drywalling. I see that now… 
#2: Yeah, it’s really tight there… 
#1: [takes measurements in the model] …there’s not even enough space 
for a screwdriver so that’s the way we’ll have to do it.... 
#1: …here we also need to build screens first, because this is insanely 
tight. Here we have to go first and THEN the installers. Just have to make 
sure they don’t sneak start here… 
#2: Ohh, yeah, it’s tight all the way here! 
#1: Yeah, it’s very tight. 
#3: There’s so much installations here… 
#3: What if we could go in with a rail before they even cast…? Nah, the 
ceiling is too high here… 

To what extent the use of VR – and multi-user VR – in job planning 
generally improves the end result is difficult to give a definitive answer 
to, as it is possible that a “traditional” session using 2D drawings or BIM 
would have worked just as well. However, many discussions during the 
meeting are about size and space, and in that aspect we know that VR 
contributes to a better understanding. From the questionnaire, it is also a 
very positive rating that is given regarding understanding of the project, 
details, as well as understanding the work of other professional groups and 
disciplines. Furthermore, there are several examples in this particular 
project of design and constructability issues first discovered in VR 
(discussed more in subsection 6.7). Together, all these factors point to 
added value in using VR during job planning and design and con
structability review. What can be said with certainty, however, is that 
the possibility of being several people in the same VR model is consid
ered a clear added value compared to only being able to be one person at 
a time. Or, as the supervisor (#1 in above conversation) expressed it: 

“I thought this was awesome, that we could be several people in the model 
at the same time!” 

6.5. Remote multi-user 

Three of the projects took advantage of the possibility to perform 
multi-user meetings fully remote. The first was a bridge project (E) 
which was reviewed among development and construction engineers, 
and although this was mainly considered to be a technology test, some 
minor issues and clashes regarding the reinforcement was discovered. 
These issues could then be sent back to the design team as a BCF-file, see 
Fig. 18. However, being a bridge project it allowed the VR technology to 
be evaluated in an infrastructure-context, both in terms of functionality 
but also in terms of what types of models and information content that 
can be expected. Notable observations here is that teleport navigation 
have less usage when doing constructability review for a bridge and also 
that sectioning-by-floor doesn’t make sense in this context. Instead, it is 
expected that sectioning along the road- or alignment curve would be 
the corresponding use for infrastructure project with IFC4x3 in the 
future. 

Fig. 17. Job planning with several users simultaneously in the VR model (From: Project A).  
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The second occasion with multi-user was an informative meeting 
around the production sequencing in project G. The meeting was plan
ned to start with testing and evaluate the possibilities of using VR as a 
tool during the project. However, as the VR multi-user worked so well 
the originally planned meeting (i.e. Zoom meeting) didn’t happen and 
instead the sequencing was discussed only in VR. As the federated model 
was very well structured, with properties in each object indicating the 
sub-contract (e.g. ContractID), it was possible to use the filtering func
tionality to color-code and turn them on/off in VR. This essentially 
allowed for a simplified 4D model, albeit without animations, see 
Fig. 19. During this meeting one of the HMDs was an Oculus Quest 2 that 
was connected to the computer using Oculus AirLink, which makes it 
untethered. Although no detail performance analysis was made it was 
observed that it work surprisingly well. There were occasional “lag 
spikes“that made the user aware that the device was not connected by 
cable (i.e. as these spikes never occur otherwise), but other than that no 
major differences, which makes it interesting to investigate further. 

In project D, design and construction were ongoing (in parallel) and 
the VR-session involved two MEP-designers connecting from their office, 
two MEP- and VDC-coordinators at the site office, and two researchers. 
In addition to this, one VDC-specialist connected to the meeting in 
“spectator” mode, i.e. without a HMD. The primary focus was MEP- 
coordination at a single floor where ordinary clash detection and coor
dination had just been completed, but during the meeting several other 
parts of the project, such as the main installation room, were also 
reviewed, see Fig. 20. Below is an excerpt that shows the dynamics that 
arise during the meeting, despite everyone being in different physical 
locations (#1–2 = MEP designers, #3 = MEP coordinator, #4 = VDC 
coordinator): 

#1: So, then we can sneak into the main installation room right here. It’s 
probably a bit interesting… 
#2: Damn, it’s going to be a high ceiling here… 
#1: This was insanely cool to fly around in here! 
#2: Crazy big! In the model, it doesn’t look like that otherwise. I mean, 
when you look at a normal screen… 
#3: I found here, here it seems to be a big issue! I can gather you here… 
#3: It feels like a lot of things are colliding here. If you look down here… 
#4: Yeah, we haven’t really done any [design] collaboration in this area. 
Still a couple of months away… 

However, on the floor that was the primary focus, no immediate 
problems with the installations were discovered. Still, this session 

clearly shows the possibilities of having people from both production 
and design jointly review and discuss the project in VR without even 
having to leave their own workplace. Also, compared to the co-located 
sessions, we see no major differences in behavior among participants, 
either in questionnaire response, or from the observations. 

Overall, it can be stated that the possibility of being several people at 
the same time in the VR model provided a clear added value and 
contributed to increased understanding and communication between 
the participants. Compared to when several people take turns putting on 
the VR glasses and entering the model, communication and under
standing is facilitated by being able to see where the others are, what 
they are looking at and pointing on, and scaling 1:1 and stereo vision 
also means that “everyone sees the same thing”. Even in cases where all 
participants connected from widely different locations, observations 
together with comments and reactions from the participants show that 
they act very much like standing next to each other and looking at the 
same things in the model. 

Previous research on multi-user VR has highlighted the importance 
and effects of realistic avatars on user experience [60]. However, the 
data from our study doesn’t identify that as particular important. 
Nothing was ever mentioned negatively regarding the simplicity of the 
avatars. In fact, the only thing explicitly commented about the avatars 
was a question regarding why one of them had ordinary glasses (i.e. 
spectator mode), and that some participants expressed it was a cool 
thing that a user inspecting the mini-model will appear as a “giant” to 
those being in scale 1:1. Other than that, participants reacted surpris
ingly normal in the interactions with each other and with primary focus 
on the tasks (e.g. design review, planning). Typically they gathered 
around a specific issue, like a clash and then discussed verbally while 
also using pointing, selection, or markups to further aid the discussion. It 
is thus suggested that request and need for realism is instead strongly 
connected to the application and main purpose with the use of the 
technology. With the focus in this context being on use of VR for design 
and constructability review, planning, work preparation, and general 
information about the project, things like photorealism is of less 
importance. In fact, material and colors are instead asked to be more 
symbolic or schematic to illustrate discipline, or functionality (e.g. fresh 
air inlet). With that focus it is perhaps logical that the avatars are of 
more symbolic character. Also, site personnel in Scandinavia today are 
getting more and more used to the concept of BIM and the BIM-tools that 
are often used on site are more”engineering software” with focus on 
geometry and data [24]. That is, high level of detail appears to be more 

Fig. 18. BCF of design issue created in VR and sent back to the design team (From: Project E).  

Fig. 19. Illustration of sequencing using color-coding and filtering from IFC-properties (From: Project G).  
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important than high level of photorealism. It is still possible that more 
realistic, human-like, avatars would improve the user experience, level 
of presence, communication, and social interaction [60], however, it is 
clear that the current approach is”good enough” and does not negatively 
impact the multi-user experience. 

Still, one thing that was identified as a potential issue with remote 
meetings was the number of participants, mainly when the participants 
don’t know each other or have met before. With many users it might be 
difficult to always understand who is talking, especially when the par
ticipants have never met before and can’t easily recall each other’s 
voices. Therefore it is perhaps good to have a limit of around 5–6 par
ticipants. Important to note here is that this was not something 
mentioned by any of the participants (that had all met before in real- 
life), but instead observed by one of the researchers (that had not met 
most of the participants in real-life) during the D project meeting. 

6.6. openBIM, properties, and filtering 

In Scandinavia, BIM-projects are typically synonymous with IFC-files 
from the contractor perspective. In fact, only in rare cases do contractors 
and the on-site organization even have access to the native BIM models. 
There are multiple reasons for this, such as contractual and the need for 
a neutral collaboration format, but also that almost all clash detection 
and model review for non-infrastructure projects is done in Solibri or 
BIMCollab Zoom, using IFC. As such, it is clear that any VR system that 
needs to be used on a regular basis in a construction-context needs to 
have support for IFC. Furthermore, it is clear that the concept of prop
erties and metadata is starting to become common knowledge 
throughout the on-site organization, much thanks to the use of software 
like Solibri, Dalux, and BIM360. Features found in those systems, such as 
filtering, are then requested, or even expected to be found in the VR 
system. As already discussed, in these contexts, realism, materials, and 
textures appears to be of less importance, while instead geometric detail 
and color-coding are features that are considered important and often 
asked for. Given the focus on constructability and planning, for instance, 
the preference for high geometric detail and schematic coloring is 
definitely logical. From the observations (please see the examples from 
project A and C in section 6.7) and comments in the questionnaire we 
can understand the benefits of detailed components for constructability 
review, and also schematic coloring as it helpful to illustrate re
sponsibilities (e.g. contractor ID in project G, new vs. existing in project 
C). Still, this might also – at least to some degree – be connected to 
expectations, as they are all informed that they are about to enter and 
experience “the BIM” in VR. At least for people on-site, from their 
perspective “BIM” and “IFC” is often analogous with Solibri, BIMCollab 
Zoom, Dalux, StreamBIM, or the BIM360 viewer, and probably what 
they are expecting to see. If told that they were about to experience a VR- 
visualization of the project, or a real-time rendering from Revit or 
something from a game engine, expectations might instead be more 
towards photorealism. However, it should also be noted that all of this is 
from the perspective of production, and not from the client or architect. 

Either way, there is definitely potential for future research around this 
aspect. 

From a data management perspective, issues (e.g. design issues) are 
handled differently in all the projects, ranging from simply exchanging 
BCF-files to using more integrated cloud-based solutions (e.g. BIMcollab 
Cloud). However, the common denominator is that BCF can be used as a 
transfer format between different systems, and the possibility to take 
snapshots in VR and export as BCF was considered very useful and also 
important in order for a smooth integration with all the other BIM- 
systems. Still, several participants also asked for the possibility to 
import BCF-issues from other systems into VR for further inspection: 

“Very often we find potential issues and clashes in Solibri, that would be 
very interesting to look further into in a VR environment.” [Design 
manager] 

Regarding interoperability, we have had very few issues with the 
xBIM Toolkit and the IFC-import procedure. With xBIM creating an in- 
memory representation of the whole IFC-file, all of the metadata con
tained in it (e.g. properties, levels, relations, etc.) is available “by defi
nition” as we are not reading another representation of the file, but, in 
fact, the file. The main challenge with IFC-files is instead the geometry, 
as it is often an implicit geometry representation (e.g. CSG geometry) 
that has to be converted to an explicit representation (i.e. triangular 
mesh) in order for the GPU to be able to rasterize it. Still, the only issue 
encountered in terms of geometry is that several objects in the structural 
prefab model in Project A were “inverted” the first time we tested that 
model. BIMXplorer has a “recompute normals on selected objects” 
functionality that we used at the time to fix the problem. However, after 
some searching in the xBIM Github forum we got the tip to check the 
volume of the object – using a tetrahedron volume computation – and if 
negative we simply flip all triangles in the model. Hopefully this will be 
implemented and fixed in the xBIM code as well in the future. Still, as 
this is a very fast calculation we do that during import on all objects with 
a solid geometry, and have had no problem since. In other projects (i.e. 
outside of this study) we sometimes encounter geometry in Tekla models 
that is not imported correctly (but is imported correctly in Solibri), but it 
is a rare case, something like a single object every tenth project we 
evaluate. To summarize, xBIM is a mature, stable, and fast IFC Toolkit. 

6.7. Design, constructability, and planning review 

In project C, the focus was a large installation space that involved 
both new and existing installations. Here, rule-base color-coding was 
applied in order to clarify between existing-to-keep, existing-to-remove, 
and new installations. The work in this area was to begin the following 
week and the MEP subcontractor fitter reviewed the VR model for about 
an hour together with the project manager. They went through the 
planned execution in detail and discovered several places in need of 
modifications. Above all, they discovered that in several places it was 
not an optimal design from a production perspective, and the installa
tion fitter then asked if it was possible to move or draw new pipes and 

Fig. 20. Constructability review with multiple users performed fully remote (From: Project D).  
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ducts directly in the VR model. This was not possible at the time in 
BIMXplorer, but the fitter was then creative on his own and used the 
markup tool with an excessively “thick” pen to simply draw the alter
native piping in 3D, see Fig. 21. After this was drawn up, a number of 
screenshots were taken of the model and these were then used as print- 
outs the following week during the actual execution – a clear example of 
how the use of immersive VR allows better solutions to be found than 
initially designed and planned for. 

This scenario is interesting for a number of reasons; First, it is an 
actual example of Production-Oriented Views [47] created fully in VR, by 
the installation fitter, and then used on-site; Second, it shows the po
tential – and also the need – of bringing construction-knowledge into the 
design process. Ideally, this VR review session should have been held 
already during the design stage; Third, it highlights the importance of 
being able to color-code objects on-demand based on properties, in this 
case illustrated by the need to easily distinguish between different in
stallations; Fourth, it appears that VR, as a user-friendly interface to the 
BIM, “encourage” users to actually edit or change the model in case of 
errors. This last point is also brought up several times in project H, from 
different MEP disciplines, where they basically ask “Can I move this?” 

The multi-user VR job planning session in project A (section 6.4) had 
been preceded by similar planning and review sessions, however 
without the multi-user functionality. Also then, it was a lot about 
sequencing and whether lack of space meant that the planned execution 
order had to be changed. In addition, the following major issues were 
detected in the model, which later had to be updated in the design:  

• Non-optimal placement of stairs in the climbing formwork system 
(logistical issues)  

• Too small openings in prefabricated wall elements (logistical/ 
transport problems otherwise)  

• Too low railings (safety issues), see Fig. 22  
• Wrong type of radiators on one floor (106 pcs), see Fig. 22 

Important to note here is that conventional BIM model review and 
clash detection in Solibri had already been performed without these 
issues being detected. Here, the radiators are perhaps the most inter
esting. Being a high-rise office building, the sill height is the same on all 
floors, except for one. However, design had assumed the same sill height 
and just copied and used the same radiator layout on all floors, which 
wouldn’t work with a lower sill height. From a 2D plan view this is 
impossible to spot, and clash detection will not find it either. Instead, 
one of the construction workers reviewed this floor in VR and instinc
tively though “I can’t mount the brackets behind those radiators”. 

Similar examples that have been found in other projects during this 
study include wrong components (e.g. fire door instead of normal door), 
wrong placement of components (e.g. smoke detectors), lack of space (e. 
g. spaces around doors, stairs ending to close to a wall or door), and 
constructability issues and general design errors (e.g. wrong connections 
between walls and roof). Beyond that, a lot of (physical) clashes have 
been identified. However, these clashes are often in places where there 

hasn’t yet been a “final” clash control. Overall, it appears that clash 
control (e.g. Solibri) work well in most cases and that it is not primarily 
to detect “physical” collisions that VR should be used for – a similar 
conclusion that Haahr & Knak [31] landed at. However, as the above 
examples show, a clash-free model does not automatically guarantee 
that there are no problems or that the design is sound from a con
structability perspective. Ideally, clash detection should therefore run in 
parallel with constructability reviews and in this context VR is high
lighted as a suitable tool by the respondents. 

7. Research limitations 

Due to the strong focus on projects with a relatively high level of 
BIM-use, the participants were generally interested in new technology, 
had knowledge about BIM and also experience from working with 
digitalized, model-based construction. On the one hand, they therefore 
represent a modern, digitalized branch within the construction industry 
that we are likely to see much more of in the future, but on the other 
hand they may not be reflecting the typical or average situation today. 
As such, our results and conclusions might – at least to some degree – 
exhibit pro-innovation bias, which we acknowledge is a limitation of the 
research. However, at the same time the results are forward looking. 

When instead looking purely at the rendering technology, almost the 
opposite can be said. We showed that the developed technology and a 
GPU-driven occlusion culling algorithm allowed large federated BIMs 
from real-world projects to be rendered in real-time on modern HMDs. 
Still, all the HMDs used during the evaluations were connected to a 
(gaming) computer, which, considering the overall focus today on 
developing untethered, standalone devices, might not be a true reflec
tion of the hardware we are likely to see in the future [19]. Even as we 
see impressive performance increase from generation to generation on 
mobile devices, they are currently not near that of the dedicated GPUs 
that has been used in the evaluations in this research project. As such, 
our technological contribution can be considered missing a forward 
looking component, which we acknowledge can be seen as a limitation. 
However, there are multiple sides also to this. With streaming ap
proaches for standalone VR (e.g. remote, server-side rendering across 5G 
networks) the developed technology is, in fact, directly applicable as 
these solutions do use dedicated GPUs. Similarly, if we look enough 
forward in time, also mobile devices will have the same performance 
that dedicated GPUs have today, which will then make the presented 
algorithms equally applicable. 

8. Conclusions 

In this paper we have presented the design, development, and 
evaluation of a multi-user VR system for immersive visualization of large 
and complex BIMs. The VR system address several technical challenges 
and barriers for efficient integration of BIM and VR such as interactivity 
and rendering performance, as well as interoperability and data man
agement through openBIM. The evaluation of this system has focused on 

Fig. 21. Design review and sketch of more production-adapted MEP installation (From: Project C).  
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identifying and understanding benefits and use cases of both single and 
multi-user VR in a construction-oriented context. As gathered from eight 
real-world projects, our data and analysis show that there are great 
benefits and opportunities by letting construction personnel use VR 
technology for design and constructability review, sequencing, and job 
planning. By involving staff with knowledge and experience from con
struction production, many issues have been identified and resolved 
before reaching the actual production stage. In some cases, it has been 
pure design errors or constructability issues, while in other cases it has 
been about changing the sequencing order between disciplines, or 
identifying alternative solutions that would be better from a produc
tivity perspective. The primary benefit of VR compared to non- 
immersive alternatives is found in the 1:1 scale and stereo vision, 
which gives a much better understanding of size, space, and details – this 
at the same time as the miniature model with by-floor sectioning still can 
offer easy overview and orientation similar to a traditional 2D plan view. 
In addition, our observations suggest that participants inspect immer
sive VR-models much like they inspect real environments, using 
egocentric cues and interactions. 

Regarding multi-user VR, this feature was rated very high by all of 
the participants, and it is clear from our results that it improves 
communication, understanding, and collaboration. Even in remote ses
sions, there appears to be a surprisingly high sense of presence among 
participants, mainly facilitated by them being able to see where the 
other users are, what they are looking at and pointing at. Also, multi- 
user interactions do not seem to require realistic avatars in order to be 
efficient. 

Furthermore, with increased on-site use of BIM-viewers like Dalux, 
BIM360, and StreamBIM, site personnel are getting more used to the 
concept of BIM, federation, and properties, and are now starting to 
request features like BIM-properties, filtering, and color-coding also in 
VR. Such features can be provided by directly supporting openBIM and 
IFC which additionally solves many problems with BIM and VR reported 
in previous research, such as interoperability and data management is
sues. In relation to this we also see that high level of detail in combi
nation with schematic coloring appears to be more important than 
realism and textures when used in a construction-oriented context. Still, 
directly supporting federated, high-detail BIMs can be a challenging task 
for a graphics application to manage in real-time, especially with stereo 
rendering and VR. However, as we have shown with BIMXplorer, this 
can be solved by occlusion culling and modern, GPU-driven rendering 
techniques. 

For future work it would be interesting to explore the use of VR 
technology with a construction-oriented focus already during the design 
stage by bringing in knowledge and experience from production. 
Although we see in this study that the VR technology allows design is
sues – or even better solutions – to be found before reaching the actual 
production stage, it would be preferable to identify it already at the 
design stage. Given that the general use of desktop computers, design 

software, and BIM-tools are typically higher during this phase it is 
probably even easier to integrate the VR technology already during 
design. Here, multi-user capabilities can also make it easier to gather the 
required competence without the need for everyone to meet at the same 
physical location. Another, related, interesting topic would be investi
gation around the relation and importance of geometric detail and 
suitable representation and level of realism for various stages and 
disciplines. 

Regarding technology it is reasonable to expect that with untethered 
and standalone VR devices it would be easier to integrate VR as tool for 
daily use in construction, simply because then we can exclude the need 
of a PC. Still, as we have presented in this paper, real-world models from 
real-world projects tend to be extremely large and complex, which 
makes this a less easy task in practice. The next logical step would 
therefore be to focus on developing strategies and algorithms to support 
large model rendering even on standalone devices like Oculus Quest. 
Even if GPU-driven, indirect rendering and occlusion culling is expected 
to be useful also here, these devices will still not be able to render nearly 
as many visible triangles as dedicated GPUs, which means that also 
level-of-detail or prioritized rendering needs to be considered. 
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