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Abstract We propose a modified low-complexity architecture for hierarchical distribution matching (DM), 

achieving 222-ary quadrature amplitude modulation or 4.32-Tb/s data rate on a field programmable gate 

array with a limited rate loss. Such a performance–complexity balanced DM helps minimizing the power 

consumption with probabilistic shaping. ©2023 The Author(s) 

Introduction 

Energy-efficient communications are required for 

achieving green sustainable societies. In the 

optical fiber communication field, the typical 

solution is increased throughput per optical 

wavelength channel, i.e., higher and highly 

granular baudrate and information rate (IR). Here, 

we usually employ polarization-division 

multiplexed in-phase and quadrature modulation 

with coherent detection and digital signal 

processing (DSP) [1]. The latest standard utilizes 

soft-decision (SD) forward error correction (FEC) 

and flexible quadrature amplitude modulation 

(QAM) [2,3]. More flexibility in IR and a better 

performance are realized by probabilistic 

constellation shaping (PCS) [4,5]. 

For practical reasons, the PCS coding is 

usually placed outside the FEC coding. PCS 

coding is called distribution matching (DM), 

because it explicitly or implicitly matches the 

probability distribution of channel-input symbols 

to a desired distribution. Several DM techniques 

have been proposed, such as constant-

composition DM [6], enumerative sphere shaping 

[7], hierarchical DM (HiDM) [8], and prefix-free 

code DM [9]. Among these, only HiDM and prefix-

free code DM have been implemented on a field-

programmable gate array (FPGA) [10–15]. 

To enhance the energy efficiency, we require 

not only low complexity but also high 

performance, because the throughput (i.e., net 

data rate) becomes limited at a given optical 

wavelength when the performance of the DSP 

and analog devices is poor. The redundancy at a 

given required signal-to-noise ratio (SNR) with 

low-performance PCS/FEC is larger than that 

with a high-performance one. This higher 

redundancy results in higher baudrate and higher 

power consumption.  

The original contribution of this work consists 

of clarifying the dependence of the energy 

efficiency on the performance–complexity 

tradeoff of PCS, proposing a low-complexity 

hierarchical DM, and implementing the proposed 

DM at record-high data rates up to 4.32 Tb/s. 

Energy efficiency in systems with PCS 

This section explains the energy efficiency 

dependence on the PCS implementation. First, 

we quantify the baudrate increase in systems 

with PCS. We assume fixed net data rate and 

required optical SNR (ROSNR). The target 

channel-input entropy is 3.8 bits per two-

dimensional (2d) symbol without the PCS 

implementation penalty (i.e., at zero rate-loss). 

There are various realizations of the performance 

and complexity combinations. The performance 

is given by the required SNR (RSNR) penalty in 

the PCS implementation, 𝛼. The DM complexity 

is quantified by additional power consumption of 

optical transceiver functions, 𝛽, compared with a 

system without PCS at a given baudrate. For 

example, a high-performance DM has the 

combination (𝛼, 𝛽) = (0.1 dB, 10%), while a low-

complexity DM could have (0.5 dB, 1%). For a 

large 𝛼, to satisfy the net data rate and ROSNR, 

the PCS redundancy must be large, which 

requires a higher baudrate. Note that the 

performance improvement by the PCS should 

cope with the noise bandwidth increase caused 

by the baudrate increase (in other words, PCS 

must have a net coding gain larger than 0 dB). 

Fig. 1 shows an example of the baudrate 

increase 𝑟 as a function of RSNR penalty in the 

PCS implementation. There are three cases: a) 

fixed RSNR, b) fixed ROSNR without transceiver 

(TRx) noise, and c) fixed ROSNR with TRx noise 

(–20 dB at 𝛼  = 0 dB and proportional to the 

baudrate). The result for case b) is practically 

more relevant than a), because the system 

performance is usually characterized by OSNR 

rather than SNR. While case c) is more specific 

and practical than b), the baudrate difference 

between b) and c) is small. 

Fig. 2 shows the additional power 

consumption with PCS, (1 + 𝛽)(1 + 𝑟) − 1, at a 

given ROSNR without TRx noise as a function of 

𝛼  and 𝛽 . Interestingly, the additional power 

consumption with DM having parameters of (𝛼, 

𝛽) = (0.2 dB, 5%) is lower than that of (0.6 dB, 

0.1%). Thus, an energy-efficient PCS system 



 

  

requires a high-performance DM with a moderate 

complexity.  

Principle of lower-complexity HiDM 

The PCS performance significantly influences the 

energy efficiency in entire systems as described 

above. HiDM, having tree-structured and layered 

look-up tables (LUTs), has been implemented on 

an FPGA several times [10,13–15] because of 

the good balance between performance and 

complexity. This section proposes a modified 

HiDM for reducing the complexity further. Fig. 3 

shows the HiDM schematic, where the encoding 

process goes from left to right and the decoding 

in the opposite direction. In the modified HiDM, 

small functions indicated in orange are added 

between the layers to reduce the number of bits 

at each LUT interface. 

Figs. 4 and 5 show (a) the conventional and 

(b) the proposed inter-layer connections in 

encoding and decoding, respectively. In the 

conventional encoding in Fig. 4(a), an LUT at 

layer ℓ + 1  converts the input symbol 𝑋ℓ+1
𝐵  into 

output symbols 𝑌ℓ
𝐴 and 𝑍ℓ

𝐴, which are fed to two 

LUTs at layer ℓ. Here the superscript 𝐴 denotes 

the required number of bits for labelling the 

symbol. While there are totally 22𝐴  possible 

combinations of  (𝑌ℓ
𝐴, 𝑍ℓ

𝐴) , the actual combi-

nations are limited to 2𝐵 , where 𝐵  denotes the 

number of bits fed to the LUT at layer ℓ + 1 and 

𝐵 <  2𝐴  to perform PCS. Fig. 6 shows an 

example of a (𝑌ℓ
𝐴, 𝑍ℓ

𝐴)  combination for (𝐴, 𝐵) =

(8,12), where there are 65536 candidates (entire 

region) and 4096 used cases (blue markers).  

Fig. 4(b) shows the proposed more efficient 

schematic with additional functions exploiting the 

features in Fig. 6. When either 𝑌ℓ
𝐴 or 𝑍ℓ

𝐴 is large, 

the other is small (see for example [8, Tab. III]). 

To accomplish this we introduce an adaptive 

partitioning (AP) of the (𝑌ℓ
𝐴, 𝑍ℓ

𝐴)  space into 

several regions, here denoted by 𝑅1 to 𝑅3. LUTs 

store the prefix 𝑃ℓ
𝐸  for the selected region and 

𝑈ℓ
𝐴𝑉ℓ

𝐷 for the location inside the region. The total 

number of bits 𝐶 = 𝐸 + 𝐴 + 𝐷 can be designed to 

be smaller than 2𝐴 . To ensure the desired 

symmetry between 𝑌ℓ
𝐴  and 𝑍ℓ

𝐴 , indicated by the 

dashed line in Fig. 6, LUT ℓ + 1  encodes 

(𝑈ℓ
𝐴, 𝑉ℓ

𝐴) as follows: (i) If 𝑈ℓ
𝐴 ≠ 𝑉ℓ

𝐷, then 𝑌ℓ
𝐴 = 𝑈ℓ

𝐴 

and 𝑍ℓ
𝐴 = 𝑉ℓ

𝐷  for 𝑆ℓ
1 = 0, and 𝑌ℓ

𝐴 = 𝑉ℓ
𝐷  and 𝑍ℓ

𝐴 =
𝑈ℓ

𝐴  for 𝑆ℓ
1 = 1 . (ii) If 𝑈ℓ

𝐴 = 𝑉ℓ
𝐷 , then  𝑌ℓ

𝐴 = 𝑍ℓ
𝐴 =

2𝑈ℓ
𝐴 + 𝑆ℓ

1. Case (i) ensures that the top-left and 

 
Fig. 1: Baudrate increase 𝒓 as a function of RSNR penalty 𝜶 

in PCS implementation under requirements a), b), and c). 

 
Fig. 2: Additional power consumption with PCS at a given 

ROSNR for various performance–complexity realizations. 
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Fig. 3: HiDM modification: orange denotes the new function. 

 
Fig. 4: Inter-layer connection in HiDM encoding. 

 
Fig. 5: Inter-layer connection in HiDM decoding. 

 
Fig. 6: Exemplified combinations of (𝑌ℓ

𝐴, 𝑍ℓ
𝐴). 
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bottom-right parts of Fig. 6 are encoded similarly, 

whereas case (ii) takes care of the diagonal, to 

which no symmetry applies. In the latter case, 𝑆ℓ
1 

serves as the least significant data bit. 

Fig. 5(b) shows the modified decoding 

schematic. As the inter-layer operation, cases (i) 

and (ii) above are reversed to recover (𝑈ℓ
𝐴 , 𝑉ℓ

𝐷). 

The address conversion (AC) LUT and the 

addition follows to give a unique index 𝑊ℓ+1
𝐵−1 =

𝑇ℓ
𝐵−1 + 𝑉ℓ

𝐷 ∈ {0,1, … , 2𝐵−1 − 1} , where the AC-

LUT derives 𝑇ℓ
𝐵−1 = 𝑂[𝑈ℓ

𝐴]  with the offset 

function 𝑂[𝑘] = 𝑂[𝑘 − 1] + 𝑐𝑜𝑢𝑛𝑡 𝑖𝑓(𝑈ℓ
𝐴 = 𝑘 − 1) 

for integers 𝑘 ≥ 0 and 𝑂[−1] = 0.  

The complexity of HiDM is mainly 

characterized by the memory size 𝕊 = 𝑛out2𝑛in in 

the LUTs, where 𝑛in and 𝑛out denote the number 

of input and output bits, respectively. At layer 

ℓ + 1 , (𝑛in, 𝑛out)  are (𝐵, 2𝐴)  and (2𝐴, 𝐵)  for the 

conventional and (𝐵 − 1, 𝐶) and (𝐵 − 1, 𝐵 − 1) +
(𝐴, 𝐵 − 1) for the modified encoder and decoder, 

respectively. For example, the sum of 𝕊 at layer 

ℓ + 1  is reduced by 16 times (from 851968 to 

51968) by the modified HiDM in case of 

(𝐴, 𝐵, 𝐶) = (8,12,13).  

Example of implementation and experiment 

We implemented the modified HiDM encoding 

and decoding on a single FPGA chip. The first 

example (a) supports various QAM formats 

including hyper-scale QAM up to 222 constellation 

points and data rates up to 1.6 Tb/s on the Xilinx® 

Virtex® Ultrascale+TM VCU128. Example (a) 

consists of 8 sub-DMs, which each treats up to 

768 shaped bits (for being combined with 256 

unshaped sign-bits) at 200 MHz. The second 

example (b) is for the minimal constellation of 

binary amplitude-shift keying, achieving 4.32 

Tb/s 16-QAM on the VCU118. Example (b) 

consists of 16 sub-DMs, which each treats up to 

512 shaped bits (for being combined with 512 

unshaped sign-bits) at 264 MHz. The resource 

utilization including logic elements (“LUT as 

Logic”), registers, and random access memory 

(RAM) and the utilized chip areas are 

summarized in Tab. 1 and Fig. 7, respectively. 

We also implemented the additional feature of 

compressed shaping [16], which reduces the 

channel-input symbol entropy ℍ by exploiting the 

source sparseness with a compression stopper to 

avoid excess transmission penalty [17].  

Fig. 8 shows experimental results with the 

FPGA for example (a). The examined 

constellations are 128-, 4096-, and 222-QAM, 

having an IR ℝ of 6.375, 10.75, and 19.5 bits per 

2d symbol, respectively. We swept the probability 

of a ‘0’-bits fed to the encoder (i.e., the source 

mark ratio) ℙ  and observed ℍ . As in previous 

work for small-order QAM [16], ℍ was reduced 

when ℙ was different from 0.5, which showed the 

proper operation of the implemented FPGA. At 

ℙ =0.5 (without compressed shaping), the rate 

loss ℍ − ℝ was 0.055, 0.074, and 0.075 bits per 

2d symbol for 128-, 4096-, and 222-QAM, 

respectively, where the block length was 128, 64, 

and 32 2d symbols and the SNR penalty was 

around 0.2 dB. Regarding example (b), the status 

is that the FPGA implementation has been 

completed and the experimental evaluation has 

not yet, which is the next step. Based on the 

design, 16-QAM shows comparable rate loss with 

example (a). 

Conclusions 

HiDM was modified for low complexity by 

reducing the memory size to, e.g., 1/16. With the 

modified architecture a record-high QAM-order of 

222 or 4.32 Tb/s data rate was implemented on a 

single FPGA with an SNR penalty around 0.2 dB.  
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Tab. 1: Resource utilization of modified HiDM with 

compressed shaping on a single FPGA chip. 

(a) hyper-scale QAM, 200 MHz on VCU128 

Item Used Available 

LUT as Logic 640377 1303680 

Register 1004969 2607360 

Block RAM 770 2016 

(b) 4.32 Tb/s 16-QAM, 264 MHz on VCU118 

Item Used Available 

LUT as Logic 594328 1182240 

Register 813476 2364480 

Block RAM 2032 2160 

 

 
Fig. 7: Utilized areas of a single FPGA chip for (a) hyper-

scale QAM and (b) 4.32 Tb/s 16-QAM. 

 
Fig. 8: FPGA evaluation results for the example (a). 
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