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Abstract

The ever-growing demand for higher data rates has driven continuous developments in
communication systems over the years. As upcoming high-bandwidth services require
even higher data rates, future digital communication infrastructures must undergo con-
tinuous upgrades to provide increased capacity. Recently, machine learning has surfaced
as a potential tool to augment this capacity further. A particularly promising avenue lies
in the application of autoencoders. These can concurrently optimize both the transmitter
and receiver tailored to a specific channel model and performance metric, a paradigm
commonly referred to as end-to-end autoencoder learning.

In this thesis, we study different aspects of using machine learning for physical-layer
communications, spanning wireless and optical communication in terms of applications
and unsupervised, supervised, and reinforcement learning in terms of methodologies. The
main contributions of this thesis are listed as follows.

Firstly, to overcome the challenge that standard end-to-end autoencoder learning re-
quires a differentiable channel model for gradient-based transmitter optimization, Paper
A and Paper B explore reinforcement learning-based transmitter optimization. In Paper
A, considering that reinforcement learning-based training necessitates sending a feed-
back signal from the receiver to the transmitter, we propose a novel method for the
feedback signal quantization. Simulation results demonstrate that the proposed quanti-
zation scheme facilitates effective transmitter learning with limited feedback. In Paper B,
reinforcement learning is applied to mitigate transmitter hardware impairments. A novel
digital predistorter based on neural networks is introduced and trained in a back-to-back
optical fiber transmission experiment. Experimental results demonstrate that the pro-
posed digital predistorter effectively mitigates transmitter impairments, outperforming
commonly used baseline schemes.

Secondly, Paper C and Paper D focus on supervised learning, with an emphasis on
improving the interpretability of end-to-end autoencoder learning-based communication
systems. In Paper C, a novel model-based autoencoder is proposed for nonlinear sys-
tems. By decomposing the autoencoder-based transceivers into concatenations of smaller
neural networks, the proposed method allows for the visualization of each learned func-
tional block, improving the interpretability of the learned transmission scheme. Paper D
interprets the learned solution from a different perspective by carefully selecting baseline
schemes. We demonstrate that, for the linear systems considered in Paper D, machine
learning methods do not significantly outperform conventional model-based approaches.
Instead, they learn invertible transformations of these model-based solutions.

Lastly, Paper E focuses on unsupervised learning, addressing the problem of blind chan-
nel equalization for both linear and non-linear channels. By introducing a constraint to
the latent representation of a standard autoencoder, a novel autoencoder-based blind
equalizer is formulated. Simulation results demonstrate that, for both linear and non-
linear channels, the proposed equalizer can achieve similar performance as conventional
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data-aided equalizers while outperforming state-of-the-art blind methods.

Keywords: machine learning, neural networks, autoencoders, physical-layer communi-
cations, digital signal processing, hardware impairments, equalization.
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Overview
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CHAPTER 1

Introduction

In an era of technological breakthroughs and innovations, the worldwide Internet traffic
volume has experienced exceptional growth in the last 20 years, and it is expected that
this trend will continue in the future [1]. The driving force behind this trend can be
attributed to bandwidth-intensive services such as cloud computing, video streaming,
and autonomous driving. To meet the ever-growing demand for high-bandwidth services,
significant efforts are required to increase data rates and spectral efficiency (SE) in both
wireless and wired communications.

One of the key enablers for supporting the ever-growing high-bandwidth services is
fiber-optic communication systems. Today, they constitute the backbone of the Internet
due to their capabilities to provide extremely high data rates. Traditionally, communica-
tion systems, both wireless and wired, have relied on precise and well-understood math-
ematical models that perform exceptionally well in numerous practical scenarios [2–4].
Yet, the same approach—designing systems based on well-established mathematical mod-
els—might prove insufficient for the development of next-generation fiber-optic commu-
nication systems for various reasons, including but not limited to the following. Firstly,
the model assumptions used in current optical fiber system designs may be inadequate
for future generations of systems. For instance, many digital signal processing (DSP)
techniques in today’s transmission systems, like frequency domain equalizers [5], operate
under the assumption of a linear channel. Such an assumption may no longer hold true
for future systems, particularly when high data rates necessitate increased transmission
power to meet thesignal-to-noise ratio (SNR) requirements associated with advanced
modulation schemes [6, 7]. Although researchers today possess a comprehensive under-
standing of the nonlinear signal propagation within optical fibers, the DSP algorithms
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Part I

needed to compensate for these nonlinear impairments remain prohibitively expensive for
practical implementations [8,9]. Secondly, the mathematical frameworks that researchers
use today may prove incomplete for future optic-fiber system design. For example, due
to limitations in hardware technology development, practical transceiver hardware are
non-ideal and introduce impairments to the transmitted signal [10–12]. Addressing these
hardware-induced challenges in the design phase is crucial for preserving signal integrity.
However, many existing hardware models frequently fall short in accuracy [13] or are
too complex to be included in the transceiver design phase. Thirdly, and perhaps most
crucially, developing mathematical models that accurately describes future optical com-
munication systems might be excessively complex [14]. And, even if such models exist,
they could be impractical or challenging to solve [3]. Specifically, next-generation systems
are expected to support extremely high data rates and low latencies while also enabling
dynamicity, flexibility, and efficiency to meet the heterogeneous quality of service re-
quirements of various emerging applications [3, 14]. Consequently, the mathematical
complexities underlying these problems can become too intricate to describe and are
often too complex to be solved.

Due to these reasons, traditional design methods for fiber-optic communications may
fall short in addressing the requirements of upcoming applications, and new design tools
are needed to assist with the evolution of future generations of optical transmission
systems.

1.1 Background and Motivation
In recent years, the ever-expanding availability of data combined with increased access
to computing power has propelled machine learning into a revolutionary force across
numerous domains. This advancement has unlocked unprecedented applications and
achieved performance benchmarks that significantly surpass traditional methods. In
particular, such transformations have been evident in application areas that have limited
theoretical foundations and lack robust models, such as image processing [15], natural
language processing [16], and autonomous driving [17]. However, the same cannot be said
for digital communications, a field deeply rooted in information theory and statistics, and
firmly based on well-established mathematical models. At first glance, one might assume
that integrating machine learning into the design of fiber-optic communication systems
would yield only incremental, if not negligible, gains. Yet, as optical communication
systems become more complex, the design of the physical layer, i.e., the development of
optimal transmission and detection methods, also becomes more challenging. Machine
learning is envisioned as essential for the next generation of systems for the following
reasons.

First, machine learning excels when there is a mismatch between models and real-
world scenarios [18, 19]. Particularly, communication system design traditionally relies
on modeling assumptions, such as linearity, Gaussianity, and stationarity. While these
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assumptions make models mathematically tractable and suitable for analysis, they fall
short in accurately representing real-world systems affected by both linear (e.g., band-
width constraints [20]) and nonlinear effects (e.g., transceiver imperfections [21] or fiber
nonlinearity [22]). In such cases, machine learning techniques shows great potential
to significantly enhance the performance of conventional method, as they are directly
learned from data and are not constrained by the modeling assumptions [23,24].

Second, machine learning is valuable when algorithms involve heuristics for parameter
selection [25]. For example, an iterative decoding algorithm (e.g., a belief propagation
decoder) requires heuristic selection of iterations to trade-off performance and complex-
ity [26]. Algorithms based on solid theoretical foundations with performance guarantees
can become suboptimal if parameters are not appropriately chosen. Optimizing these
parameters is often non-trivial and, in some cases, mathematically intractable. In the
absence of closed-form solutions, traditional approaches rely on experience, intuition,
and extensive manual tuning. Machine learning provides an effective solution to opti-
mize these parameters without explicitly solving complex optimization problems.

Third, machine learning is beneficial when algorithms are computationally prohibitive [9,
27]. While some problems have provably optimal solutions (e.g., maximum-likelihood
decoding [28]), these may be too complex for practical implementation, resulting in in-
efficiencies in terms of execution time and energy consumption. Machine learning offers
the opportunity to replace/approximate such algorithms with highly parallelizable struc-
tures, for example neural networks (NNs), that execute efficiently and with reduced
energy consumption [9, 29,30].

Finally, machine learning is instrumental when the goal is end-to-end performance opti-
mization [31,32]. Traditional communication systems are typically modeled as a sequence
of individual blocks, each designed for a specific task (e.g., channel coding, modulation,
pulse shaping, and equalization) [33]. Although this approach has led to the efficient, ver-
satile, and controllable systems we have today, it is not clear that individually optimized
processing blocks achieve the best possible end-to-end performance. For example, the
separation of channel coding and modulation are known to be sub-optimal [34]. Addi-
tionally, this modular approach necessitates optimizing each individual block separately,
as joint block optimization becomes exceedingly complex. Machine learning, however,
provides a straightforward means of optimizing end-to-end performance by directly mod-
eling the entire system without the constraints of a modular structure.

1.2 Scope of the Thesis
In this thesis, we investigate the potential of applying deep learning (DL) techniques to
assist the design of communication systems. Our primary focus is on utilizing end-to-end
autoencoder (AE) learning for joint transceiver optimization. Regarding this topic, our
main contributions are threefold (in papers A-D), which we summarize as follows:

• In Papers A and B, motivated by the challenge of AE-based transmitter train-
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ing imposed by gradient-based optimization, we investigate the use of reinforce-
ment learning (RL) for transmitter NN training. Paper A concerns feedback signal
quantization when RL is used for transmitter optimization, while Paper B studies
RL-based digital predistortion (DPD) training in an experimental setup.

• In Paper C, inspired by the difficulty of interpreting a learning-based approach that
provides a “black-box” solution, we design an AE-based transceiver following the
modular structure of a conventional system. By doing this, the proposed method
outperforms the conventional solution while also enabling us to interpret the learned
solution.

• In Paper D, our focus lies in utilizing AEs to learn multiple-input multiple-output
(MIMO) and multi-user (MU) communications. Through carefully selecting bench-
marks, we are able to provide additional insights, and sometime full interpretations,
of the AE-based solutions.

A second research topic in this thesis concerns blind channel equalization, which we
study in Paper E. Motivated by the fact that data-aided equalizers require pilot data
transmission (which leads to a loss in information rate), and traditional blind equalizers
do not perform well, we propose a novel blind equalization method based on latent space
constrained autoencoders (LSC-AEs). We validated the proposed blind equalizer over
both linear and nonlinear channels, and simulation results show that the proposed method
can achieve similar performance as traditional data-aided equalizers while outperforming
state-of-the-art blind equalizers.

1.3 Thesis Organization
The thesis is divided into two parts, where the first part serves as an introduction to
the appended papers in the second part. The remainder of the introductory part of this
thesis is structured as follows: Chapter 2 first briefly reviews the general setup of a digital
communication system, after which the channel models as well as hardware impairments
considered in this thesis are introduced. Chapter 3 introduces the basics of DL and
its applications to physical-layer communications. Chapter 4 introduces end-to-end AE
learning-based communication system design, where recent advances and challenges are
discussed. Finally, the introductory part of the thesis is concluded in Chapter 5, where
we briefly summarize the contributions in the appended papers.

Notation
The introductory part of this thesis uses the following notation conventions. The sets of
integers, real numbers, and complex numbers are denoted by Z, R, and C, respectively.
A finite set is denoted by X with |X | denoting the cardinality. We use boldface letters
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Chapter 1

to denote vectors and matrices (e.g., x and A), and we use ( · )⊤ to denote transpose.
For a vector x, xi denotes the i-th element of x and ∥x∥2 denotes the squared Euclidean
norm. In is the n × n identity matrix. CN (x; µ, Σ) denotes the distribution of a proper
complex Gaussian random vector with mean µ and covariance matrix Σ, evaluated at
x (x may be omitted to represent the entire distribution). E{ · } denotes the expected
value. The imaginary unit is represented by j =

√
−1. The probability of an event is

denoted by Pr( · ). The probability mass function of a discrete random variable X at x is
denoted by PX(x), and the probability density function of a continuous random variable
X at x is denoted by fX(x). Lastly, for a parametric function characterized by a set of
parameters ρ, we denote it as f( · ; ρ) when it yields a single output and as f( · ; ρ)
when it generates a vector output.

There are some notational inconsistencies across the introductory part of the thesis
and the appended papers. Wherever such inconsistencies appear in the appended papers,
we adhere to the notations used in each respective paper.
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CHAPTER 2

Coherent Communications

In this chapter, we start with an overview of classical communication systems. We are
concerned with coherent communications, where information is modulated onto both
the amplitude and phase of the transmitted signal. We then discuss the key functional
blocks in modern coherent systems, followed by brief descriptions of the channel models
and hardware impairments considered in this thesis.

We highlight that the discussions and nomenclatures in the remainder of this chapter
are tailored to coherent fiber-optic communications, despite wireless channels were ex-
amined in Paper D and part of Paper E. We justify our choice of presentation as follows.
The wireless channel models considered in Paper D and Paper E are rather simplified
models. Consequently, the considered wireless systems can potentially be integrated into
the subsequent discussions without causing significant confusions.

2.1 Classical Communication System Overview
Fig. 2.1 depicts a high-level point-to-point digital communication link, comprising a
transmitter, a channel, and a receiver. The overall goal is to transmit information reliably
from one point to another, with the information being in the form of digital messages (i.e.,
bit sequences). To achieve this goal, the transmitter is designed to produce an analog
representation of the digital messages, ensuring that the transmitted signal is resilient to
transmission impairments (e.g., through the application of suitable channel coding and
modulation schemes). The objective of the receiver is to decode from the received analog
signal and reconstruct the transmitted bits with the lowest possible error rate. In the
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Transmitted
Bits Transmitter Channel Receiver Received

Bits
Transmitted

Analog Waveform
Received

Analog Waveform

Figure 2.1: A high-level view of a digital communication system consisting of a transmitter
that modulates the bit sequence into an analog waveform suitable for transmission
and a receiver that demodulates the received waveform back into a bit sequence.

following subsections, we provide a more detailed explanation for each of these elements
in this system.

2.2 Classical Transmitter
Fig. 2.2 depicts the various blocks of a transmitter in a coherent fiber-optic communica-
tion system. Signal processing in the first five blocks (highlighted in green) operates in
the digital domain, while the remaining blocks (highlighted in red) operate in the analog
domain. In the subsequent section, we review all the blocks presented in Fig. 2.2, except
for channel coding, which falls outside the scope of this thesis and is therefore excluded
from our discussions.

Transmitted
Bits

Channel
Coding

Symbol
Mapper

Pulse
Shaping DPD DAC

Modulation
(Up-Conversion)

Coded
Bits

Symbols Baseband
Signal

Transmitted
Waveform

Figure 2.2: Block diagram of a conventional transmitter. Blocks highlighted in green operate
in the digital domain, while the rest (i.e., blocks in red) operate in the analog
domain.

Modulation Format
The information bits, after being encoded (or protected) by a channel code, are segmented
into blocks of m bits. Each of these blocks is then mapped to a complex-valued symbol.
The mapping from a bit sequence to a symbol is specified by a modulation format (also
known as a constellation), denoted as X = {x1, · · · , xM }, containing M distinct complex-
valued symbols. Each symbol (or constellation point) is defined as x = xI + jxQ, where
xI and xQ represent the in-phase and quadrature (IQ) components of the symbol x,
respectively. These symbols are typically zero mean and have a variance of Es.

Common choice of modulation formats for coherent fiber-optic communications are
quadrature amplitude modulation (QAM) and phase shift keying (PSK). Fig. 2.3 vi-
sualizes some of these used formats, including quadrature phase shift keying (QPSK)
(also known as 4-QAM, 4-PSK), 8-PSK, 16-, 32-, 64- and 128-QAM. Assuming that all
constellation points are selected with equal probability, these formats carry m = log2 M

bits. If the symbols are transmitted with a symbol duration of Tsym, the symbol rate of
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Figure 2.3: Illustration of different PSK and QAM formats with zero mean and unit variance.

this system is

Rs = 1
Tsym

, (2.1)

and the corresponding bit rate is Rb = mRs.
The modulation format plays a crucial role in determining the data rate of a commu-

nication system. Generally, increasing the number of points (i.e., M) in a constellation
X leads to higher a SE because each constellation point represents a larger number of
bits. However, enlarging the constellation size also increases sensitivity to distortions
introduced by transmission impairments. Consequently, high-order modulation formats
typically exhibit higher detection error probabilities compared to low-order formats. To
improve the performance of high SE systems where high-order modulation formats are
utilized, constellation shaping has emerged as a prominent research topic in the recent
decades [35–42].

Constellation shaping has its origins in information theory established by Shannon [43].
Since all practical channels introduce distortions to transmitted signals, practical com-
munication systems are inherently constrained by the so-called channel capacity, which
quantifies how much information a real-world channel can carry. Shannon proved in [43]
that channel capacity can be approached by using error correction codes with a large
code length, provided that the signal has a capacity-achieving distribution. Neverthe-
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less, capacity-achieving distributions are typically unfeasible to implement in real-world
systems, and the use of more practical modulation formats, such as constellations with
equiprobable constellation points, introduces the so-called shaping gap. The goal of
constellation shaping is to reduce this shaping gap caused by the use of sub-optimal
modulation formats.

In general, constellation shaping schemes fall into two categories: geometric constella-
tion shaping (GCS) [35–38] and probabilistic constellation shaping (PCS) [39–42]. The
former approach involves constellations with non-equally spaced but equiprobable points,
meaning that it modifies the geometric locations of the constellation points. The latter
approach entails placing constellation points with varying probabilities on a fixed grid,
typically using square QAM formats as templates. In this thesis, the use of AEs for
GCS is considered directly or indirectly in the appended papers. Detailed discussions
regarding GCS with AEs will be presented in Section 4.1.

Pulse Shaping
After mapping the bit sequences to symbols of the chosen modulation format, it is nec-
essary to transform the symbols into a waveform, i.e., through pulse shaping, so that
the transmitted signal is suitable for the transmission channel [44–46]. Specifically, since
practical channels are bandwidth limited, e.g., due to hardware constraints or only a
certain bandwidth is dedicated to a specific user, pulse shaping needs to be performed
to limit the bandwidth of the transmitted signal. In practice, pulse shaping can be per-
formed either in the digital domain using digital filters [44, 47] or in analog domain via
electrical [46] or optical filtering [48].

Consider performing pulse shaping in the digital domain, the baseband symbols are
typically first up-sampled by a factor of Nos, e.g., by inserting Nos−1 zeros in between ev-
ery two consecutive baseband symbols. Subsequently, the resulted symbols are convolved
with the chosen filter shape p[n], i.e.,

xps[n] =
Ns∑

k=1
xos[n]p[n − k], (2.2)

where xos represents the upsampled signal and Ns the is the length of the pulse shaping
filter. Common choices of the pulse shape in communication systems are the raised-
cosine and the root-raised cosine pulses with a small roll-off factor [45, 49]. While it
should be noted that using a small roll-off factor typically leads to a high peak-to-average
power ratio (PAPR) [50], which increases the system’s sensitivity to both hardware and
transmission impairments.

Digital Predistortion
The hardware components, such as the digital-to-analog converters (DACs) and power
amplifiers (PAs) at the transmitter, are typically non-ideal, resulting in degraded sys-
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tem performance due to a cascade of linear and nonlinear distortions [11].1 To miti-
gate the performance degradation caused by transmitter imperfections, state-of-the-art
communication systems employ DPDs to compensate for these impairments [21, 51, 52].
Linear filters, also referred to as digital pre-emphases, can be used to compensate for
the frequency responses of the DACs [20,53]. Nonlinear memoryless DPDs based on the
arcsin function [21,54] can be utilized to compensate for the intrinsic sinusoidal response
(see (2.15)) of the Mach-Zehnder modulators (MZMs), which are commonly employed
in fiber-optic communication systems. Since the arcsin-based DPD leads to an increase
in the signal’s PAPR, it is often used in combination with a clipping operation [21].
More sophisticated models based on the generalized memory polynomials (GMPs) [55],
Volterra series [51, 52], and NN [12, 56, 57] can also be used to compensate for the cas-
caded linear and nonlinear responses of the transmitter hardware. These methods often
require model parameters optimization, which can be performed using either direct or
indirect learning [13].

Digital-to-Analog Conversion
Digital signals cannot be directly transmitted over the channel (e.g., through the air or
an optical fiber), and it is necessary to convert digital signals into an analog representa-
tion using DACs. Typically, DACs are characterized by features such as bit resolution,
sampling frequency, signal-to-noise-and-distortion ratio (SNDR), and effective number of
bits (ENOB) [58]. Bit resolution determines the minimum changes in the DAC output,
and due to finite bit resolution, DACs inevitably add quantization errors/noise to the
transmitted signal. Assuming an ideal DAC with N quantization bits, the quantization
noise can be related to the resulted SNR according to

SNR(dB) = 6.02N + 1.76dB. (2.3)

In practice, other distortions, such as sampling and jitter effect [59], will also contribute
to this noise and the total amount of distortions are often characterized by a measurable
quantity referred to as SNDR. A related parameter that assesses the total amount of noise
introduced by DAC is ENOB, a quantity translated from SNDR using the theoretical
SNR formula (i.e., (2.3)) of an ideal converter [58],

ENOB = SNDR(dB) − 1.76
6.02 . (2.4)

In practice, due to the bandwidth limitations, ENOB is a varying quantity and it changes
over frequencies [58].

For optical-fiber communications, the high-speed DACs typically have an 8-bit nominal
resolution, which can be translated into ENOB ≤ 6 for operation within the device band-
width. Quantization noise can be modeled as additive white Gaussian noise (AWGN)

1The hardware distortions considered in this thesis are briefly reviewed in Section 2.5.
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Figure 2.4: Overview of a typical coherent transmitter in a fiber-optic communication system.

with zero mean and a variance determined by the device’s ENOB [60], i.e.,

σ2
q = 1

12

(
Epeak

2ENOB−1 − 1

)2
, (2.5)

where Epeak is the peak amplitude of the input signals. One may also model the quan-
tization noise as a uniformly distributed random variable [61].

Modulation (Up-Conversion)
The final stage of the transmitter is to modulate the baseband signal (i.e., the output
of the DAC) onto a carrier and then send it over the channel. In complex notation, the
modulated signal can be mathematically written by [62, Ch. 4]

xmod(t) = x(t)ej2πfct, (2.6)

where x(t) is the complex-valued baseband signal and fc is the carrier frequency.2 De-
pending on the transmission medium, this procedure is realized using different hardware.
Particularly, for fiber-optic communications where information is transmitted in the form
of a lightwave, modulation is achieved using the so-called optical modulators. Wireless
systems, on the other hand, transmit information in the form of radio waves, and the
conversion from an electrical baseband signal to a radio wave involves devices such as
mixers, oscillators, and antennas, etc [63]. In the following, we exemplify the modulation
procedure in an optical communication system. For detailed modulation procedure for a
wireless system, we refer the readers to [63].

Fig. 2.4 visualizes a high-level representation of the modulation procedure in a single-
polarized fiber-optic communication system. The optical carrier signal, generated by a
laser, is split into two beams, which then enter two modulators responsible for modulating
the in-phase and quadrature components of the baseband signal onto the optical carrier.
Then, the quadrature component is phase-shifted by π/2 and combined with the in-phase
component. Finally, the resulted lightwave is amplified and transmitted over the channel.

2We consider transmitting QAM signal; The modulated/transmitted signals are also often expressed
by xtx(t) = Re{x(t)ej2πfct} = Re{x(t)} cos(2πfct) − Im{x(t)} sin(2πfct).
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Figure 2.5: Block diagram of a coherent receiver in a fiber-optic communication system. ADC:
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2.3 Classical Receiver
Figure 2.5 shows the different blocks of a receiver in coherent optic-fiber communication
systems. The signal transmitted over the channel is detected by the receiver and de-
modulated to the baseband. Assuming a perfect optical channel that introduces neither
distortion nor noise, one may write the demodulated signal (after low-pass filtering and
normalization) as [62, Ch. 5]

xdemod(t) = x(t)e−j(2πfIFt+∆ϕ(t)), (2.7)

where fIF and ∆ϕ(t) represent the frequency offset and phase difference between the
carrier signal and the local oscillator (LO).3 Since practical channels, as well as the
transceiver hardware, introduce distortions to the transmitted signal, the demodulated
signal after analog-to-digital converter (ADC) needs to be processed by DSPs before
symbol detection. Note that for the sake of complexity considerations, the signals after
ADC are often resampled to have two samples/symbol before further processing [5,65,66].

Fig. 2.5 (the bottom branch) depicts a simplified DSP chain in the coherent receiver.
Note that the ordering of the DSP steps is not unique [65], and the chain does not include
all possible techniques performed in the receiver, such as orthonormalization [67, 68]
and timing recovery [69, 70]. In the rest of this section, we review algorithms from the
literature that implement the DSP blocks in Fig. 2.5. For more detailed reviews on DSP
techniques for coherent fiber-optic communications, we refer the readers to [65,71].

Frequency Offset Compensation
The coherent receiver in modern communication systems typically performs the so-called
heterodyne detection, where a lightwave generated by the so-called LO is mixed with the
received signal to extract the in-phase and quadrature components of the transmitted
signal [62]. The LO is tuned to approximately match the frequency of the received carrier
wave, resulting in a frequency and phase mismatch between the LO and the received

3We assume heterodyne detection [64], where the frequency and phase of the LO are not locked to that
of the carrier signal.
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signal. After analog-to-digital conversion, this frequency mismatch manifests as a linear
phase rotation of the received samples (i.e., see (2.7)), and needs to be compensated for
ensuring reliable detection.

To compensate for the phase rotation induced by frequency offset, several blind algo-
rithms (i.e., algorithms that do not require pilots transmission) have been proposed for
frequency offset estimation (FOE). To name a few, a differential phase-based method was
proposed in [72], facilitating a maximum likelihood estimate of the frequency offset. A
similar method, presented in [73], conducts FOE recursively, enabling a hardware-efficient
implementation. Spectral methods can also be used for FOE. The basic idea is to pre-
process the received samples by raising them to the M–th power and then performing a
Fourier transform. Subsequently, a frequency offset estimate can be obtained by finding
the peak in the resulted spectrum [74]. Based on this concept, an iterative method was
proposed [75], improving upon the estimation accuracy and effectiveness for higher-order
QAM. While [74] and [75] being feedforward techniques, feedback techniques employing
a frequency-controlled loop may also be used, having the advantage of being agnostic to
the modulation format [76,77].

As an alternative to blind methods, data-aided approaches can also be used for FOE.
A method based on removing the modulated phase from the received signal using train-
ing sequence was proposed in [78], where the frequency offset can be calculated from
the averaged phase difference between consecutive symbols. A similar method using
asymmetric-shape constellations was proposed in [79] to improve the robustness against
timing errors. Various other data-aided methods have also been reported in [80, 81]. A
comprehensive review on various blind and pilot-based algorithms for FOE is provided
in [74].

Channel Equalization
Channel equalization represents another critical DSP component essential for ensuring
reliable and high-quality communication when confronted with channel impairments.
While, in principle, equalization could be realized within one DSP block, it is generally
beneficial to partition the problem into static and dynamic equalization for fiber-optic
communication systems. Static equalization typically requires statics filters with large
number of taps, and are often used to compensate for static impairments such as chro-
matic dispersion (CD) [82]. Dynamic (or adaptive) equalizations, on the other hand,
typically use relative short adaptive filters to compensate for time-varying effects, such
as polarization rotations and polarization mode dispersion [66]. In the following, we re-
view algorithms from the literature that implements adaptive equalizations. Note that,
as mentioned before, adaptive equalizers typically operate with two samples/symbol,
whereas the output only has one sample/symbol, i.e., downsampled by using fractional
spaced equalizers [5].

Traditionally, linear finite impulse response (FIR) filters have been utilized for adaptive
equalization, mainly because of their low implementation complexity. These equalizers
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are usually updated recursively by minimizing a cost function through an update algo-
rithm, such as gradient descent, until convergence is reached [66, 83, 84]. Depending on
whether the cost function includes known transmitted pilot symbols as input, similar as
FOE methods, equalizers are generally classified as either blind or data-aided equalizers
(also referred to as pilot-based or non-blind equalizers).

Several blind equalizers have been proposed in the literature, differing mainly in the
cost function used to update the filter taps. The most popular algorithm for blind
adaptive channel equalization is the constant modulus algorithm (CMA) [83] and its
variants, e.g., the modified CMA [85]. The CMA was originally designed for linear chan-
nels and phase shift keying constellations, but can also converge for QAM formats. For
multi-modulus formats (e.g., QAM signal), the constant-modulus criterion is not fulfilled,
indicating that the CMA has suboptimal convergence and steady-state performance. In
this case, other variants are more effective, such as the the multi-modulus equalizer [86],
the radially-directed equalizer [65], or decision-directed equalizer [87].

Data-aided methods can also be used for adaptive equalization, and have also been
extensively researched in the literature. The most popular yet simple non-blind algorithm
for adaptive channel equalization is the least-mean-square equalizer, designed to find
the filter coefficients that produce the least mean square value of the error signal (i.e.,
the difference between the desired output and the actual output signal) [66, 88]. Using
variable-step-sizes, the convergence speed of conventional least-mean-square equalizers
can be improved [84]. The recursive least squares algorithm is also a popular choice for
adaptive channel equalization, involving the minimization of an exponentially weighted
cost function and treating the minimization problem as deterministic [89–91]. The Stokes-
Space method can also be used to update the equalizer coefficients [92]. In general, data-
aided equalizers are modulation formats independent, and they offer the merits of fast
convergence speed and reliable training. However, due to the fact that pilot symbols do
not carry information, the use of data-aided equalizers leads to a reduction in SE.

Finally, it is worth noting that nonlinear equalization has emerged as a popular research
topic in recent years, primarily due to the utilization of high-modulation formats in
high SE systems. Traditionally, nonlinear equalizers have been commonly implemented
using Volterra series [93–95] or their variants, such as GMP [96]. However, nonlinear
equalizers based on NNs [97–99] have also been extensively studied in the recent years.
In Section 3.5, we review NN-based equalizer in the literature.

Phase-Noise Estimation
The presence of phase noise (PN) in coherent systems necessitate the use of phase noise
compensation (PNC) prior to symbol detection. The most commonly used PNC algo-
rithms for fiber-optic communications have traditionally been blind, due to their merit of
no reduction in SE. Although blind algorithms lack a priori knowledge of the transmitted
symbols, the structure of some modulation formats can be exploited to estimate the PN.
As an example, M -PSK comprises M equispaced constellation points on a circle in the

17



Part I

complex plane. When observations corresponding to this modulation formats are raised
to the M -th power, the modulated phase is removed and the PN can be estimated in a
range of length 2π/M . Subsequently, the phase-noise estimates are processed and then
used to remove the phase error. The Viterbi-Viterbi algorithm [100] is based on this
concept and work effectively for M -PSK. However, for higher-order QAM, this method
works sub-optimally as the constellation points generally do not have equispaced phases.
To alleviate this problem, modified Viterbi-Viterbi algorithm based on QPSK partition-
ing [101,102] has been shown to improve the performance of the standard approach. An-
other widely-used blind method for PNC is the blind phase search (BPS) algorithm [103],
an approach that yields good performance but has a high computational complexity for
higher-order modulation formats. Several BPS variants have been proposed to reduce
the computational complexity while maintaining or even improving the performance of
the original method [104,105]. Furthermore, PNCs based on Kullback-Leibler divergence
analysis [106], principal component analysis [107], or hybrid method [108–110] have been
proposed in the literature.

Pilot-aided algorithms for PNC have also been extensively researched due to their in-
dependence of modulation formats and the ability to provide unambiguous PN estimates.
By exploiting the statistical structure of the system model, numerous methods have been
reported to find near-optimal PN estimators using probabilistic inference frameworks.
To name a few examples, an algorithm employing probabilistic arguments was proposed
in [111], where laser PN and nonlinear phase noise (NLPN) were jointly compensated in
a wavelength-division multiplexing (WDM) transmission with ideal distributed Raman
amplification. A different method based on the Kalman filter was proposed in [112],
performing joint laser PN and NLPN compensation. A similar method was reported
in [113], where a Kalman filter-based phase estimator was initially trained using pilot
symbols and later switched to decision-directed mode once convergence was achieved.
PNC can also be implemented through phase interpolation [114], where it is assumed
that the phase changes linearly between every two consecutive pilot symbols. Finally, a
literature review of various symbol detectors for transmission in the presence of phase
noise is provided in [115].

Data Detection
After all impairments have been compensated, data detection is performed. In the case of
uncoded transmission, data detection is typically carried out by first performing symbol
detection, followed by a demapper that maps the detected symbols back to bit sequences.
The optimal symbol detector is the maximum a posteriori (MAP) detector, defined by

x̂MAP(y) = argmax
x∈X

pX(x)fY |X(y|x), (2.8)

where x and y are the transmitted and received symbols, respectively, and fY |X(y|x) is
the channel transition probability density function. In the case of transmitting symbols
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with equal probabilities, i.e., pX(x) = 1/M , the MAP rule is equivalent to the maximum-
likelihood (ML) rule

x̂MAP(y) = argmax
x∈X

fY |X(y|x). (2.9)

For the AWGN channel, the ML detector operates on a symbol-by-symbol basis and
detects each symbol by finding the constellation point closest to the received sample in
terms of Euclidean distance [116, Ch. 3].

In the case of coded transmission, the data-detection block operates differently depend-
ing on the coding scheme being used. For hard-decision binary coded modulation, the
data-detection proceeds in the same way as uncoded system (i.e., first symbol decision,
and then mapped to bits). However, when soft-decision binary code is used, the demap-
per maps the detected symbols into posterior probabilities that describes the detected
bits being “0” or “1”. Then, the soft (channel) decoder takes the posterior probabilities
(often in the form of log-likelihood ratios (LLRs)) as input and recover the transmitted
bit sequences.

2.4 The Considered Channels
The channel over which the information is transmitted is non-ideal and introduces distor-
tion to the transmitted signal. In this section, we describe the channel models considered
in the appended papers, all of which are discussed in discrete time. Additionally, to arrive
at the discrete-time model for the optical fiber channel, a brief description of waveform
propagation in the optical fiber is also provided.

The Additive White Gaussian Noise Channel
The simplest, yet most commonly used, channel model for analyzing the performance of
communication systems is the AWGN channel, defined by

y = x + n, (2.10)

where x and y represents the complex-valued transmitted and received symbols, respec-
tively, and n ∼ CN (0, σ2) is the complex Gaussian noise. The mapping from x to y is
characterized by the conditional probability distribution

fY |X(y|x) = 1
πσ2 exp

(
−|y − x|2

σ2

)
. (2.11)

The AWGN channel considers only white Gaussian noise, while other phenomena such
as fading, multi-path effects, dispersion, nonlinearity, etc., which occur in wireless or
optical fiber channels, are neglected. However, it can still be used for analyzing system
performance, providing insights for the system design.
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The Optical Fiber Channel

The waveform propagation of a single-polarized signal through the optical fiber and how
it evolves with respect to the transmission distance z and time t is described using the
nonlinear Schrödinger equation (NLSE) [22]. Considering signal attenuation, CD, and
nonlinear effects in an SMF,4 the NLSE can be written as

∂A(z, t)
∂z

= −α

2 A(z, t)︸ ︷︷ ︸
Attenuation

− j
β2

2
∂2A(z, t)

∂t2︸ ︷︷ ︸
Dispersion

+ jγ|A(z, t)|2A(z, t)︸ ︷︷ ︸
Nonlinearity

, (2.12)

where A(z, t) is the electrical field in complex baseband propagating along the fiber at
distance z and time t, α is the attenuation coefficient, β2 is the CD coefficient, and γ

is the nonlinear Kerr parameter. The optical light has two orthogonal polarizations,
and the signal propagation of a dual-polarized signal can be modeled by the Manakov
equation [117].

Exact analytical solutions for the NLSE and Manakov equation have not been found
in general, rendering these equations challenging for system design and analysis. Never-
theless, it is possible to obtain a numerical evolution of the transmitted waveform using
the split-step Fourier method (SSFM). The key idea of this method involves discretiz-
ing the signal propagation along a fiber span into Kstep small spatial steps, allowing for
the separation and analytical expression of dispersion and nonlinearity in each step. In
general, increasing the number of steps results in higher accuracy, but it comes at the
expense of increased computational complexity.

Simpler models, which approximately describe signals that have propagated through
the optical-fiber link and potentially undergone some processing at the receiver are also
of interest in order to facilitate system design. One of these simplified models is the
widely used NLPN model [118–120], which is memoryless and defined by the recursion

x(k+1) = x(k)ejγL|x(k)|2/K + n(k+1), 0 ≤ k ≤ K, (2.13)

where x(0) = x and y = x(K) are respectively the channel input and output, n(k+1) ∼
CN (0, σ2/K), L is the fiber length, and σ2 is the total noise power. Note that this
model can be derived from (2.12) by setting α = β2 = 0, and it reverts to the AWGN
when setting the nonlinear Kerr parameter γ to zero.5 Alternatives models, including the
Gaussian noise (GN) model [122], and the nonlinear interference noise (NLIN) model [10,
123] have also been widely studied in the literature. A detailed review on optical fiber
channel model is provided in [124].

4Other effects such as Raman scattering and third-order CD are excluded.
5(2.13) also considers amplification noise and it is in fact derived from the stochastic NLSE [121].

20



Chapter 2

The MIMO Channel
A third channel consider in this thesis is the MIMO channel. Consider the channel being
memoryless and discrete, a MIMO channel is defined as

y = Hx + n, (2.14)

where x and y are respectively the complex-valued transmitted and received symbol
vectors, H ∈ CNR×NT denotes the channel matrix of a channel with NT input ports
and NR output ports, and n ∼ CN (0, σ2INR

) is independent and identically distributed
Gaussian noise.

The concept of the MIMO communications was initially introduced in the context of
wireless communications, where multiple-antenna techniques were employed to transmit
parallel data streams. In the last decade, this concept has been adapted to the field
of fiber-optic communications, particularly in the context of space-division multiplexing
(SDM) systems. In SDM systems, parallel data streams are transmitted simultaneously
through different physical dimensions of an optical fiber (e.g., different modes, different
cores, or combined) [125]. Depending on the type of fiber being used, the SDM channel
exhibits different characteristics, and various channel models have been developed for
both multi-core [126–128] and multi-mode [129–131] fibers. Comprehensive reviews on
recent advances in SDM techniques can be found in [132–134].

2.5 Hardware Impairments
In addition to the transmission channel, the transceiver hardware used in practical com-
munication systems are commonly non-ideal, adding distortions to the transmitted signal
and thereby limiting the performance of practical systems. In this section, we briefly re-
view the hardware-induced distortions considered in this thesis, including bandwidth
limitations and transmitter nonlinearities. Other hardware-related distortions, such as
IQ-imbalance, are not considered in the appended papers and are consequently not dis-
cussed here. Additionally, PN and quantization noise have been described in the previ-
ously section and are also excluded from further discussion.

2.5.1 Bandwidth Limitations
The bandwidth of hardware components (e.g., PAs, DACs, or the modulator in an optical
system) used in the transmission system determines the maximum transmission rate the
system can support. The frequency response of a bandwidth-limited transmitter hard-
ware can be viewed as a linear low-pass filter, as described in (2.2). When a high-speed
signal with a bandwidth greater than the supported bandwidth of the transmitter hard-
ware is passed through, the signal pulses broaden and overlap, leading to inter-symbol
interference (ISI). According to the Nyquist theorem (also known as the sampling theo-
rem), a signal with a symbol rate of 1/Tsym necessitates a minimum system bandwidth
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Figure 2.6: An example that illustrates the impact of using a nonlinear PA. (a) PA response;
(b) Normalized received signal when PA output power is low; (c) Normalized re-
ceived signal when PA output power is high.

of 1/Tsym for ISI-free transmission [135]. However, in practical applications, the required
bandwidth for ensuring ISI-free transmission increases due to limitations imposed by the
thermal noise [136].

2.5.2 Nonlinearities
In addition to being bandwidth limited, the PAs as well as the IQ-modulators can add
nonlinear distortions to the transmitted signal, further degrading the performance of a
communication system. Fig. 2.6 illustrates an example of amplifying 16-QAM signals
using a memoryless nonlinear PA, showing the resulting impact on the transmitted and
received signals when operating the PA at different output power levels. At low output
powers (i.e., when the PA gain is lower), the PA exhibits a linear response, and the output
signals remain undistorted. However, when operating in the high-output power region,
the PA introduces significant nonlinear distortion to the transmitted signal, resulting in
a degradation of received signal quality.

Apart from the PA nonlinearity, the IQ modulator can also introduce nonlinear dis-
tortions to the transmitted signal. In particular, the coherent optical transmitter used
for high-order modulation schemes such as M–QAM, M–PAM is often based on a dual
parallel MZM. Consider an ideal dual parallel MZM biased at the null point, its transfer
function can be written as [11]

E(t) = E0

[
sin
(

πVI(t)
2Vπ

)
+ j sin

(
πVQ(t)

2Vπ

)]
, (2.15)

where E0 is the amplitude of the magnitude of the optical field, Vπ is the required voltage
difference to switch ON/OFF the modulator, and VI(t) and VQ(t) are the driving voltage
of the in-phase and quadrature branches, respectively. The intrinsic sinusoidal response
of the MZM leads to strong signal distortions when driving with a high peak voltage
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Vp, which must be compensated, e.g., by pre-distortion with an arcsin function [21].
Alternatively, one can use a low-driving voltage to operate in the near-linear regime of
the modulator. However, this significantly increases the modulator loss, which results in
a degraded optical SNR after adding the booster amplifier noise.

2.6 Performance Metrics
In this section, we briefly review the main performance metrics employed in fiber-optic
communications. Typically, the metrics of interest revolve around the reliability of in-
formation transmission and the capacity to convey information over the channel, while
considering reliability criteria. Additionally, other metrics can also be useful for gaining
insight during the design of DSP algorithms.

Error Probability

Detection error probability is a common metric in communication systems used to eval-
uate the reliability of transmission. The most common metrics for approximating error
probability in fiber-optic communications are symbol error rates (SERs) and bit error
rates (BERs). The SER, defined as

Ps =
∑
x∈X

pX(x)Pr(x̂ ̸= x|x), (2.16)

where X represents the constellation being used, and x and x̂ denote the transmitted
and detected symbols, quantifies the average probability of the detector making an error.
Analogously, the BER corresponds to the probability that the detector makes a wrong
bit decision, i.e.,

Pb = 1
m

m∑
k=1

∑
x∈X

pX(x)Pr(b̂k ̸= bk|x), (2.17)

where b̂k and bk, for k ∈ {1, . . . , m}, are the k-th bit of x̂ and x.
Error probabilities are often challenging to compute analytically, but they can be

estimated numerically through Monte Carlo simulations. In general, the lower the error
probability, the more challenging it becomes to estimate it numerically with reasonable
accuracy. In the context of fiber-optic communications, the BER after forward error
correction (FEC) (which is often referred to as the post-FEC BER), is often targeted
to be as low as 10−15, making direct estimation infeasible. Consequently, it is common
to estimate the BER before FEC, i.e., the pre-FEC BER, which is then used to predict
the post-FEC BER performance of the system for both hard- and soft-decision decoding
schemes [137,138].
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Achievable Information Rates
The use of SERs or BERs is effective for hard-decision decoding. However, in the case
of soft-decision decoding, achievable information rates (AIRs) have been found to be
more accurate predictors of the post-FEC BER performance. AIRs determine how much
information can be conveyed over a channel with an arbitrarily low error rate, assuming
the use of a certain modulation format and a capacity-achieving FEC code with ideal
decoding [139,140]. For fiber-optic communications, the common choice of AIRs are the
mutual information (MI) and the generalized mutual information (GMI).

The MI between random transmitted and received symbols X and Y is defined as

I(X; Y ) =
∑
x∈X

pX(x)
∫

fY |X(y|x) log
(

fY |X(y|x)
fY (y)

)
dy. (2.18)

Evaluating (2.18) requires an analytical expression to fY |X(y|x), which is hardly the case
for practical optical fiber channels. Consequently, a closed-form expression to (2.18) is
generally unknown. A work-around to this challenge is to bound (2.18). For example, a
lower bound on (2.18) can be achieved by using an auxiliary channel transition probability
f̂Y |X(y|x) instead of the true one fY |X(y|x) [141]. Alternatively, one may obtain an
estimate of the MI using Monte-Carlo approximation

I(X; Y ) ≈ 1
Ns

Ns∑
i=1

∫
fY |X(y|x(i)) log

(
fY |X(y|x(i))

fY (y)

)
dy

≈ 1
Ns

Ns∑
i=1

log
(

fY |X(y(i)|x(i))
fY (y(i))

)

≈ 1
Ns

Ns∑
i=1

log
(

fY |X(y(i)|x(i))∑
x∈X pX(x)fY |X(y(i)|x)

)
,

(2.19)

where x(i) for i = 1, . . . , Ns are Ns samples drawn from pX(x), and y(i) is drawn from
the conditional distribution fy|X(y(i)|x(i)) when a certain x(i) is given.

The MI is a good performance predictor when a non-binary soft decision channel code
is used. However, achieving the MI is only possible for systems using a symbol-wise
decoder and is generally unattainable when a bitwise decoder is employed. In the case
of binary codes with soft-decision decoding, the GMI, a lower bound on the MI [139],
is often a better (more suitable) performance indicator. Assuming the transmission of
constellation symbols with equal probability, i.e., pX(x) = 1/M , where each symbol
carries m bits, the GMI can be write in a simple form given by

GMI = 1
M

m∑
k=1

∑
b∈{0,1}

∑
x∈X b

k

∫
fY |X(y|x) log

( 1
M

∑
x∈X b

k
fY |X(y|x)

1
2 fY (y)

)
dy, (2.20)
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where X b
k ⊂ X is the set of constellation points with a bit b at position k in their m-

bit binary label. As for the transmission of PCS symbols, the GMI generally has a
more complex form, and detailed derivations are provided in [40]. Finally, a closed-form
solution is also unavailable to the GMI, and an estimate to the GMI can be obtained
from Monte Carlo simulation [139].

Mean-Squared-Error
Another performance metric widely used in communications is the mean-squared-error
(MSE). It computes the average squared error, where the error is the difference between
the estimate and the ground true. Mathematically, this is written as

MSE = 1
Ns

Ns∑
i=1

|x̂i − xi|2, (2.21)

where x̂i and xi are the estimates and ground true data, and Ns is the number of samples.
This metric is frequently used in the context of channel equalization [89, 90], as well as
PNC [104,110]. It is also commonly used for training machine learning algorithms, which
we show in the next Chapter.
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Deep Learning Basics

This chapter aims to provide a brief introduction to the general theory behind DL and
its applications to the physical layer of communications.1 We begin by outlining the
main categories of the DL algorithms in Section 3.1, followed by a brief review of the
fundamental concepts of NNs and AEs in Section 3.2. In Section 3.3, we introduce
several commonly used loss functions in the machine learning literature and introduce
the concept of gradient-based learning in Section 3.4. Finally, the chapter concludes in
Section 3.5, where we review the applications of DL techniques in coherent fiber-optic
communications.

3.1 Types of Machine Learning Algorithms

Machine learning algorithms can be generally categorized into three sub-fields, namely
supervised learning, unsupervised learning, and RL.2 In the rest of this section, we
review the basic concepts of the above-mentioned learning algorithms. The loss functions
commonly used in training these different types of algorithms are discussed in Section 3.3.

1While this thesis focuses on applications related to DL, the term “machine learning” is sometimes
used instead of DL, especially when discussing topics that require a more general perspective.

2One may argue that semi-supervised learning is another category of machine learning algorithm that
lies at the intersection of supervised and unsupervised learning. It is not studied in this thesis, and
its discussions are excluded.
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Figure 3.1: Examples of supervised learning. (a) A classification algorithm that learns to
distinguish between images of cats and dogs; (b): A regression algorithm aiming
to discover the relationship between two continuous variables x and y.

3.1.1 Supervised Learning
Supervised learning involves the task of inferring a function that maps an input to an
output based on labeled training data (i.e., using input-output pairs for training). The
primary objective is to unveil the relationships between the input features and the output
labels, allowing the model to generalize and provide accurate predictions for new or
unseen data. Depending on the type of problems being addressed, supervised learning
can be further categorized into two groups: classification and regression.3 A classification
algorithm predicts the class associated with the given input data, yielding a categorical
or discrete class label as the output. Regression algorithms, on the other hand, aim to
establish a relationship between the given input and a continuous output variable.

Fig. 3.1 visualizes two examples, showing a classification algorithm on the left and a
regression algorithm on the right. The classification algorithm, whose goal is to train
a classifier capable of correctly distinguishing between pictures of cats and dogs [142],
outputs a discrete class label (i.e., either a cat or a dog) given an input image. As
for the regression algorithm, its goal is to find out that the output y is related to the
input x according to y = sin(x) + n, where n represents the random observation noise. If
properly trained, given any test data xtest, the regression algorithm is expected to output
a continuous variable according to ytest = sin(xtest).

3.1.2 Unsupervised Learning
In contrast to supervised learning algorithms, which require labeled datasets for training,
unsupervised learning operates with unlabeled data, with the aim of discovering hidden
patterns in the dataset without human intervention. Similar to supervised learning,
unsupervised learning can also be divided into different categories based on the type of
problems being addressed. In the following, we briefly review some common use cases of
unsupervised learning.

3Classification is also referred to as logistic regression.
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Figure 3.2: A model showing the relations between the key components in RL.

One common application of unsupervised learning is clustering, where the goal is to
identify groupings in an unlabeled dataset. Using the earlier example of a dataset con-
taining imagines of cats and dogs (but note that labels are no longer available), a clus-
tering algorithm aims to identify two distinct categories within the dataset. Specifically,
the clustering algorithm recognizes the common features of dogs, which contrast with
the common features of cats. However, since no labeled data is involved in the train-
ing procedure, unlike the supervised learning approach, the clustering algorithm cannot
determine which cluster corresponds to cats or dogs.

Another widely used application of unsupervised learning is dimension reduction,
where the goal is to decrease the number of input variables or features in a dataset
while retaining as much relevant information as possible. The way it typically works
is to simplify the dataset by projecting it onto a lower-dimensional space. An exam-
ple of a dimension reduction algorithm is the widely used principle component analysis
(PCA) [143], which identifies orthogonal axes (i.e., principal components) along which the
data exhibits the highest variance. The algorithm is linear, efficient for high-dimensional
data, and easy to interpret [144]. However, if complex nonlinear relationships exist in the
data, PCA may not perform well. As a nonlinear alternative to PCA, dimension reduc-
tion techniques based on AEs have garnered significant interest in recent years [145,146].
In Section 3.2, we provide a more detailed description of AEs.

In addition to the applications described above, unsupervised learning has many other
uses, including anomaly detection [147], density estimation [148], generative model-
ing [149] and more. Various unsupervised learning algorithms are reviewed in [150].

3.1.3 Reinforcement Learning
RL is another paradigm of machine learning that focuses on training intelligent agents
to make sequential decisions in an environment with the aim of maximizing some cumu-
lative rewards [151]. Unlike supervised learning, where the algorithm learns from labeled
examples, or unsupervised learning, where the algorithm discovers patterns in unlabeled
data, RL is concerned with training an intelligent agent that learns to make optimal
decisions through interactions with an environment.
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Figure 3.3: An example of a fully-connected NN consists of an input layer, and output layer
and two hidden layers.

Fig. 3.2 depicts a standard RL model in which an agent is connected to its environment
through perception and action. At each iteration step t, the agent receives the current
state St of the environment as input and generates an action At following some policy
(i.e., a set of rules). The action taken by the agent changes the state of the environment,
and the value of this state transition is communicated to the agent through a scalar
signal known as the reward Rt. The learning goal of an RL algorithm is to find (learn)
the optimal policy, according to which the long-term accumulated reward received from
the environment is maximized.

3.2 Neural Networks and Autoencoders

Neural Networks
NNs are parametric models that can present highly complex functions through the com-
position of serval simple operations. The simplest form of NNs is the feedforward NN,
which is a parametric function f(r0; θ) : RN0 → RNL that maps an input vector r0 ∈ RN0

to an output vector rL ∈ RNL through L sequential processing steps according to

rℓ = fℓ(rℓ−1; θℓ), ℓ = {1, . . . , L}, (3.1)

where L is the number of layers, and fℓ(rℓ−1; θl) : RNℓ−1 → RNℓ is the mapping carried
out by the ℓ-th layer. Here, the mapping of the ℓ–th layer is defined by the set of
parameters θℓ, and the entire NN is defined by θ = {θ1, . . . , θL}.

A commonly used type of feedforward NN is the fully connected NN (also known as
multi-layer perceptron (MLP)), in which all layers have the form

fℓ(rℓ−1; θℓ) = σ(Wℓrℓ−1 + bℓ), (3.2)

where Wℓ ∈ RNℓ×Nℓ−1 is the weight matrix, bℓ ∈ RNℓ is the bias vector, and σ( · ) is
the chosen element-wise activation function [152]. Hence, the set of trainable parameters
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Figure 3.4: An example of an AE composed of two NNs with fully-connected architecture. The
encoder and decoder NNs of the AE is connected by a shared layer (i.e., the latent
representations).

of the ℓ-th layer is θℓ = {Wℓ, bℓ}. In Fig. 3.3, an example of a fully-connected NN
consisting of an input layer, an output layer, and two hidden layers, is depicted.

Fully connected NNs excel in capturing complex, nonlinear relationships within data,
and it has been proven that a single-layer fully connected NN can serve as a universal
function approximator [30]. However, for many practical applications, more specialized
network architectures have demonstrated superior performance than the fully-connected
NNs in addressing specific challenges within different domains. For example, convolu-
tional neural networks (CNNs) have been shown to be better suited for structured data,
and have been widely used for image and video processing [153, 154]. Recurrent neu-
ral networks (RNNs), which has strong capability in handling sequential data, have been
commonly used for natural language processing [155] and time-series prediction [156,157].
In the machine learning literature, various other specialized (but more sophisticated) net-
work architectures have also been developed for solving diverse tasks. Examples include
the long short-term memory [158] and the Transformers [159] for sequential data model-
ing, as well as the residual NNs [160] and the GoogleNet [161] for imagine processing.

Autoencoders
An AE is an NN designed to learn efficient representations (or encodings) of its input
data by training the network to generate a replica of its input data, thereby achieving
effective feature extraction and reconstruction of the original data [162, 163]. As de-
picted in Fig 3.4, an AE is composed of two parts: an encoder f( · ; τ ) : RN → RP

that transforms the input data u ∈ RN into latent representation z = f(u; τ ) ∈ RP

(also referred to as encodings) and a corresponding decoder g( · ; ρ) : RP → RN that
produces a replica û = g(z; ρ) ∈ RN of original input data from the latent representa-
tion. This latent representation, which is typically of lower dimension, i.e., P < N , than
the input/output, can be considered as a bottleneck in the AE.4 It enforces the encoder

4The overcomplete AEs (e.g., the sparse AEs [164, 165], employ a latent representation of higher di-
mension than its input/output. They are not used in this thesis and are therefore left out of the
discussions.
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Figure 3.5: An example of a VAE with two latent variables, where these variables are assumed
to be independent and each follows a normal distribution. The input to the decoder
is mapped to the means and variances of these normal distributions, and samples
are generated from the learned distributions when reconstructing the input.

to compress the input data, while ensuring sufficient information (e.g., the important
features) are preserved for the decoder to successfully reproduce the input. The goal of
an AE training is to minimize the reconstruction error (e.g., the difference between u and
û), and AEs are typically trained in an unsupervised manner. However, in the context
of end-to-end AE learning for joint transceiver design, AEs are trained under supervised
learning (see Chapter 4).

Variational autoencoders (VAEs) are variants of AEs that introduce probabilistic mod-
els into the latent representations [149, 166], and are often used for content genera-
tion [167]. The major difference between “conventional” AEs and VAEs is that the
the mapping from the input to the latent representation in a AE is deterministic (e.g.,
given any input, it is mapped to a fixed point in the latent space), while a VAE generates
a probabilistic distribution over the latent representation for a given input sample. To
elaborate, Fig. 3.5 visualizes an example of a VAE. Given an input data, it is mapped to
a probability distribution (typically a multi-variate normal distribution characterized by
its mean and variance) that describes the latent representation. To reconstruct the input
data, a sample needs to be generated from the learned distribution, which is subsequently
used as the decoder input for reconstruction of the original input data.

With the introduction of probabilistic models, the VAE framework has become widely
utilized for training generative models. Specifically, after a VAE has been appropriately
trained, its decoder can be employed to generate new samples by taking as input the
samples (i.e., the latent representations) drawn from the learned probability distributions.
For communications, the VAE framework has been applied for blind channel equalization,
which we review in Section 4.2.

3.3 Loss Functions
The common practice of training a machine learning algorithm is to formulate a loss
function, to which the desired solution is obtained at the minimum of chosen loss function.
In the following, we review the loss functions used in this thesis.
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Mean-Squared-Error Loss
The MSE that we introduced in Section 2.6 has been commonly used for training both
supervised learning and unsupervised learning algorithms. For a supervised learning
task with a training dataset D ⊂ R × S consisting of |D| input-output pairs, where each
input-output pair is denoted by (r, s), the MSE loss is given by

JMSE(θ) = 1
|D|

∑
(r,s)∈D

||f(r; θ) − s||2, (3.3)

where f(r; θ) is the model prediction, and s is the desired model output (also referred to
as labels for a supervised learning task).5 For unsupervised learning algorithms, e.g., a
dimension reduction algorithm, where the training data is not labeled, the desired model
prediction for an input data r corresponds to the input data itself (i.e., replacing s by r

in (3.3), we get the MSE loss for a dimension reduction algorithm).

Cross-Entropy Loss
Cross-entropy (CE) loss has been ubiquitously employed for training classification al-
gorithms. Consider a classification task containing C distinct classes, with each class
denoted by a scalar s, it is customary to design a model that outputs a probability vec-
tor of length C for a given input r. Here, denoting the model output by q = f(r; θ),
we have q ∈ [0, 1]C and all elements in q sum to one.6 Each element in this probability
vector q describes the probability of the input belonging to one class, and classification
is typically made by choosing the class with the highest probability.

To train this model, it is popular to minimize the CE loss defined by

JCE(θ) = 1
|D|

∑
(r,s)∈D

ℓCE(p, f(r; θ)), (3.4)

where p is a probability vector associated with the the class label s, and ℓCE(p, q) =
−
∑C

c=1 pc log qc is the CE, a quantitative measure in information theory that assesses
the difference between the two distributions p and q. In the case where the possible
number of classes in the dataset is C = 2, each class label is typically represented by
either zero or one, i.e., s ∈ {0, 1}, and the CE loss simplifies to

JBCE(θ) = − 1
|D|

∑
(r,s)∈D

s log[(f(r; θ)] + (1 − s) log[1 − (f(r; θ)], (3.5)

where it is assumed that model generates the probability of r being class s only (i.e.,
f(r; θ)), and the probability of r being the other class is 1 − f(r; θ). Note that (3.5) is
often known as binary cross-entropy (BCE) loss.

5The MSE was defined in Section 2.6. Here, it is rewritten in vector form to provide better generality.
6We consider the case of single label classification, meaning that one input can only belong to one class.
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3.4 Gradient-Based Learning
Training of an NN can be performed in an iterative fashion with data-driven gradient-
based methods, for which the goal is to find the set of parameters θ∗ that minimizes the
chosen loss function, i.e.,

θ∗ = argmin
θ∈Θ

J(D; θ), (3.6)

where J(D; θ) is the empirical loss associated with the training dataset D, and Θ is
the search space of θ. To achieve (3.6), it is of common practice to minimize J(D; θ)
iteratively using gradient descent following

θt+1 = θt − α∇θJ(D; θt), (3.7)

where t is the iteration index, α > 0 is the learning rate, and ∇θJ(D; θt) is the gradient of
θ averaged over the entire training dataset D at iteration t. For a small training dataset,
∇θJ(D; θt) can be computed (relatively) efficiently via backpropagation. In the case
where the training dataset D is large, evaluating the averaged gradient over the whole
training dataset is computationally expensive, and the parameter set θ is commonly
optimized by using a variant of stochastic gradient descent (SGD). In particular, the
standard mini-batch SGD approximates the gradient in (3.7) according to ∇θJ(D; θt) ≈
∇θJ(Bt; θt), where Bt ⊂ D is a batch of samples randomly sampled from D at iteration t.
In practice, SGD sometimes suffers from slow convergence rate due to problems like small
gradients at suboptimal values of θ. To improve the convergence rate of SGD, variants of
SGD (such as the Adam optimizer [168]) employing momentum [169] or adaptive learning
rate [170] have been proposed.

3.5 Applications of Deep Learning in Communications
In this section, we review the applications of DL techniques in fiber-optic communica-
tions. Note that the literature for applications of DL in fiber-optic communication is vast,
and we therefore list applications that we deem most representative and most related to
this thesis.7 In particular, we reviews algorithms in the literature that implement modu-
lation format recognition, optical fiber modeling, and nonlinearity mitigation. AE-based
techniques are the main focus of the thesis and will be discussed in Chapter 4. Finally,
comprehensive reviews on applications of machine learning techniques in fiber-optic com-
munications can be found in [3, 14].

Modulation Format Recognition
Various DL algorithms have been proposed for modulation format recognition (MFR),
for which the main motivation (or justification) is that there will be a great need for

7We focus on DL applications in the physical layer of fiber-optic communication systems.
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flexible transceivers that support multiple data rates and multiple modulation formats
in the next generation of fiber-optic networks. To that reason, it is no longer guaranteed
that signals arriving at the receiver side will have the same rate and modulation format.
Therefore, it is of great importance for coherent receivers to be able to recognize the
modulation format of arriving signals to guarantee proper demodulation.

A method that performs MFR was proposed in [171], where the workhorse was a simple
MLP. The MLP takes the synchronous amplitude histogram of the received signal as
input, and is trained to predict the modulation format associated with the synchronous
amplitude histogram using supervised learning. An extended approach was reported
in [172], where improved training efficiency was achieved by combining the NN with a
genetic method. CNNs have also been used for MFR, wherein the core idea is to treat
MFR as image classification. In [173], a CNN was trained to perform MFR using the
eye diagram as input. A similar approach was proposed in [174], where the CNN takes
the constellation diagrams as input instead of the eye diagram. Various other DL-based
algorithms for MFR exist and are reviewed in [175].

Optical Fiber Channel Modeling
As mentioned in the previous chapter, the propagation of signals over an optical fiber
is governed by the NLSE, which, in general, cannot be solved in closed form. Although
numerical methods, such as the SSFM, allow for accurate simulation of waveform prop-
agation, they typically demand substantial computational resources and become time-
consuming for large-scale simulations. To address this challenge, DL techniques based
on NNs have been extensively studied for nonlinear fiber modeling.

Several works have focused on simulating waveform propagation using supervised learn-
ing [176–178]. In [176], an accurate optical fiber modeling scheme was developed based
on training a bidirectional long short-term memory. This method demonstrated similar
accuracy to the SSFM-based approach but with significantly reduced computation time.
Another hybrid method, reported in [177], achieved reduced running time by incorpo-
rating model-based knowledge into the NN-based simulator design. In [178], various
NN architectures were compared in terms of both modeling accuracy and computational
complexity.

Physics-based methods have also been employed for optical fiber modeling. Drawing
inspiration from the observation that feedforward NN can be considered as an iterative
solver that alternates between linear and nonlinear steps (which is similar to SSFM),
the authors in [9] proposed solving the inverse procedure of waveform propagation (i.e.,
digital backpropagation) using feedforward NNs. Building on this concept, various fiber
nonlinearity compensation schemes have been proposed in the literature [9, 179–181].
While [9] and similar methods explore fiber modeling by leveraging the similarity between
a feedforward NN and the SSFM, physics-informed NNs achieve optical fiber modeling
by incorporating the NLSE into the NN-based fiber simulator training. This approach
has demonstrated that a properly trained fiber simulator can accurately predict the
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waveform regardless of the transmission distance [182, 183]. A related line of research is
fiber parameter estimation using physics-informed NNs [184,185].

Generative methods can also be employed for fiber modeling. In [178], an accurate
optical fiber simulator was trained using generative adversarial networks. Building on
this concept, end-to-end AE-based transceiver learning was demonstrated in [186,187].

Equalization and Nonlinearity Mitigation
As it has been discussed in the previous chapter, nonlinear effects (e.g., fiber nonlinearity,
transceiver imperfection), which degrade the performance of fiber-optic communication
systems, need to be compensated in high SE systems. Various nonlinearity mitigation
algorithms using DL techniques have been proposed in the literature, differing mainly
in the NN architecture used to compensate for the nonlinear effects. A method based
on MLP was presented in [188], where it is show a simple MLP can be used to mitigate
the performance degradation caused by fiber nonlinearity. A similar approach based
on RNN was investigate in [189], where the motivation was based on RNN are good at
dealing with sequential data. More sophisticated NN architectures, such as biLSTM [99],
have also been studied in the literature, showing either improved performance or reduced
computational complexity compared to the simple NN models used in [23,24].

The methods reviewed above are based on training separate NN equalizers for differ-
ent operational conditions. More precisely, an NN-based equalizer, often with different
hyperparameters, needs to be retrained when the launch power, symbol rate, or fiber
length changes. To reduce training overhead (i.e., to avoid training a separate network
for each scenario), various methods have been proposed to improve the flexibility of NN-
based equalizers. Among these methods, transfer learning-based NN equalizers have been
shown to achieve promising performance [190]. The operational principle of a transfer
learning-based equalizer is to first train an NN-based equalizer (e.g., offline) using avail-
able data for specific scenarios. When deploying the trained equalizer for a new scenario,
only certain parameters/layers are retrained. Multi-task training has also been applied
to improve the generalization ability of NN equalizers [191–193]. By training a single
NN using data collected from different transmission scenarios, the resulting equalizer can
generalize well to a wide range of scenarios without the need for retraining [191].

Finally, a review of the principles, performance and complexity for DL based nonlin-
earity mitigation is provided in [194].
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Autoencoders for Designing Communication Systems

AEs can be used to assist the design of communication systems. In this chapter, we
first introduce the concept of end-to-end AE learning and its training procedure. This
concept is exemplified by using AE learning for GCS. We then introduce AE-based blind
channel equalization.

4.1 End-to-End Autoencoder Learning for Physical-Layer
Communications

The AE, as described in Section 3.2, resembles a typical communication system. In
this analogy, the transmitter, which maps the information bits in a manner that enables
reliable transmission through the channel (e.g., by finding a suitable latent representation
of the bit sequence), can be viewed as an encoder. Similarly, the corresponding receiver
can be seen as a decoder, responsible for mapping the channel observations back to
the transmitted data. The channel, which adds distortions to the transmitted signal,
can be viewed as the shared latent representation (or the bottleneck) that connects the
transmitter and receiver. This concept was initially recognized and investigated in [31],
where it was demonstrated that by replacing the traditional transceiver with a pair of
NNs, an AE-based communication system can be constructed. In this section, we review
the basic idea of end-to-end AE learning-based transceiver design.

Fig. 4.1 visualizes an example of an AE-based communication system. In contrast to
conventional communication systems, where the bits-to-waveform (or waveform-to-bits)
mapping is carried out by a concatenation of functional blocks, the mapping performed
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Figure 4.1: An example of an AE-based communication system, where the traditional
transceiver is replaced by a pair of NNs.

in an AE-based system is carried out by a single parametric function (e.g., a single NN).
To elaborate, given a bit sequence, it is mapped directly to the transmitted waveform
by the AE’s transmitter NN (i.e., the encoder). Then, the waveform is propagated over
the communication channel, after which an impaired version of the transmitted signal
is detected by the receiver. The received signal is fed to the corresponding receiver NN
(i.e., the decoder), which should then compensate for the transmission impairments and
output an estimate of the transmitted bit sequence. The goal of end-to-end learning is to
find suitable AE configurations so that the encoder learns a signal representation that is
robust to the transmission impairments, while the receiver learns reliable reconstructions
of the transmitted information from the channel observations. In the following, we detail
end-to-end AE learning using GCS as an example.

4.1.1 Autoencoder-Based Constellation Shaping
We consider performing GCS using a symbol-wise AE,1 which we illustrate in Fig. 4.2.
Without loss of generality, we assume each message is sent over the channel over one
complex channel use. Given a message u ∈ U = {1, . . . , M}, it is mapped to a complex-
valued symbol (i.e., a constellation point) according to the following procedures [31]

• “One-hot” encoding: The message u is firstly mapped to an M -dimensional one-hot
vector, where the u-th element is set to 1, while all others are set to 0.2

• Transmitter NN: The one-hot vector is used as the input to the transmitter NN,
which subsequently maps it to a complex-valued symbol x̃. Note that conven-
tionally, the transmitter NN is implemented to have 2 real-valued outputs, repre-
senting the real and imaginary components of the transmit symbol. This design
choice stems from the fact that early versions of commonly used machine learning
frameworks (e.g., TensorFlow or PyTorch) lacked support for complex-valued NNs.

• Normalization: The resulted signal x̃ is then normalized by a normalization layer [31]
1Bitwise AEs are introduced in Section 4.1.2.
2One-hot encoding is the standard method for representing categorical values in most machine learning

algorithms [195]. However, the dimension of the one-hot vector grows exponentially with the number
of classes M , which in turn increases the size of the NN. Alternative embeddings [196] and multi-hot
sparse categorical CE loss can be used to mitigate this issue.
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Figure 4.2: An example of a symbol-wise AE for GCS. A complex-valued constellation point
x is represented by two real-value numbers, xI and xQ.

to fulfill the power constraint (e.g., a peak power constraint or an average power
constraint) imposed by the system design. Note that both the one-hot encoding
and the normalization layer have no trainable parameters, and the entire transmit-
ter mapping is specified by the set of trainable parameters within the transmitter
NN. Consequently, the entire transmitter mapping can be written as x = f(u; τ ),
where τ is the trainable parameters of the transmitter NN.

Then, the normalized signal x is sent over the channel, after which a noisy/impaired
version of the transmitted signal is observed at the receiver. To determine which message
has been transmitted, the receiver NN takes the channel observation y as input and
proceeds as follows:

• Receiver NN: The received symbol vector y is firstly processed by the receiver NN
to obtain a length M vector, denoted by v ∈ RM .

• Softmax activation: The softmax activation function

softmax(v)i = evi∑M
j=1 evj

(4.1)

is applied to v to obtain a M -dimensional probability vector q ∈ [0, 1]M . Here, we
have qi = softmax(v)i,

∑M
i=1 qi = 1, and each component of q can be interpreted

as the estimated posterior probability of the message. The entire receiver mapping
is denoted by q = g(y; ρ).

• Decision: The transmitted message is estimated according to û = argmax
u∈U

[q]u.

End-to-End Training Procedure
To optimize the transmitter and receiver parameters, it is important to have a suitable
optimization criterion. Due to the fact that optimization relies on the empirical com-
putation of gradients, a criterion like SER Pr(u ̸= û) cannot be used directly (as it is
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Figure 4.3: Constellation and SER comparison between squared and geometrically shaped 16-
QAM. The SER curve assumes transmitting over an AWGN channel.

not differentiable). Instead, a commonly used criterion is the CE loss function given by
(3.4). Here, since the target predictions (or labels) are the known transmitted symbols,
the CE loss for AE-based GCS can be written as

JCE(τ , ρ) = −Ey

{
M∑

u=1
log([g(y; ρ)]u)

}
, (4.2)

where it is assumed the symbols are transmitted with equal probability. The dependence
of JCE(τ , ρ) on τ is implicit through the distribution of y, which is a function of the
transmitted symbol f(u; τ ). Through iterative minimization of the CE loss across the
training dataset, e.g., using SGD, the training algorithm finds the AE configuration
that minimizes the error probability during transmission (i.e., by learning the optimal
constellation and the corresponding demapper).

Fig. 4.3 illustrates an example of a GCS constellation (for M = 16) obtained by
training an AE over an AWGN channel at SNR = 9 dB, where SNR. We consider an
averaged power constrain, i.e. Es = 1, and the resulting constellation exhibits a pentagon
shape, distinguishing it from the conventional square 16-QAM. Notably, although trained
under a fixed SNR, the learned constellation shows the potential to achieve a lower
SER compared to the standard QAM constellation across a wide range of SNRs when
applied to an AWGN channel. In fact, for an AWGN channel, the “optimal” constellation
configuration for a symbol-wise AE has near negligible dependency on the SNRs, which
we shall see in Section 4.1.2.

Mutual Information Perspective on Symbol-Wise AEs
The symbol-wise AE trained under CE loss can be used to determine lower bounds on the
MI [197]. Indeed, by straightforward manipulations, the MI between random transmitted
symbol X (or the message U) and received symbol Y can be rewritten by3

3For GCS, the mapping from a message to a constellation symbol is fixed, and we have I(U ; Y ) =
I(X; Y ).
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I(X; Y ) =
∑
x∈X

pX(x)
∫

fY |X(y|x) log
fY |X(y|x)

pY (y) dy (4.3)

=
∑
x∈X

pX(x)
∫

fY |X(y|x) log
(

fY |X(y|x) pX(x)
pY (y) [g(y; ρ)]u

· [g(y; ρ)]u
pX(x)

)
dy

= KL(pX,Y (x, y)∥pY (y) [g(y; ρ)]u) +
∑
x∈X

pX(x)
∫

fY |X(y|x) log
(

[g(y; ρ)]u
pX(x)

)
dy

≥ E{log([g(y; ρ)]u) − log[pX(x)]}
= H(X) − JCE(τ , ρ) ,

where the inequality comes from the fact that the Kull-Leibler divergence is non-negative,
i.e., KL(pX,Y (x, y)∥p(y) [g(y; ρ)]u) ≥ 0. The entropy H(X) is a constant assuming the
distribution of the transmitted messages is fixed, minimizing the CE loss is therefore
equivalent to maximizing a lower bound on the MI.

4.1.2 Bitwise Autoencoder
The symbol-wise AE described in the previous section considers optimizing the transceiver
in terms of MI. However, as discussed in Section 2.6, the MI is only achievable for non-
binary coded systems (e.g., a system employing multi-level coded modulation [198] or
non-binary coded modulation [199]). For the widely deployed bit-interleaved coded mod-
ulation systems, training an AE under the CE loss could result in a penalty in the actual
AIR after performing bit labeling. Therefore, it is beneficial to train an AE that works
directly with the bit sequences. In the rest of this section, we describe the basics of the
a bitwise AE and its training.

The bitwise AE was first studied in [200], where it was demonstrated that a bitwise
AE can be trained to perform joint GCS and bit labeling. To construct a bitwise AE,
the following changes should be made to a symbol-wise AE.

• Instead of having a symbol as input, the input to the bitwise AE is a sequence of
m bits.4 Denoting the set that contains all possible bit sequences by B, it is easy
to see that the cardinality of this set is |B| = 2m.

• Including SNR as an additional parameter for both transmitter and receiver NN.
As we will show later, the “optimal” constellation configuration for the bitwise AE
varies significantly at different SNRs.5

4Similar as the symbol-wise AE, the bit sequence can be pre-processed (e.g., one-hot encoded) before
fed to the transmitter NN.

5One can also include SNR as a hyperparameter when training a symbol-wise AE. However, for an
AWGN channel, the constellation obtained using a symbol-wise AE trained at a moderate SNR
typically works very well for a wide range of testing SNRs.
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Figure 4.4: Constellations learned over an AWGN channel for m = 4 at different SNRs. The
figure is based on [200], and the different colors indicate the different training SNR.

• The receiver NN generates m outputs instead of |B|. In particular, given the channel
observation y, the receiver NN maps it to a vector of m logits, i.e., l = [l1, . . . , lm]⊤.
These logits can be related to the LLRs commonly used for soft-decision binary
decoder [200].

• The receiver proceeds with applying an element-wise sigmoid function to each of
these logits, i.e.,

sigmoid(lj) = 1
1 + e−lj

. (4.4)

The resulted vector represents the posterior probabilities of the bits being “0” or
“1”.

Optimizing of the bitwise AE is done by minimizing the total BCE loss [200]

JBCE = −
m∑

j=1
Ey,bj {log[sigmoid(lj)]}, (4.5)

which in fact can be used to derive a lower bound for GMI [200], analogous to how CE
provides a lower bound for MI.

Fig. 4.4 visualizes the GCS constellations learned over an AWGN channel for m = 4,
when leveraging the bitwise AE (top) and symbol-wise AE (bottom), respectively. Apart
from being bit-labeled, the constellation obtained from training a bitwise AE exhibits
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distinct geometric locations compared to that obtained from training a symbol-wise AE
across all considered SNRs. In particular, the “optimal” positions of constellation points
in the bitwise AE are highly sensitive to the training SNR, whereas such sensitivity is
considerably reduced (almost negligible) in the case of a symbol-wise AE.

When looking at the learned constellation together with the corresponding bit labeling,
it is also evident that at low SNRs, the bitwise optimized AE tends to cluster constellation
points into groups that only differ in one bit position. This clustering phenomenon, absent
in a symbol-wise AE, compromises the reliability of this bit position while enhancing the
overall constellation’s AIR [200]. However, one should note that clustering constellations
into groups would lead to a degraded symbol-wise performance, as confusions are more
likely to occur within the clustered symbols [200].

4.1.3 End-to-End Autoencoder Training with Non-differentiable
Channels

One practical challenge of standard end-to-end AE learning is the requirement for a dif-
ferentiable channel model to train the transmitter, i.e., transmitter training necessitates
backpropagating the gradient through the channel. In practice, such a differentiable
channel model is rarely available, and training using an inaccurate channel model leads
to a significant performance loss when the system is deployed [201]. To address this
challenge, various approaches have been proposed in the literature.

A simple work-around is to first train the transceiver pair on a differentiable channel
model and then perform receiver fine-tuning based on measurement data [201]. However,
with this approach, the transmitter cannot be fine-tuned to the actual channel, result-
ing in suboptimal performance. A different approach to circumvent this limitation is
to first learn a surrogate channel model, for example, through supervised learning [176]
or an adversarial process [31, 186, 202], and then use the surrogate model to train the
transceiver. In this case, the performance of the resulting system heavily relies on the ac-
curacy of the learned channel model. Another approach based on a stochastic transmitter
was proposed in [203], where RL-based transmitter training was performed by alternating
between transmitter and receiver optimization. This approach has been shown to achieve
similar performance as standard end-to-end learning both in simulation and experimen-
tal environments [203]. A related method based on simultaneous perturbation stochastic
optimization was proposed in [204], showing similar performance as standard end-to-end
learning (when applied to an AWGN channel) but with slightly degraded convergence
rate. Finally, a gradient-free transmitter training approach based on Bayesian filtering
was proposed in [205], showing similar performance as standard end-to-end learning.

4.1.4 Applications of End-to-End Autoencoder Learning
Since first reported in [31], the concept of end-to-end AE learning-based communication
system design has been extensively studied in both wireless [200,206–212] and fiber-optic
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communications [32,186,197,213–217]. Among these works, we observe that

• Many studies have focused on learning a pair of specific functional blocks. For
instance, end-to-end AE learning has gain intensive popularity for designing ap-
propriate modulation formats across various channels and applications. Notable
examples include GCS for an AWGN channel [204], GCS for the nonlinear optical
fiber channel [197, 216–218], GCS tailored for channels with hardware imperfec-
tions [18], and GCS for PN channels utilizing a differentiable BPS [19,219], among
others.

• Some works have explored learning multiple functional blocks jointly. To name a
few examples, end-to-end AE learning has been applied for joint source and channel
coding in [210, 212]. It has also been employed to perform joint learning of GCS
and channel coding [31,220], joint geometric and probabilistic shaping in [221], and
the joint optimization of GCS and transmit waveform [211].

• Finally, several works have focused on optimizing the entire communication link,
encompassing the learning of bit-to-waveform mapping and waveform-to-bit map-
ping. Notable examples include orthogonal frequency-division multiplexing AEs for
wireless communication [207], AEs for intensity-modulation direct-detection fiber-
optic communication [32,186,214], and AEs for coherent fiber-optic communications
in [215].

End-to-end AE learning serves as the primary focus of this thesis. Specifically, this
concept has been extensively explored in Paper A, Paper C, and Paper D across various
channels and applications. Paper A and Paper C delve into fiber-optic communication. In
particular, Paper A studies AE-based GCS for an NLPN channel, while Paper C explores
the joint learning of the transceiver chains for a WDM system tailored to nonlinear
hardware impairments. Paper D considers wireless communication, where AE-based
MIMO and MU communication were investigated.

4.2 Autoencoders for Blind Channel Equalization
AEs can also be used to train blind channel equalizers, although this approach has
seldom been explored in the literature. The idea of an AE-based, or more precisely,
VAE-based blind equalizer was initially introduced in [222, 223]. The primary objective
is to learn a parametric function that approximates the MAP detector. To achieve
this, the method involves training two parametric functions, often implemented using
FIRs filters [224]. First, an encoding function maps the channel observations to soft
estimates of the transmitted symbol sequence. Second, a decoding function aims to
reconstruct the channel observations from these estimated symbols. In this framework,
the encoding function serves dual purposes, i.e., it acts as both an equalizer and a soft
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demapper. By concurrently training these two parametric functions using the evidence
lower bound [225], one can derive an approximation to the MAP detector and obtain an
ML channel estimate [224].

The VAE-based equalizer has demonstrated comparable performance to a pilot-aided
equalizer, surpassing the commonly used blind equalizers [224]. However, it is primarily
designed for linear channels, and it may experience performance degradation when di-
rectly applied to nonlinear channels.6 To address this limitation, a novel blind equalizer
based on the LSC-AEs was proposed in Paper E. The proposed method is based on in-
troducing a constraint to the latent representation of a standard AE, and is shown to
achieve promising performance for both linear and nonlinear channels.

6Training the VAE-based equalizer necessitates an analytical solution to the evidence lower bound
(see [224]), which is only available for channels of a simple form.
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Contributions

This chapter summarizes the contributions of each appended publication, and outlines
some potentially interesting ideas for future work.

5.1 Contributions

Paper A
“Learning physical-layer communication with quantized feedback”

In this paper, motivated by the challenge that gradient-based transmitter optimization
faces in practice due to the requirement of a known and differentiable channel model,
we address the problem of transmitter gradient estimation using RL, assuming that the
feedback signal is quantized with a limited number of bits. Our primary contribution is
the proposition of a novel scheme for the feedback signal quantization. The effectiveness
of the proposed quantization schemes is validated through a comprehensive numerical
study, demonstrating that feedback quantization does not significantly affect the learning
process. It can lead to performance similar to the case where unquantized feedback is
used for training, even with 1-bit quantization. Additionally, we provide a theoretical
justification for the effectiveness of the proposed approach. Specifically, we prove that
feedback quantization and bit flips simply scale the expected gradient used for parameter
training. Furthermore, we derive upper bounds on the variance of the gradient in terms
of the Fisher information matrix of the transmitter parameters.
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Paper B
“Over-the-fiber digital predistortion using reinforcement learning”

In this paper, we propose a novel NN-based DPD scheme for compensating the trans-
mitter impairments in a practical optical-fiber transmission system. Unlike many existing
NN-based DPD schemes, which are trained offline, we demonstrate, for the first time,
the online training of DPD over an optical back-to-back channel using RL. Experimental
results indicate that the proposed DPD effectively mitigates transmitter impairments,
outperforming a widely used baseline scheme.

Paper C
“Model-based end-to-end learning for WDM systems with transceiver hard-
ware impairments”

In this paper, we propose a novel end-to-end AE learning-based transceiver design
for WDM systems with hardware impairments. Motivated by the fact that existing AE-
based systems are often regarded as “black-box” solutions and are difficult to interpret, we
propose to design the AE-based transceiver following the modular structure of traditional
fiber-optic communication systems. Specifically, the proposed AE-based transceiver is
implemented using a concatenation of small NNs, with the aim that each NN is trained to
perform a specific functionality. By doing this, it is shown that the proposed method can
achieve superior performance compared to traditional methods. Moreover, the modular
structured AE design allows us to visualize and interpret each of the learned block,
offering potential insights to guide the improvement of existing communication systems.
Finally, we extend the RL-based transmitter training approach to handle systems with
memory. Simulation results demonstrate that the RL-based training algorithm achieves
similar performance to standard end-to-end learning.

Paper D
“Benchmarking and interpreting end-to-end learning of MIMO and multi-
user communication”

In this paper, we study end-to-end AE learning for MIMO and multi-user commu-
nications. Our objective is to better understand the potential performance advantages
offered by AE-based MIMO and MU systems over traditional methods. Our research
shows that, for a wide variety of different scenarios, AE-based communication systems
can achieve commendable solutions without a priori knowledge about complex mathemat-
ical tools or communication-theoretic principles. However, our work has also highlighted
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that these systems do not necessarily outperform state-of-the-art benchmarks, especially
when those benchmarks are appropriately selected. A particular emphasis in this study
was placed on benchmark selection. This approach allows us to provide deeper insights
into AE-based systems and, in certain instances, complete interpretations of the learned
communication schemes.

Paper E
“Blind Channel Equalization Using Latent Space Constrained Autoencoders”

In this work, motivated by the fact that data-aided equalizers lead to a loss in SE, we
propose a novel blind equalizer based on the LSC-AEs. By introducing a decision block
to a standard AEs, the latent representation of the AE is constrained to a fixed codebook
(i.e., the modulation format under use), which in return benefits the AE-based equalizer
training. The proposed equalizers can be realized using different models, such as NNs
or FIR filters, and can be applied to both linear and nonlinear channels. Simulation
results shown that the proposed blind equalizer can achieve performance similar to that
of a data-aided equalizer while outperforming state-of-the-art blind equalizers. Finally,
we demonstrate that the proposed method we demonstrate that the proposed scheme
exhibits superior training characteristics compared to the baseline schemes in terms of
both convergence speed and robustness to variations in training batch size and learning
rate.

5.2 Conclusion
In this thesis, we have studied various aspects of DL for physical-layer communications.
Our primary focus has been on the applications of end-to-end AE learning for joint
transceiver design, while we have also explored the potential of applying AEs for blind
channel equalization. For end-to-end AE learning, we have considered both wireless and
fiber-optic communications in terms of applications and supervised and RL in terms
of methodology. In general, we found that for a wide variety of different scenarios,
end-to-end AE learning has the potential to learn very good solutions without any a pri-
ori knowledge about complex mathematical tools or communication-theoretic principles.
For linear systems, AE-based solutions do not necessarily outperform state-of-the-art
baseline schemes, provided that the baseline schemes are properly chosen. However,
for nonlinear systems, end-to-end AE learning holds the potential to discover solutions
that surpass traditional model-based methods. The primary reason for this lies in the
fact that traditional methods are often designed based on some idealized assumptions
(e.g., linearity). When such assumptions do not hold, the performance of these model-
based methods degrades. In contrast, learning-based methods do not necessitate such
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assumptions and, therefore, have the potential to learn more effective solutions. Re-
garding the application of blind channel equalization, we introduced a novel AE-based
blind equalizer. The proposed method relies on introducing a constraint in the latent
space representation of a standard AE. It has been demonstrated that our approach can
achieve performance comparable to traditional data-aided equalizers while outperforming
state-of-the-art blind equalizers.

5.3 Future Works
While the thesis has explored various aspects of applying AEs in the physical-layer com-
munications, we believe that there are several important aspects related to AE usage
that deserve further investigation

• Channel models: Similar to related prior works, we have adopted simplified channel
models for end-to-end AE learning. While transmission/transceiver impairments
have been considered in some of the appended papers, these channels generally fall
short to describe all the different aspects of a practical transmission link. Conse-
quently, it remains unclear how end-to-end AE learning performs in a more practical
communication setup where both channel and hardware distortion are present. To
more accurately resemble reality, one could consider alternative models to evaluate
AE-based transceiver design.

• The results presented in the papers above rely on the assumption that the commu-
nication link has a fixed data rate, as does the AE. To address the need for flexible
transmission rates, new AE designs are required to offer rate-adaptive transmission.
A promising direction could involve using the “many-to-on” mapping [217].

• Complexity: Both training and runtime complexities are crucial considerations for
the practical implementation of DL-based algorithms. While the works in this
thesis have primarily focused on proof-of-concept demonstrations, little attention
has been paid to complexity analysis. For future works, it might be worthwhile, for
instance, to optimize NN architectures to reduce training complexity or to prune
NN parameters to minimize runtime complexity.

• Scalability: While several works in the appended papers have explored AE-based
GCS for two-dimensional constellations with relatively small cardinalities, GCS
is expected to offer better performance for multi-dimensional constellations with
large cardinalities. Nonetheless, the efficient training of AEs for significantly large
constellations remains a topic requiring further exploration.
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