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Requirement prioritization is recognized as an important decision-making activity in requirements engineering .
Requirement prioritization is applied to determine which requirements should be implemented and released. In
order to prioritize requirements, there are several approaches/techniques/tools that use different requirements
prioritization criteria, which are often identified by gut feeling instead of an in-depth analysis of which
criteria are most important to use. Therefore, in this study we investigate which requirements prioritization
criteria are most important to use in industry when determining which requirements are implemented and
released, and if the importance of the criteria change depending on how far a requirement has reached in
the development process. We conducted a quantitative study where quantitative data was collected through a
case study of one completed project from one software developing company by extracting 32,139 requirements
prioritization decisions based on eight requirements prioritization criteria for 11,110 requirements. The results
show that not all requirements prioritization criteria are equally important, and this change depending on
how far a requirement has reached in the development process. For example, for requirements prioritization
decisions before iteration/sprint planning, having high Business value had an impact on the decisions, but

after iteration/sprint planning, having high Business value had no impact.

Editor’s note: Open Science material was validated by the Journal of Systems and Software Open Science Board.

1. Introduction

Requirements Prioritization (RP) is an important decision making
task in software development (Herrmann and Daneva, 2008) where the
objective is to determine, from a set of candidate requirements, which
requirements are the most valuable and thus should be included in the
product (Berander and Andrews, 2005), and in which order they should
be implemented (Riegel and Doerr, 2015). Prioritizing requirements
(i.e., determining the most valuable ones) involves making decisions
based on one or several criteria, e.g., budget (Bukhsh et al., 2020), time
constraints (Bukhsh et al., 2020), technical constraints (e.g., develop-
ment cost and risk) (Riegel and Doerr, 2015; Shao et al., 2017; Pergher
and Rossi, 2013), business aspects (e.g., market competition and regu-
lations) (Pergher and Rossi, 2013), customer satisfaction (Pergher and
Rossi, 2013; Shao et al., 2017), or business value (Riegel and Doerr,
2015; Daneva et al., 2013). The increasing number of requirements,
both from internal (e.g., developers) and external (e.g., customers)
sources, and from the availability of vast amount of data (big data)
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coming from digital networks connecting an increasing number of peo-
ple, devices, services, and products (Berntsson Svensson et al., 2019),
makes RP even more difficult.

Several RP techniques have been introduced in the literature
(Pergher and Rossi, 2013; Achimugu et al., 2014; Hujainah et al.,
2018; Bukhsh et al., 2020) to make RP accurate, efficient, and reli-
able (Bukhsh et al., 2020). For example, RP techniques based on new
technologies such as machine learning and repository mining (Pergher
and Rossi, 2013; Achimugu et al.,, 2016; Shao et al., 2017) (fol-
lowing the trend of big data in requirements engineering), or RP
techniques based on established RP concepts such as Analytical Hier-
archy Process, Numerical Assignment, Planning Game, and Cumulative
Voting (Bukhsh et al., 2020; Rinkevi¢s and Torkar, 2013).

Regardless if the RP techniques are based on new technologies or
established concepts, all use one or several criteria when prioritizing
requirements. However, all techniques have limitations, not only re-
lated to, e.g., scalability and requirements dependencies (Achimugu
et al.,, 2014; Shao et al.,, 2017), but also due to assumptions about
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project context (e.g., the order in which requirements that should be
prioritized are presented to the stakeholders, available information
during RP, and how the RP process looks like) (Riegel and Doerr,
2015; Bukhsh et al., 2020) and assumptions about which criteria should
be used when prioritizing requirements, which is often decided based
on gut feeling (Riegel and Doerr, 2015). Having a predefined set of
criteria to be used in RP may lead to using misleading criteria (Riegel
and Doerr, 2015), and thus making wrong/poor decisions. Hence, it
is important to have flexible RP techniques where the used criteria are
based on an in-depth analysis of which criteria are the most appropriate
for a given context/project (Berander and Andrews, 2005). There are
studies (e.g., Berntsson Svensson et al., 2011; Daneva et al., 2013;
Jarzebowicz and Sitko, 2020) that have investigated which criteria
are most commonly used in industry and/or most important/valuable
when prioritizing requirements. Most (if not all) of these studies have
investigated the RP criteria by asking industry practitioners for their
subjective opinion concerning which criteria are most commonly used
and/or most important when prioritizing requirements. However, the
importance of various RP criteria and its content may be recalled
differently among the practitioners due to memory bias (von Zedtwitz,
2002) and details may quickly be forgotten (Baird et al., 1999). Further-
more, reflection on purely experience-based memory recall (e.g., when
asking practitioners about their subjective opinions) carries a high
risk of drawing incorrect conclusions (Glass, 2002) and may result in
emotional sessions rather than in constructive fact-based discussions.
Therefore, to understand which RP criteria have an actual impact on
RP decisions, an in-depth analysis (Berander and Andrews, 2005) based
on actual RP decisions are needed to avoid practitioners’ biases. To the
best of our knowledge, no study has analyzed the actual outcome of
RP decisions in industry to identify which RP criteria have an actual
impact on RP decisions, or if the impact changes over time.

In this paper, we investigate which RP criteria have an actual impact
in industry when determining which requirements are implemented
and released to its customer and which ones are dropped. To this
aim, we conducted a quantitative study of one completed project from
one case company to investigate which criteria industry practition-
ers actually base their decisions on when prioritizing requirements,
and if the criteria change depending on how far a requirement has
reached in the development process. In order to investigate which
RP criteria actually have an impact on RP decisions, we performed
a quantitative study considering 32,139 RP decisions based on eight
RP criteria for 11,110 features' from one completed project with 14
software development teams and five cross-functional teams. That is,
we collected quantitative data through a case study. The extracted
data was analyzed by designing, comparing, validating, and diagnosing
ordinal Bayesian regression models employing a Sequential likelihood.
In addition, ordered categorical predictors were modeled as category-
specific effects. Finally, to better understand how these effects vary over
time a conditional effects analysis was conducted.

The results of this quantitative study show that not all RP criteria
have an equal impact on RP decisions, and that the impact of a
criterion changes depending on how far a requirement has reached in
the development process. For example, having a high business value has
an actual impact on RP early in the development process, high customer
value has an impact in the middle, while being a critical requirement
only has an impact at the end of the development process. Moreover,
one out of eight used RP criteria, namely number of key customers who
believed the requirement is important, had no impact on RP. Although
the criterion dependency to other requirements had a significant impact
on RP at one point in time, it did not matter if the requirement had
dependencies to other requirements or not.

The remainder of this paper is organized as follows. Section 2
presents related work, and an introduction to Bayesian Data Analysis.

1 The case company use the term feature for requirement.

The Journal of Systems & Software 209 (2024) 111909

Section 3 describes the design of our quantitative study, while Section 4
presents the results. Section 5 discuss the findings and Section 6 dis-
closes the threats to the validity of our study. Finally, Section 7 gives
a summary of the main conclusions.

2. Background and related work

This section presents related work on requirements prioritization.
We conclude the section by providing a brief introduction to Bayesian
data analysis.

2.1. Requirements prioritization

Several systematic literature reviews (SLRs) and systematic map-
ping studies have studied state-of-the-art in Requirements Prioritization
(RP) (Herrmann and Daneva, 2008; Kaur and Bawa, 2013; Pergher and
Rossi, 2013; Achimugu et al., 2014; Hujainah et al., 2018; Thakurta,
2017; Bukhsh et al., 2020). Herrmann and Daneva (2008) investigated
RP techniques based on benefit and cost information and concluded
that empirical validations of RP techniques where needed. Kaur and
Bawa (2013) conducted an SLR and identified seven RP techniques
that were compared and analyzed. The seven RP techniques were
Analytic Hierarchy Process (AHP), value-oriented prioritization, cu-
mulative voting, numerical assignment, binary search tree, planning
game, and B-tree prioritization. The authors concluded that more work
in the RP area is needed in order to improve the effectiveness—in
terms of complexity and time consumption—of RP techniques. Pergher
and Rossi (2013) performed a systematic mapping study focusing on
empirical studies in RP. The authors identified that accuracy, time
consumption, and ease of use were the most common criteria to use
when evaluating RP techniques. Moreover, the results revealed that
most studies in the RP area focus on RP techniques. Achimugu et al.
(2014) conducted an SLR with the focus on RP techniques and their
prioritization scales. The SLR identified 49 RP techniques that, in
general, faced challenges related to time consumption, requirements
dependencies, and scalability.

Later on, Hujainah et al. (2018) conducted an SLR to identify
strengths and limitations of RP techniques. The results showed that
RP is important for ensuring the quality of the developed system. In
addition, 108 RP techniques were identified and analyzed based on,
e.g., used RP criteria and limitations. In total, 84 RP criteria were
used among the 108 RP techniques, where the criterion importance
was the most frequently used. Moreover, the authors concluded that
the existing RP techniques have limitations with regards to scalability,
requirements dependencies, time consumption, and lack of quantifi-
cation, which is in-line with the reported limitations in Achimugu
et al. (2014). Thakurta (2017) performed a systematic mapping study
focusing on understanding RP artifacts, which included the objective
of RP and factors that influence the overall RP process. In a recent
SLR, Bukhsh et al. (2020) evaluated the existing empirical evidence
in the RP area, which did not only include empirical evidence related
to RP techniques. The results show that AHP is the most accurate and
commonly used RP technique in industry. Most of the focus in the RP
literature is on proposing, developing, and evaluating RP techniques,
and comparing the performance of existing RP techniques (Pergher and
Rossi, 2013). The most common approach to evaluate RP techniques
is by empirically evaluate two or more RP techniques, where AHP is
commonly used as one of them (Bukhsh et al., 2020).

All RP techniques use one or several criteria for RP, where most
of them use a fixed, predefined, set that are used during the RP
process (Riegel and Doerr, 2015). However, the predefined criteria may
not be suitable for all contexts. Thus, it is important to identify which
criteria to use, and which ones are the most important to use given
the context. Riegel and Doerr (2015) conducted an SLR to identify
and categorize prioritization criteria. In total, about 280 prioritization
criteria were extracted from the literature and categorized into six main
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categories: benefits, costs, risks, penalties and penalty avoidance, busi-
ness context, and technical context and requirements characteristics.
The most frequently mentioned RP criteria in the literature were: imple-
mentation effort, resource availability, implementation dependencies,
business value, customer satisfaction, and development effort. Hujainah
et al. (2018) identified 84 RP criteria where importance was the most
used criterion among the identified RP techniques, followed by cost,
business value, value, and dependency. Thakurta (2017) identified sev-
eral factors that influences RP, including requirements dependencies,
software architecture, business value, and stakeholder roles.

Most of the identified RP criteria in the above literature comes
from proposed RP techniques, and thus are selected based on gut
feeling (Riegel and Doerr, 2015) and not importance. There are studies,
e.g., Berntsson Svensson et al. (2011), Daneva et al. (2013), Jarze-
bowicz and Sitko (2020), that looked into which RP criteria are used/
important in industry. Berntsson Svensson et al. (2011) investigated
how RP is conducted in industry and which criteria are used when
prioritizing requirements. The results show that cost, value, customer
input, and/or no criterion are the most commonly used criteria in
industry for RP. In another study, Daneva et al. (2013) found that
the understanding of requirements dependencies is important for RP,
and that the two most important RP criteria are business value and
risk. Jarzebowicz and Sitko (2020) investigated agile RP in industry.
The results show that business value is the most commonly used RP
criterion, but other criteria such as complexity, stability, and inter-
dependence are also used. However, these studies are based on the
practitioners’ subjective opinion about which RP criteria are important,
and not on an in-depth analysis based on actual RP decisions.

The above indicates that the focus have been on comparing RP
techniques and not on what we should measure, i.e., the criteria.
Ultimately, in all analysis, what you measure and how you measure it,
is more important than the actual analysis. To this end we focus on an
analysis technique that allows us to take prior knowledge into account,
handles disparate types of data, uses generative models, and quantifies
uncertainty through probability theory, in order to investigate what
effect different measurements have on RP.

2.2. Bayesian data analysis

Lately, many tools and probabilistic programming languages have
been developed to tackle some of the challenges we face when de-
signing more powerful statistical models. In our view, several things
have improved. First, probabilistic programming languages, e.g., Tur-
ing.jl or Stan, have matured.”? Second, resampling techniques
based on Markov chain Monte Carlo (MCMC) have improved (Brooks
et al., 2011). Third, principled and transparent procedures for conduct-
ing Bayesian inference using the mentioned techniques now exist (Talts
et al., 2018; Gabry et al., 2019; Gelman et al., 2017; Betancourt, 2019),
and are being continuously improved (Vehtari et al., 2021).

In our case we have decided to use the dynamic Hamiltonian Monte
Carlo implementation that Stan provides (Brooks et al., 2011). Mainly
because it is considered to be the gold standard in the field, which many
research groups use when benchmarking their algorithms. Additionally,
compared to other MCMC implementations, Stan provides a plethora of
diagnostics to ensure validity and reliability of the findings.

If we further contrast the above with how analyses are done in
computer science and software engineering research today (Gomes de
Oliveira Neto et al., 2019), we feel that a principled Bayesian workflow
serves us well. In short, issues such as the arbitrary « = 0.05 cut-
off, the usage of null hypothesis significance testing and the reliance
on confidence intervals have been criticized (Ioannidis, 2005; Morey
et al., 2016; Nuzzo, 2014; Woolston, 2015), and when analyzing the

2 See https://turing.ml and https://mec-stan.org.
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arguments, we have concluded that there is a need to avoid many of
the issues plaguing other scientific fields.

In this paper we expect the reader to have knowledge regarding de-
sign of statistical models. In our particular case we will conduct linear
regression, however our outcome (dependent variable) is of an ordered
categorical nature (i.e., compared to a count the differences in value
is not always equal), as are some of our predictors (independent vari-
ables) (Biirkner and Charpentier, 2020).> To this end, we will design,
compare, validate, and diagnose ordinal Bayesian regression models
with the purpose of propagating uncertainty and making probabilistic
statements by using a posterior probability distribution as explained
by, e.g., Biirkner and Vuorre (2019), Furia et al. (2021), Torkar et al.
(2021), Furia et al. (2021).

To summarize the development of statistical models in this paper we
refer interested readers to the replication package.* However, we will
provide a rudimentary overview of the steps involved (the below is a
summary of what an interested reader can find in Furia et al. (2021)).

First, model design begins with assumptions about the underlying
data generation process (i.e., the likelihood). As the reader will see,
the outcome in the data is ordered categorical, which leaves us with
a number of options. We decide on the most appropriate likelihood
by using ontological and epistemological arguments (see replication
package).

Second, once a rudimentary model has been developed one needs
to set prior probability distributions (priors) on all parameters that we
want estimated. To ensure that we are not overfitting, i.e., learning
too much about the data, it is important that we check what the
combinations of priors imply on our outcome. This is called prior
predictive checks.

Third, once the model has been sampled, we check diagnostics to
ensure that we have reached a stationary (stable) posterior probability
distribution. If this is the case, we then check how well the model fits
the empirical data; this is called posterior predictive checks.

Fourth, we next repeat the steps above and design more models. We
then use Kullback-Leibler divergence (Kullback and Leibler, 1951) to
decide on which model is the best (relative to other models) concerning
out-of-sample predictions (i.e., which model deals best with new data);
this is ultimately a cross-validation approach.

However, just because we have a ‘best’ model, that does not mean
that this will be true for all eternity. The approach above is iterative,
and over time we learn more about the studied phenomenon and,
hence, models will evolve over time when new evidence is added.

3. Study design

The aim of this study is to empirically evaluate the impact RP crite-
ria have on decisions when prioritizing requirements, and if the criteria
change depending on how far a requirement has reached in the devel-
opment process. To address the aim of this study, a quantitative study
where quantitative data was collected through a case study (Wohlin
et al., 2003) was used. Data was collected from one completed software
project from one software developing company. The following research
questions (RQ) provided the focus for the empirical investigation:

* RQ1: Which of the used requirements prioritization criteria, by
the case company, have an actual impact when determining
which requirements should be implemented and released?

* RQ2: Does the impact of requirements prioritization criteria
change depending on how far a requirement has reached in the
development process?

3 Throughout the paper we use the terms variate, predicted variable,
dependent variable, and outcome interchangeably. The same applies to the
terms covariate, independent variable, and predictor. Since the paper’s focus
is on features in requirements engineering, we refrain from using that term in
connection to our statistical analysis.

4 https://github.com/torkar/feature-selection-RBS DOI: 10.5281/zenodo.
4646845.


https://turing.ml
https://mc-stan.org
https://github.com/torkar/feature-selection-RBS
http://10.5281/zenodo.4646845
http://10.5281/zenodo.4646845

R. Berntsson Svensson and R. Torkar
3.1. Project selection criteria

We conducted our analysis on one completed software project from
one software developing company from our industry collaboration
network. The software developing company has a large number of
completed and ongoing projects. Thus, in order to select a project to
be analyzed, four criteria were identified that needed to be satisfied:

« Criterion 1: Completed project. It was important for the studied
project to be completed in order to analyze all requirements and
decisions during the project’s life cycle. Thus, we avoided projects
with a short development time, e.g., projects that was only 50%
completed, since these projects would have an incomplete num-
ber of requirements and decisions made.

Criterion 2: More than one criterion. About 280 different RP cri-
teria have been identified in the literature (Riegel and Doerr,
2015), while other studies, e.g. Berntsson Svensson et al. (2011),
Thakurta (2017), Maalej et al. (2016), have identified different
criteria that are considered important in RP. Therefore, in order
to analyze which criteria actually have an impact on the decisions
in industry, it was important to analyze a project that used several
different RP criteria.

Criterion 3: Complete information. We needed reliable data in order
to produce a healthy dataset (the most important aspect in any
statistical analysis is the data, not what approach one uses). To
that end, all information and data about the requirements and
the RP decisions needed to be documented and complete (i.e., no
missing data/value/information about the requirements, RP crite-
ria, or decisions made). This includes that all requirements’ states
should be documented, all used RP criteria including their values
should be complete (i.e., no missing values), and all decisions
(from RP) needed to be documented.

Criterion 4: Large number of requirements and decisions. In order
to fully understand which RP criteria have an impact in industry,
our studied project could not be a too simple example with only a
few requirements and decisions made. Therefore, it was important
that the studied project had a large number of requirements and
decisions made, which could be seen as representative of a project
at larger software company.

These four criteria allowed us to (i) identify a project that the
company identified as a representative project of the case company,
i.e., purposive sampling (Baltes and Ralph, 2020) ensuring represen-
tativeness, (ii) discard projects having a short development time with
few requirements and decisions, and (iii) discard projects with only one
or a few RP criteria. A “gate-keeper” at the case company identified a
suitable project that fulfilled all four criteria.

3.2. Characteristics of the case company and the selected project

The case company develops software for embedded products in
a global consumer market. In the targeted organization of the case
company (i.e., where the studied project belongs), there are about
1000 employees in software development. The software development
model used by the targeted organization is a continuous development
model influenced by Scrum to allow for coordination with hardware
and product projects. Requirement engineering is partly handled by
the business department (as part of the cross-functional teams) and
partly by the software development teams. The targeted organization
use cross-functional teams that include customer representatives for
key customers, which is either a representative from the real key
customer or a customer proxy assigned by the business department.
The cross-functional teams have full responsibility for defining, priori-
tizing, implementing, and testing features. A feature is developed and
prioritized by one cross-functional team. In the targeted organization,
10-15 software development teams work in a typical project in several
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Table 1

Characteristics of the analyzed software project.
Characteristic #
Features 11,110
Decisions 32,139
Requirements prioritization criteria 8
Development teams 14
Cross-functional teams 5

cross-functional teams for a duration of 2-3 years. A typical project has
between 10,000 and 15,000 features.

The project in focus for this study, i.e., the studied project, is one
of the targeted organization’s products. The studied project had a lead
time close to three years from start to closure. In total, 14 software
development teams in 5 cross-functional teams were involved in the
development of the software for the embedded product. In total, the
studied project had 11,110 features. Fig. 1 illustrates the structure
of the features and what level of details the features had (written as
user stories, natural language, and use cases). Note that the features in
Fig. 1 are not the real features that were used in the analyzed project
(due to confidentiality reasons, the used features are not allowed to be
revealed). A feature could be in one of seven states, as shown in Fig. 3.

The different states are described in Section 3.3. The state of a fea-
ture shows how far the feature has reached in the development process.
Before a feature was assigned to a state, a RP decision was made. All
features were prioritized based on eight RP criteria by the responsible
cross-functional team. The cross-functional team that developed and
prioritized the feature was also responsible for collecting and recording
the value for each RP criteria. In total, 32,139 RP decisions were based
on the eight RP criteria. Table 1 provides a description of the studied
software project. The eight RP criteria are described in Table 2 together
with the recorded values for each RP criterion.

3.3. Data extraction

We extracted data from three databases from the case company of
the studied project. The first database contained all features of the
studied project, the second database contained all states for all features,
and the third database contained all RP criteria and its values for each
feature of the studied project. Fig. 2 provides an overview of our data
extraction steps, which are described below.

(D1) Extract all features. The first step in the data collection and
extraction phase was to extract all features that were ever considered
from the completed project. For each feature, a unique ID (FeatureID)
was extracted, which was used to link the feature to all RP decisions
and state(s) the feature reached in the development process (see D2
below), and to all values it had for each requirement prioritization
criteria (see D3 below). In total, 11,110 features were extracted.

(D2) Extract all states for each feature. When features are discovered
it is not certain if the feature will be included in the product release.
Available resources, scope, and lead-time limits the realization of any
feature into the product. Therefore, to keep track of all features through
the software development process, a feature can have one of seven
states, namely: elicited, prioritized, planned, implemented, tested, re-
leased, or dropped (illustrated in Fig. 3). The state of a feature shows
how far the feature has reached in the development process. Before a
feature is given a state (the first state is elicited), a decision (i.e., RP
decision) was made to include that feature in the project. All extracted
features from D1 reached at least the state of elicited, and thus is
considered to be included in the project. Then, before a feature changes
its state, a new RP decision based on eight criteria (see D3 below and
Table 2) was made. A feature could move (backward or forward) from
one state to another, meaning a feature could have been in one or
several states. When extracting all states from the second database, the
FeatureID was used to link each feature to all its states in the project. In
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As a user I want to protect my device so only authorized
persons have access to the information. We need to comply
with X.

Comments:
Local function which is enforced by central management.
Time-out must be configureable.

Suggested solution:
Depending on interaction design a function may be prompted
every time the user access sensitive information.

Affected features:
Feature A and Feature B

Use Case - Register X on agr t level

This Use Case is executed in an agreement. The
purpose is to add agreement service X including Y
and Z. The agreement service X generates transac-
tions for activation on platforms. Activation is done in
the window for the agreement of service X according
to standard form. Y consists of at least two sub-Y's,
and must be activated before the activation of Z. Y is
selectable to add X. Each sub-Y is added in the plat-
forms and invoicing will start at a given start date.
Change: On the service X it should be possible to
mark a sub-Y. When this is marked, the sub-Y will be
available to connect from the service X

As an administrator [ want to have the following functions:| ga¢4.
- Configure device parameters
- Configure certificates
- Configure user settings

The system shall receive encrypted data and being able to decrypt and save the

The response time for function X shall not exceed Y ms

As a Customer the lead-time shall not be affected by differentiation of variants

Fig. 1. Example of structure and what level of details the features had in the analyzed project.

Data Extraction
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(SMD1)
Selection of likelihood
Dataset
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tures 7 Elicited, Prio, Drop 74 No Novalue Novalue 1 0 No None predictive checks

I I (SMD3)
Diagnostics

I I (SMD4) |
— — —— — — — — — Inferences

Model comparison
I conducted J

Fig. 2. Overview of the study design.

Before a feature has a state Feature states

Continuous

Requirements/
Features/Ideas/
Wishes

Repository/
storage

State 4:
Implemented
State 7:
Dropped

flow 1 State 1: \===P" State 2. "\ === State 3: s State 5: === State 6
— Elicited Prioritised Planned /< Tested Release

Fig. 3. Overview of feature states.

this study, we only extracted the forward transitions of each feature. In
total, 32,139 decisions were extracted. Fig. 3 shows the different states
for a feature, which are described below.

State Elicited: Each feature that has been through a pre-feasibility
phase, and being prioritized (i.e., a decision is made to include the
feature for the next step) reach the state Elicited.

State Prioritized: At regular intervals, features with the state of
Elicited are being reviewed in a feasibility review for possible inclusion
into the product. After the feasibility review, a decision (i.e., RP)
is made. Features that are prioritized to be included get the state
Prioritized.

State Planned: Features that have the state Prioritized are being
reviewed in an analysis review. In the analysis review, each feature
is analyzed based on, e.g., scope, adding details to the feature, esti-
mations, and a more elaborate specification of the feature is created.
After the analysis, the features are prioritized (i.e., a decision is made)
to be included in the product or not. All features that are prioritized

to be included in the product get the state Planned. These features
are input for the design, coding, and iteration/sprint planning. Finally,
these features are added to the product backlog.

State Implemented: From the product backlog, features are se-
lected (i.e., prioritized) for development. When the features are de-
veloped, which includes technical design, coding, and unit tests, the
features get the state Implemented.

State Tested: Although the implemented features include some
testing, e.g., unit tests, a decision (RP) is made about which feature
will be included for a more through testing process in order to ensure
adequate level of quality before an implemented feature is released.
Features that are selected for, and pass the testing, get the state Tested.

State Released: When all activities have been completed for the
features with the state Tested, a decision (i.e., RP) is made about which
features should be released. The features that are selected for being
released get the state Released.
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Table 2
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Data dictionary. From left to right, variable name, encoding used in our model, possible values, description of the variable, and the type of
variable. For type, N indicates a natural number, O indicates ordered data, and Z, is binary data. The first row is our outcome variable, State.

Variable name Code Possible values Description Type
D n/a 1,...,11110 Unique ID for each feature N+
State state Elicited (1), Prioritized (2), A feature’s state that (¢}
Planned (3), Implemented shows how far the feature
(4), Tested (5), Released reached in the process
(6), Dropped (7)
Team priority prio 0,...,1000 The relative priority a NO
feature was assigned by
the team
Critical feature crit Yes/No If a feature was considered Z,
to be critical for the
product
Customer value c_val No value, Valuable, How valuable the feature (¢}
Important, Critical was considered to be for
customers
Business value b_val No value, Valuable, The business value of the ¢}
Important, Critical feature
Stakeholders sh 0,...,10 Number of key internal NO
stakeholders who
considered a feature
important
Key customers ke 0,...,60 Number of key customers NO
who considered a feature
important
Dependency dep Yes/No If a feature has a Z,
dependency to other
features
Architects’ involvement arch None, simple, monitoring, The needed level of ¢}

active participation, joint

design

involvement from
architects in order to
design/implement a feature

State Dropped: A feature can be rejected/dropped at any time in
the process (until state Released). These features get the state Dropped.
Dropped features are not deleted from the backlogs/repositories/
storage to enable future analysis.

(D3) Extract all RP criteria and its values. The FeatureID and States
were used to extract the RP criteria and its values for each feature and
its state(s). We extracted data from all RP criteria that were used when
prioritizing a feature in this project. In total, eight different RP criteria
were used each time a feature was prioritized. The extracted RP criteria
are: team priority, critical Feature, customer value, business value,
stakeholders, key customers, dependency, and architects’ involvement,
which are described in Table 2. Note, we did not decide how many or
which RP criteria were to be used in the analyzed project. This decision
was made by the company before the project started.

(D4) Merge data. After D3 was completed, we merged all extracted
data from all three databases (D1-D3) using FeatureID and State. This
allowed us to remove incomplete information, e.g., features without a
state and empty values for the RP criteria. Table 2 provides an overview
of all extracted data from D1-D3.

Let us now examine the outcome variable in particular, i.e., State.
A State is the state a feature has reached. Before a feature can reach the
next higher state (e.g., moving from State Elicited to State Prioritized)
or being dropped (i.e., moved to State Dropped), a RP decision is
made. This RP decision is called a cutpoint. Meaning, for our six states
(Elicited, Prioritized, Planned, Implemented, Tested, and Released)
there are five cutpoints, cutpoint 1 is between states Elicited and
Prioritized, cutpoint 2 between states Prioritized and Planned...and
cutpoint 5 is between states Tested and Released. The result from the
RP decision is either that a feature reached the next higher state or it
is dropped. This result is called an outcome. Meaning, in our statistical
model, RP happens at five different cutpoints (decision points) that
control the exits of states 1-5, which decides whether a feature reaches
the next higher state or being dropped.

Due to non-disclosure agreements, the empirical data, e.g., Fea-
turelD, variable names, and values, are not allowed to be revealed.

Hence, we generated a synthetic dataset with describing names and
values. The modifications of the real data include, changing the real
FeaturelD to a random ID without replacement from 1 to 11,110. More-
over, all variable names (column Variable in Table 2) were changed
to descriptive and generic names that described the purpose of the
variable, inline with current literature. In addition, the values (col-
umn Value(s) in Table 2) have been modified to descriptive values.
For example, the values for the variable State are changed to names
that describes the state of a feature. Section 3.4 provides descriptive
statistics of the merged data.

3.4. Descriptive statistics of the merged data

Table 2 provides a short description of the variables for each feature,
while Fig. 4 presents their frequencies. For the variables Dependency
and Critical feature, the answer was Yes/No and the ratio was
2004/9106 and 1948/9162, respectively.

If we examine our outcome State (Fig. 4(a)) we see that approx-
imately 3000 (out of 11,110) features are dropped already in the first
state (Elicited — Dropped) and approximately 3000 reach the final state
(Elicited — ... — Released). After the initial State 1, fewer and fewer
are dropped up to, and including, State 5.

Concerning Number of stakeholders (Fig. 4(b)), the absolute
majority of the features have only one, while for Number of key
customers (Fig. 4(c)), most features have zero. Finally, concerning
the variable Priority (Fig. 4(d)), most features have zero in priority,
and are then, more or less, spread out to priority 1000, where there is
another peak.

Looking at the variables that eventually will be modeled as
category-specific effects (i.e., they being ordered categorical) one can
see that for Architects’ involvement (Fig. 4(e)) almost 90%
of the features do not have any architects involved. Additionally,
for Business value and Customer value (Figs. 4(f) -4(g)) the
distributions are comparable, where the first step, ‘No value’, has been
set 85%-95% of the time.
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After gaining some insight concerning the variables, we next turn
our attention to statistical model design where we design, compare,
validate, and diagnose statistical models to conduct inferences. (Fig. 2
provides an overview of our statistical model design.)

All steps in the analysis can be replicated by downloading the
replication package, and preferably install Docker. The empirical data
used in this manuscript is unfortunately not generally available due to
an NDA. However, we have generated a synthetic dataset so anyone
can follow the analysis step-by-step, and reach very similar results.

3.5. Model design

There are several ways to model ordered categorical (ordinal) data,
but not until quite recently was it possible to use them easily in
Bayesian data analysis. Software engineering, generally speaking, han-
dles ordered categorical data by assuming that the conclusions do not
depend on if a regression or ordinal model is used. The problem is,
of course, that relying on an incorrect outcome distribution will lead
to subpar predictive capabilities of the model (Biirkner and Vuorre,
2019). This, in combination with the fact that effect size estimates will
be biased when averaging multiple ordinal items, and that data can be
non-normal, is something a researcher should want to handle (Liddell
and Kruschke, 2018).

Today, we have at least three principled ways to model ordi-
nal data: Adjacent category (Biirkner and Vuorre, 2019), Sequen-
tial (Tutz, 1990), and Cumulative models (Walker and Duncan, 1967).
These models have been developed and refined in a Bayesian frame-
work mostly because of needs from other disciplines, such as psychol-
ogy (Biirkner and Vuorre, 2019).

First, Adjacent category models can be used when predicting the
number of correct answers to several questions in one category (think
of a math module for the SAT or the PISA tests) (Biirkner and Vuorre,
2019). We could perceive that our underlying data-generation process
could be modeled this way.

Sequential models, on the other hand, assume that the outcome
results from a sequential process and that higher responses are only
possible if they pass lower responses; which is very much the case for
our outcome State.

Finally, Cumulative models assume that the outcome, e.g., observed
Likert scale values, stems from a latent (not observable) continuous
variable (Biirkner and Vuorre, 2019).

In the case of Sequential models, we can model ordinal predictors
as category-specific effects, while in Cumulative models, predictors are
modeled as monotonic effects, the latter in order to avoid negative
probabilities (Biirkner and Charpentier, 2020).

The main reason for modeling predictors as category-specific is
to gain a more fine-grained view of the effect a predictor has on
the outcome (i.e., how much does the predictor affect each outcome,
State 1,...,6). In short, we want to model a predictor as an effect on 6
ordered categories we use as outcomes. The assumption that predictors
have constant effects across all categories may be relaxed now, leading
us to employ category-specific effects.

As an example, consider our predictor Architects’ involve-
ment; it is quite likely that this predictor affects the outcome (State
I,...,6) differently. Without using category-specific effects, this pat-
tern would not be seen. In our case, we will later see that some
category-specific effects are ‘significant’.

(SMD1) Selection of likelihood. The first step concerning model de-
sign is often to decide which likelihood to use for inference, the
Cumulative, Sequential, or Adjacent-category. This can be done by
designing six statistical models and approximating their pointwise out-
of-sample prediction accuracy (a measure of the out-of-sample fit).
Doing this will allow us to receive estimates of how well each model
handles new data (this, we would claim, is state of the art concerning
model comparison, as introduced by Vehtari et al. (2017)). In Table 3,
the result of the model comparison is presented, and it is clear that
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Table 3

From left to right, the model names, a short description indicating what type of model
this is, and then the difference in expected log pointwise predictive density and the
standard error. The abbreviation ‘cs’ is short for category-specific effects, while ‘mo’ is
short for monotonic effects. The below is a ranked list so the top model is considered
to have the best relative out of sample prediction capabilities. Comparing the first
and second model, since delpd is > 4x larger than the ASE, one could claim that the
models do not have similar predictive performance (Magnusson et al., 2020). One can
also see that using category-specific effects make a difference (1st vs. 2nd model) and
that Sequential likelihood models are better than the alternatives (1st and 2nd vs. the
other models).

Model Description Aelpd ASE
Mieq) Sequential w/cs 0.0 0.0
M Sequential w/o cs —43.6 10.8
M, Adjacent-category —61.4 15.4
M fmo) Cumulative w/mo -148.1 20.3
L_ Cumulative w/o mo -148.6 20.2
M, Cumulative w/o predictors —-3318.0 63.2

the Sequential model with predictors modeled as category-specific
effects (where possible), has relatively speaking better out of sample
prediction accuracy.

If we examine Table 3, there are several things it tells us. First, the
model on the first row, M., is different enough to warrant a first
place. How do we know that? We can calculate the confidence interval
(CI) between the first and second models, i.e., —43.6+10.8-2.576 (2.576
is the z-score for the 99% CI), which leads to Clggq[—74.42,—15.78].
In summary, on the 99%-level, the first model is significantly better
than the second (since the difference does not cross zero). The only
difference between the two first models is that we model predictors,
when possible, as category-specific effects.

Next, it is also notable that we do not see the same effect using a
Cumulative model and modeling predictors as monotonic (rows 4-5).
Finally, the last line is our null model (M,)), which is a model that does
not use any predictors and, thus, only models the mean. By looking
at Aelpd, we see that adding predictors to our model (rows 1-5) has
a clear effect compared to M,. Hence, the conclusion concerning the
model comparison is that the Sequential model, using category-specific
effects, is our target model for now M = M ;. Next, we need to set
appropriate priors.

(SMD2) Prior and posterior predictive checks. For our candidate
model, we have several parameters in need of appropriate priors.
One way to decide on priors is to make sure that the combination
of all priors should be nearly uniform on the outcome scale and that
impossible values should not be allowed.

Using a Sequential(¢, k) model we know that more probability mass
could be set in the beginning (potentially all features could be dropped
in State 1), and then we should assign less probability mass for each
following level in our outcome; we have six categories in our outcome,
i.e., State 1-6 (Fig. 4(a)).° The complete model design for M is thus,

s[es

State; ~ Sequential(¢;, k) (@)
logit(¢h;) = B, - prio; + B, - crit; + 5 - cs(b_val,) ()]
+ By - cs(c_val)) + fs - sh; + B - ke; 3

+ B - dep; + P - cs(arch;) @

By, ..., Bs ~ Normal(0, 1) )
x ~ Normal(0, 2) (6)

5 Conventions for writing mathematical forms of Sequential models vary
somewhat, but we will use Sequential(¢, k), where ¢ is our linear part and «
the intercepts we want to estimate, i.e., the cutpoints between each step in the
outcome. For the six levels in the outcome (State 1,...,6), we need 6—-1=35
cutpoints. The first cutpoint is the border between State 1 and 2, and the
last cutpoint is the border between State 5 and 6. This way we can estimate
the probability mass for each state.
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Fig. 5. The top plot is the prior predictive check (we only sample from the priors and
use no empirical data), while the bottom plot is the posterior predictive check (when
we have used empirical data). The dots indicate the mean while the lines indicate
the 95% credible interval. The bars in both plots are our outcomes State 1,...,6
(note the different scales on the vertical axis). The combination of our priors (top plot)
shows that we are expecting a negative slope giving more probability mass to the first
category and then less for each following category. After making use of the empirical
data (bottom plot) one can see a good fit (i.e., there is very little uncertainty around
each mean and the means are placed close to the top of each bar). If we would see the
same pattern as in the top plot and more uncertainty around each mean, that could
imply the priors had too strong influence on the empirical data.

On the first line we assume that State is modeled using a Se-
quential likelihood. On Lines 2—-4 we provide our linear model with all
predictors and the parameters we want to estimate (f,, ..., fg). Ordered
categorical predictors are modeled as category-specific effects, i.e., cs().
As is evident, we model ¢ with a logit link function (Line 2), in order
to translate back to the log-odds scale from the probability scale (0, 1).

Finally, on Lines 5-6, we set priors on our parameters. The intercept
(cutpoints) priors for « are wider since we can expect them to vary
more, while for our § parameters N'(0, 1) might seem very tight, it still
implies a prior variance of 6> = (1 - 8)> = 64 for the model.

A visual view can be given by sampling from the priors only,
i.e., prior predictive checks, and with priors and data, i.e., posterior
predictive checks (see Fig. 5 for a comparison).

(SMD3) Diagnostics. When using dynamic Hamiltonian Monte Carlo
we have a plethora of diagnostics, which we should utilize to ensure
validity and efficiency of sampling (Brooks et al., 2011). Validity
concerns the degree one can trust the results, while efficiency is an
indicator that, while we might be able to trust the results, the results
could be imprecise.

Here follows a short summary of the most common diagnostics and
the outcome of these diagnostics for M.

There should be no divergences since it is an indication that the
posterior is biased (non-stationary); it mainly arises when the poste-
rior landscape is hard for HMC to explore (a validity concern). No
divergences were reported.

Tree depth warnings are not a validity concern but rather an ef-
ficiency concern. Reaching the maximum tree depth indicates that
the sampler is terminating prematurely to avoid long execution time
(Homan and Gelman, 2014). No warnings were reported.

Having low energy values (E-BFMI) is an indication of a biased
posterior (validity concern). No warnings were reported.

The R convergence diagnostics indicates if the independent chains
converged, i.e., explored the posterior in approximately the same way
(validity concern) (Vehtari et al., 2021). It should converge to 1.0 as
n = oo. The R diagnostics was consistently < 1.01, which is the current
recommendation.

The effective sample size (ESS) captures how many independent
draws contain the same amount of information as the dependent sample
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Table 4

Summary of population-level (fixed) effects. From left to right, the name of the effect,
estimate, estimation error (a parameter’s posterior standard deviation), and lower and
upper 95% credible intervals. Significant effects (95%) are in bold and left-aligned.
The rows bus. value[l,...,5], cust. value[1l,...,5], and arch. involv.[1,...,5], are
the five cutpoints which we use to estimate the deviation on each outcome (State
1,...,6). Since we have six outcomes we have 6 — 1 = 5 cutpoints (i.e., the borders
between the six outcomes, State 1,...,6).

Effect Estimate Est. Error 1-95% CI u-95% CI
priority 1.22 0.02 1.18 1.26
criticality 0.62 0.05 0.52 0.71
stakeholders —-0.05 0.02 —-0.08 —-0.02
key customers 0.01 0.02 —-0.02 0.04
dependency 0.09 0.04 0.01 0.18
bus. value [1] 0.19 0.03 0.13 0.25
bus. value [2] -0.04 0.03 -0.10 0.02
bus. value [3] 0.15 0.04 0.06 0.23
bus. value [4] -0.18 0.06 -0.31 -0.06
bus. value [5] —-0.09 0.14 -0.35 0.19
cust. value [1] 0.00 0.04 -0.07 0.08
cust. value [2] 0.05 0.04 -0.04 0.13
cust. value [3] 0.13 0.06 0.02 0.24
cust. value [4] 0.19 0.08 0.04 0.35
cust. value [5] -0.01 0.16 -0.33 0.32
arch. involv. [1] 0.13 0.05 0.03 0.22
arch. involv. [2] 0.09 0.05 0.00 0.18
arch. involv. [3] 0.03 0.05 -0.06 0.13
arch. involv. [4] -0.23 0.06 -0.34 0.11
arch. involv. [5] -0.29 0.13 —-0.52 -0.03

obtained by the HMC algorithm, for each parameter (efficiency con-
cern). The higher, the better. When ESS % 0.1 one should start to worry,
and in absolute numbers we should be in the hundreds for the Central
Limit Theorem to hold. The ESS diagnostics was consistently > 0.2.

Finally, Monte Carlo Standard Error (MCSE) was checked for all
models. The MCSE is yet another diagnostic that reflects effective
accuracy of a Markov chain by dividing the standard deviation of the
chain with the square root of its effective sample size (validity concern).

In the replication package accompanying this paper the statistical
validity and efficiency was checked for all models (see Sects. 2.*.3 in
the replication package). All models passed all checks.

Having reached some confidence that the target model is represent-
ing the data generation process adequately, while assuring the validity
and efficiency concerning the sampling, we next turn our attention
to model validation (as opposed to validation of the output from the
sampling algorithm).

First, for each model we conducted posterior predictive checks to
see that the model captured the regular features of the data. Second,
all model comparison was conducted using LOO (Vehtari et al., 2017),
which relies on approximate leave-one-out cross-validation. LOO was
selected since it has good diagnostics warning the user of suspect
results; compared to other techniques (i.e., WAIC, BIC, AIC), that lack
such diagnostics.

(SMD4) Inferences. The next section will provide results from the
model by listing all parameter estimates (in our case the cutpoints, «,
are not relevant, but we shall focus on i, ..., ) and plot them.

In particular, we will analyze the category-specific effects that
were modeled. Does the fine-grained view, which the category-specific
modeling of predictors provides us with, tells us a story about how each
predictor, affects each outcome, i.e., State 1,...,6?

Finally, we will present a number of conditional effects. The latter
concept is an excellent way to better understand the effect a specific
predictor has on the six outcomes. Not only the size of the effect will
be visible, but also how it varies depending on a number of factors.

The analysis follows the guidelines we present in previous work (Fu-
ria et al., 2021; Furia et al., 2021), but for brevity, we do not discuss
here the application of the guidelines, but refer the interested readers
to the replication package for details.
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Fig. 6. Density plot of all population-level (fixed effects). Examining the above plot, from bottom to top, we can claim that the first three parameters are significant and their
95% CI do not cross zero (each density is cut off at 95%). The fourth parameter, Key customers, is not significant. The fifth parameter, Dependencies, is significant
Clysq, = [0.01,0.18]. For our three parameters modeled as category-specific: Business value, Customer value, and Architects’ involvement, some categories are visibly

not crossing zero. The rows bus. value[1,. . . ,5], cust. value[1,. . .

,5], and arch. involv.[1,. .

. ,5], are the five cutpoints which we use to estimate the

deviation on each outcome (State 1,...,6). Since we have six outcomes we have 6 — 1 =5 cutpoints (i.e., the borders between the six outcomes, State 1,...,6).

4. Results

Before we explain the concept of conditional effects, we will inves-
tigate the model’s results as-is.

First, Table 4 consists of all parameters we are interested in (i.e., the
p’s). All rows in bold indicate a significant effect, that is, the 95%
credible interval of an effect’s distribution, does not cover zero (1-95%
and u-95% columns in the table).

What can we tell from Table 4? First, Priority, Criticality,
and Dependency have a positive effect (the higher the more likely to
end up in a higher state), while the opposite is true for Stakehold-
ers. Second, the predictor Key customer has very little predictive
power. Third, for the predictors that were modeled as category-specific
the picture is not that clear (i.e., they were modeled separately for each
of the categories in the outcome State).

Looking at the first such predictor, i.e., Business value
(bus. value[l,..,5]), one can find three effects that are considered
‘significant’: bus. value[1], bus. value[3], and bus. value[4]. First,
the higher the Business value in State 1 and 3, the likelier it
is that it reaches those states, while the opposite holds for State 4.
In the latter case, a higher Business value leads, probabilistically
speaking, more often to a requirement that will not reach State 4.
This indicates that the predictor affects the outcome (our six states)
differently.

10

Fig. 6 provides a visualization of the table that is, perhaps, more
straightforward to understand. In Fig. 6, each parameter’s posterior
probability distribution, with 95% credible intervals, is plotted. This,
perhaps, allows the reader to gain more insight, compared to only
looking at Table 4.

Next, even though we are not very interested in an effect’s point
estimate per se, let us take Stakeholders, as an example, i.e., y =
—0.05 Clys¢[—0.08,—0.02]. Recall from Section 3.4 that Stakehold-
ers could vary (0,...,10) and was used to indicate how many stake-
holders a particular feature had. First, we transform the value using in-
verse logit, since the model used a logit() link function, i.e., exp(—0.05)/
(exp(—0.05) + 1) = 0.49.

In order to improve sampling, all variables, where appropriate, were
centered and scaled, i.e., for all values, we removed the variable’s mean
(u,, = 1.05), and then scaled each value by dividing it with the variable’s
standard deviation (o, = 0.53). Hence, to receive the original scale we
do the opposite, i.e., 0.49-0.53+1.05 = 1.31, Cly5¢[1.306, 1.314]. In short,
the model estimates that, on average, we have 1.31 stakeholders per
feature, with a 95% credible interval of [1.306, 1.314].

If we next take customer value as an example, we can claim that
customer value has a positive effect on the third and fourth cutpoints,
i.e., the cutpoints between States 3/4 and between 4/5, are pushed
up, leading to more probability mass being assigned to the lower levels,
i.e, State < 4 (Elicited, Prio, Planned, Implemented,
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Fig. 7. Conditional effects for four of the predictors. On the y-axis we have the
estimated probability (which can differ between the plots). The top-left plot has a
scaled x-axis, while for the bottom left plot it is on the outcome scale. The two plots
to the right have a dichotomous outcome ‘No’/‘Yes’ on the x-axis. The colored bands
show the 95% credible interval.

Dropped, and below). This detail would have been impossible to
notice without modeling the effect as category specific. However, what
is even more interesting is the fact that we have a joint posterior
probability distribution for all effects, i.e., it is possible to see how each
effect varies when fixing all other covariates to their mean or reference
category.

4.1. Conditional effects

Conditional effects allow us to fix all predictors to their mean, or
reference category for factors, except for the one we want to understand
better.” If we plot our significant effects for our continuous covariate,
one can see how the effect varies depending on State (Fig. 7).

Let us now go through these plots one by one and make notes about
the particular characteristics of an effect. The top-left plot in Fig. 7
presents the effect Priority. What is evident, compared with the
other plots, is that the uncertainty is low since the bands surrounding
each line are tightly following the line. If we look at State 6 (a feature
is released), we can see that there is a much higher probability (y-axis)
for State 6, as we move to the right (the priority increases). Also, as
expected, for States 1 and 2 to have a high Priority is uncommon.

Examining the next plot (clockwise), one can see that for State
6, there is a clear change when moving from ‘No’ to ‘Yes’ (albeit with
a slight increase in uncertainty). Next, in Dependency, which is also
a dichotomous variable, there is a difference between State 6 and
State 1 and 2. In short, if we have a dependency, there is a greater
probability that the feature will end up in State 6, while the opposite

6 In the replication package one can see that not modeling category-specific
effects would miss that architects’ involvement actually has some significant
effects.

7 For unordered categorical variables, which we do not use, the first
category is the reference category. This can however be changed if needed.
All other categories are deviations from this category (as is the case of many
model designs, whether frequentist or Bayesian).
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holds for State 1 and 2. Also worth noting is that State 3 has the
highest probability of having a dependency (and then it does not matter
if it moves from ‘No’ to ‘Yes’).

Finally, for Stakeholders, one can see that State 1 and 2
implies that the more stakeholders, the higher the probability that
it will end up in those states, which might sound counterintuitive;
however, we also have an increase in uncertainty. The opposite holds
for State 6, but once again, greater uncertainty when increasing the
number of stakeholders. If we examine Fig. 4(b), we also receive an
answer for why the uncertainty increases in this way, i.e., we have less
data (evidence) when the number of stakeholders increases.

We will refrain from plotting the last three significant category-
specific effects, and simply conclude by saying that all three effects
contain categories that affect the outcome positively or negatively.

To summarize this section, we have seen that analyzing estimates
drawn from the posterior probability distribution provides us with
indications of significant effects (by looking at the standard deviations
and credible intervals). The conditional effects analysis, i.e., fixing all
other variables except for one, provided insight into how an effect
varies (an effect’s size is, by itself, not always exciting, but rather how
it varies depending on context).

5. Discussion

In this section, the results are discussed and related to previously
published findings. Section 5.1 discusses the first research question,
while the second research question is discussed in Section 5.2. Sec-
tion 5.3 discusses general findings and, finally, Section 5.4 discusses
implications for practitioners.

5.1. RP criteria with actual impact (RQ1)

In analyzing RQ1, this section examines which RP criteria the
company deemed most important to use in their project (i.e., which
ones are actually used), and which ones have an actual impact when
deciding which features should be implemented and released. However,
we did not investigate if the used RP criteria are the most appropriate
ones to use. This decision was made by the company and is not part of
this study.

Looking into which RP criteria the company deemed most impor-
tant to use in practice, eight RP criteria were used when prioritizing
requirements, namely:

Team priority - the teams subjective/expert opinion of the im-
portance of a feature,

Critical Feature - if the feature was critical or not,

Customer value - how valuable the feature was considered to be
for customers,

Business value - the business value of the feature,
Stakeholders - number of key internal stakeholders who consid-
ered a feature important,

Key customers - number of key customers who considered a
feature important,

Dependency - if a feature has a dependency to other features,
and

Architects’ involvement - the needed level of involvement from
a software architect in order to design/implement a feature.

All eight RP criteria used by the case company have already been
identified in the literature (e.g., in Berntsson Svensson et al., 2011;
Riegel and Doerr, 2015; Thakurta, 2017; Hujainah et al., 2018; Daneva
et al., 2013; Zhang et al., 2014; Eckstein, 2004). Business and customer
value are native to agile (Eckstein, 2004), and used in industry when
prioritizing requirements (Berntsson Svensson et al., 2011; Daneva
et al., 2013). Although expert opinion (peoples’ previous experiences,
opinions, intuitions, various criteria, arguments, or a combination of
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one or several of these information sources) is not identified as an RP
criterion in the literature, it is often used when prioritizing require-
ments (Berntsson Svensson et al., 2011; Maalej et al., 2016; Holmstrom
Olsson and Bosch, 2014). However, there is a difference between how
expert opinion is used in the analyzed project and what is reported in
the literature. The difference is that the team’s expert opinion (called
Team priority) is an explicitly specified criterion for RP where the
teams decide on a value (between 0 and 1000) that represents their
expert opinion, while in the literature expert opinion is not stated as
an explicit RP criterion and it is not quantified.

One interesting finding is related to the importance of a require-
ment. Hujainah et al. (2018), indicate that importance is the most fre-
quently used RP criterion in the identified RP techniques/tools. Accord-
ing to Hujainah et al., importance refers to how important a require-
ment is to the stakeholders. This definition is in line with (Thakurta,
2017), who defines importance as the subjective evaluation of a re-
quirement by stakeholders. However, stakeholders include several dif-
ferent types of stakeholders, e.g., users, customers, the project team,
marketing/business department, and competitors; thus it is not clear
in Hujainah et al. (2018), Thakurta (2017) which perspective is used.
On the other hand, Riegel and Doerr (2015), report on several different
perspectives of importance identified as RP criteria, e.g., project impor-
tance with regards to overall project goal, importance to business goals,
and importance to customers. In the analyzed project, three different
perspectives of importance were used when prioritizing requirements
as three separate criteria, namely: (i) from the project’s perspective
(Critical feature), (ii) from an internal stakeholder perspective (Stake-
holders), and (iii) from a customer perspective (Key customers). The
analyzed project’s different perspectives of importance is in line with
the view of Riegel and Doerr (2015). In the literature, importance
is often used in pair-wise comparisons, to produce an ordered list of
requirements based on importance, or from a cost-value perspective.
However, in the analyzed project, the importance from stakeholder and
customer perspective were simply used by counting how many internal
stakeholders considered the feature/requirement to be important and
counting how many key customers (customer perspective) consider a
feature/requirement to be important.

One surprising finding, when comparing the used RP criteria in
the analyzed project with the literature, is that implementation/
development effort/cost was not used at all in the analyzed project,
despite being frequently mentioned in the literature (e.g., in Hujainah
et al., 2018; Thakurta, 2017), and being the most frequently mentioned
criterion in Riegel and Doerr (2015). Moreover, there are several RP
techniques/tools in the literature (e.g., in Bukhsh et al., 2020; Hujainah
et al., 2018) that are based on cost/effort, and it has been reported to
be used in industry when prioritizing requirements, e.g., in Berntsson
Svensson et al. (2011), Daneva et al. (2013). Despite that various
cost/effort estimations are performed at the case company and for the
analyzed project, it is not deemed as an important criterion to be used
for RP. One possible explanation may be that cost/effort estimations
were considered by the team when setting their own priority (called
Team priority), but not explicitly used when prioritizing requirements.
However, it is not possible to confirm or reject this explanation based
on the extracted data. We can only conclude, based on the extracted
data, that implementation/development effort/cost was not considered
an important RP criterion at the company when determining which
requirements should be implemented and released, which is not in line
with the literature.

The case company used eight RP criteria in the analyzed project, but
just because they are used it does not mean that they have an actual
impact when determining which requirements should be implemented
and released. Therefore, we analyzed 32,139 decisions for 11,110
features to see which of the eight RP criteria have an actual impact.
Based on the results in Section 4 (see Table 4 and Fig. 6), seven out of
the eight RP criteria used in the analyzed project have an actual impact
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on RP. The only criterion that did not have an actual impact was Key
customers.

When comparing the RP criteria that do have an actual impact on
the RP decisions made, there is a difference between the seven RP
criteria in how strong of an impact each criterion had, as shown in
Table 4 (column Estimate) and in the replication package. Two criteria
had a strong impact on the RP decisions, namely Team priority and
Critical Feature. Team priority had the strongest impact on the RP
decisions (with an estimate of 1.22), while Critical Feature had an
estimate of 0.62. The remaining five RP criteria had a small impact with
an estimate between —0.29 and 0.19. The finding that Team priority
(i.e., the teams’ expert opinion/experiences/subjective opinion) had the
strongest impact on RP decisions is in line with the literature (Holm-
strom Olsson and Bosch, 2014; Maalej et al., 2016) which suggest
that RP decisions are commonly based on previous experiences and
opinions.

Although the RP criterion Dependency was significant, meaning
it had an actual impact on RP, it had a low impact on deciding
which requirements that were implemented and released, which is
shown in Table 4 and Fig. 6. This result is not in line with the
literature (Daneva et al., 2013; Riegel and Doerr, 2015; Thakurta,
2017; Hujainah et al., 2018; Shao et al., 2017; Zhang et al., 2014).
This is surprising since requirement dependencies are important when
prioritizing requirements and deciding the order in which the require-
ments can be implemented (Zhang et al., 2014). Some requirement
needs to be satisfied according to conditions of other requirements,
while others may have to be implemented together (Li et al., 2012).
According to Shao et al. (2017), requirement prioritization results that
do not consider requirements dependency can rarely be used, which is
not in line with the results from this study. In addition, requirement
dependencies are used as an RP criterion in industry (Daneva et al.,
2013), is frequently mentioned as an important RP criterion in the
literature (Riegel and Doerr, 2015; Thakurta, 2017), and used in several
RP techniques/tools (Hujainah et al., 2018). However, just because
dependency is used as a RP criterion, it may not have a large impact on
the RP decisions made, as shown in this study. One possible explanation
for the difference between this study and the literature is that we
have not asked industry practitioners what they consider (i.e., their
subjective opinion) to be important when prioritizing requirements, nor
have we used our own opinion or previous studies to decide which
criteria have an actual impact on RP. Instead, we investigated the
actual outcome of 32,139 RP decisions for one completed project at
one software developing company. To the best of our knowledge, no
other study has analyzed the actual outcome of RP decisions in industry
to identify which RP criteria have an actual impact, and definitely not
with such a large sample.

5.2. Impact of RP criteria depending on the state (RQ2)

As shown in Table 5 (the conclusions in Table 5 are based on
the results in Section 4 and in the replication package), different RP
criteria had different impact on RP depending on the state of the
requirement, i.e., depending on how far the requirement has reached in
the development process. Meaning, some criteria had a high impact on
RP early in the development process, others in the middle, while some
had a high impact at the end.

When moving from State 1: Elicited to State 2: Prioritized (cutpoint 1
in Table 5), five RP criteria had an impact on the RP decision. The lower
team priority, the higher business value (i.e., to be considered valuable
for the company), not being considered a critical feature, the more
internal stakeholders that consider a feature to be important, and the
more architects are involved, the higher probability that a requirement
reach State 2. For cutpoint 2 (when a requirement is moving from
State 2: Prioritized to State 3: Planned), the RP criteria stakeholders
and architect’s involvement have the same impact as in cutpoint 1.
In addition, a medium Team priority (i.e., not too low and not too
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Table 5
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Requirements prioritization criterion’s impact depending on a requirements state- A ’-’ means no impact.

Cutpoint Team priority Bus. value Cust. value Critical Depend. Stakeholders Key cust. Arch. involv.
1 Low High - No - More - More

2 Medium - - No - - - More

3 - High High - - - - -

4 - Low High - - - - Less

5 High - - Yes - Less - Less

high) had an impact on the RP in cutpoint 2. When a requirement
moves from State 3: Planned to State 4: Implemented (cutpoint 3 in
Table 5), high customer and business value had an impact on the
requirement prioritization, i.e., the higher customer and business value
a requirement have, the more likely it is that it will reach State 4.
High customer value, low business value, and less involvement from
the architects are important for a requirement to move from State 4:
Implemented to State 5: Tested (cutpoint 4 in Table 5). Finally, in
cutpoint 5 (moving from State 5: Tested to State 6: Released), being
a critical feature and considered important for the team (i.e., having
high Team priority), and having less internal stakeholders interested in
the requirement and less involvement from the architects, increases the
probability of the requirement to be released.

Looking into the RP criterion Stakeholders, it is only in cutpoint
1 where more internal stakeholders that consider a feature to be
important means that a feature is more likely to reach the next state.
For all other cutpoints (i.e., RP decisions), Stakeholders had either no
impact on the decisions or it is a lower probability for a feature to
be included (i.e., prioritized) with an increasing number of internal
stakeholders who consider the feature to be important, which is not
in line with the literature (Riegel and Doerr, 2015; Thakurta, 2017;
Hujainah et al., 2018).

That the software architects need to be more involved in the begin-
ning of the project (cutpoints 1 and 2) makes sense since it is important
to analyze if the included requirements have any negative impact on
the current architecture, and/or if the technical debt would increase.
However, just because a requirement may have a negative impact on
the current architecture and/or the technical debt, it does not mean
it will not be included in the product. It means that it is important
to get this information/knowledge from the experts (i.e., the software
architects) before making decisions about the requirement.

One interesting, and surprising finding is that only internal value
(Business value and Stakeholders) and not external value (Customer
value and Key customers) had an actual impact on deciding which
features reach State 3: Planned (up until cutpoint 2). That is, among all
features that were prioritized to be included in the product until State 3,
only internal value was considered while the customer perspective was
ignored. The criterion Customer value only starts having an actual
impact when a feature moves from State 3 to State 4 (cutpoint 3), and
from State 4 to State 5 (cutpoint 4), while Key customers did not have
an impact when prioritizing features. This means that features in the
early phases in the development process with high customer value may
not be prioritized to be included if the business value is low. This is
not in line with Daneva et al. (2013) where the focus is on combining
value-creation for the vendor (i.e., Business value) with value-creation
for the customer (i.e., Customer value).

The findings in this study show that the team’s expert opinion/
experiences/subjective opinion etc. only had a positive impact on RP
at the very end of the development process (in cutpoint 5). This is
not in line with the literature (Holmstrom Olsson and Bosch, 2014;
Maalej et al., 2016), which suggests that the decisions and selection of
what to include are commonly based on previous experiences, opinions,
intuitions, arguments, or a combination of one or several of these
information sources. Instead, up until cutpoint 5, the decisions (i.e., RP)
were based on the internal stakeholders view of the importance of
the feature, business value and finally customer value. However, in
cutpoint 5, Team priority had a very large effect (probability mass close
to 70%) on which features should be released.
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When discussing RQ1, which RP criteria have an actual impact on
RP, we saw that Dependency had a significant impact on RP; however,
it was weak due to high uncertainty. When analyzing RQ2, if the
impact change depending on which state a requirement is in, we see,
in particular in cutpoint 2 (i.e., to reach State 3), that Dependency had
an impact with a probability mass of close to 30%. However, not much
changes when the dependency moves from ‘No’ to ‘Yes’, as shown in
Fig. 7. We see a similar pattern, although with a lower portability mass,
for all other states. One possible explanation may be that all features,
regardless if any dependencies to other features have been identified
when the RP decisions are made, are treated in the RP decision process
as if they have dependencies to other features. Meaning, the practi-
tioners did not consider if the value for the Dependency criterion is
‘Yes’ or ‘No’, it was viewed as if there are dependencies, and if the
dependencies are discovered later in the software development process
they will be able to handle it without any delays. This is supported
by Martakis and Daneva (2013) who found that practitioners in agile
software development projects indicated that they were able to deal
with dependencies without too much effect for the project, and whether
the dependencies were discovered early or late did not have an effect
or impact on the project.

5.3. General discussion of results

The results from RQ2 (see Section 5.2) show that not all RP criteria
have an equal impact on which requirements are prioritized to be
included, implemented, and eventually released, and that the impact of
a criterion changes depending on where in the software development
process a requirement is (refers to the six different states, as described
in Table 2). For example, Business value had an impact on RP in the
early phase, Customer value in the later phases, while being a critical
requirement (i.e., Critical feature is ‘YES’) only had an impact in the last
phase (State 6). These findings are not in line with how RP techniques/
tools in the literature are developed (Hujainah et al., 2018; Thakurta,
2017). Most, if not all, RP techniques/tools select, based on expert
opinion, which criteria should be used in the developed RP technique/
tool (Riegel and Doerr, 2015). Hence, the RP technique/tool in the liter-
ature cannot be used in a flexible way with different criteria depending
on the development phase, and thus may not be so useful in practice.
This may be one reason why gut-feeling, subjective opinion, and expert
judgement are frequently reported to be used in RP (Berntsson Svensson
et al., 2011; Maalej et al., 2016; Holmstrom Olsson and Bosch, 2014)
and it may be explained by the representativeness heuristic, which
is a mental shortcut to lessen the cognitive load (Gren et al., 2017).
Meaning, when the needed information (i.e., RP criteria with an actual
impact) is not available/cannot be used in the current tools/techniques
when making decisions, practitioners use similar or previous experience
(e.g., their gut-feeling or subjective opinion) instead. The importance
of having flexible RP techniques/tools is supported by Berander and
Andrews (2005).

The findings in this study show the importance for customizing RP
criteria, not only to a specific context/project (Riegel and Doerr, 2015),
but also to specific development phases. Thus, when developing RP
techniques/tools, or other decision support systems (e.g., Al-based or
data-driven decision support systems), it is important to identify which
criteria are important to use (i.e., which ones have an actual impact
on RP decisions), and when to use them. Not identifying which criteria
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that have an impact may lead to other consequences. One consequence
may be that unnecessary criteria (information that is not important for
the decision) are presented to the decision makers. That is, unnecessary
decision criteria are visible for the decision makers, which may lead to
poor or wrong decisions. Having an extra irrelevant option set, e.g., RP
criteria that have no impact on the decision, visible to the decision
maker should not affect the choice, but in some contexts it does (Huber
et al., 1982). The importance of presenting correct information to the
decision maker is shown in (Gren et al., 2017) where the presence of
obsolete requirements negatively affected the cost/effort estimations of
the requirements. Thus, it may have a similar affect on unnecessary RP
criteria.

5.4. Implications for practitioners

In this section, we discuss the findings most important to industry
practitioners. There are two aspects that could be of interest to industry
practitioners in RP contexts: (1) not all RP criteria have an equal
impact on RP decisions made, and that the impact of a criterion
changes depending on where in the software development process a
requirement is, and (2) to fully understand what RP criteria have an
actual impact on RP, a detailed statistical analysis of used RP criteria
in previous projects is needed.

First, we found strong evidence that not all RP criteria are equal
(in terms of impact on RP decisions), and that the impact of an RP
criterion changes depending on how far a requirement has reached in
the software development process, as presented in Sections 5.1 and
5.2. Based on the results from our statistical analysis, we identified
the need to oversee how RP criteria are decided/selected (i.e., which
one to use) for RP decisions in projects in industry. Since our results
show that different RP criteria have different impact depending on
when the RP criterion is used (i.e., where in the software development
process), it is recommended to consider development phase-specific RP
criteria instead of sticking to the same criteria from the beginning to
the end. Hence, our recommendation to industry practitioners is to at
least consider that a RP criterion may not have an actual impact on
RP decisions throughout the entire software development process, and
thus select RP criteria to be used, e.g., in the beginning of the project,
in the middle, and at the end of the project.

Which RP criteria that are better to use in the beginning, middle,
and at the end of the project is not possible for us to recommend based
on the analysis in this paper. There are several reasons for this. We
have not analyzed or collected the needed data to see if the eight RP
criteria used in the analyzed project are the most appropriate ones
to use. Different companies and projects may, or perhaps should use
different RP criteria than the ones used in the analyzed project. The
selection of which RP criteria to use should depend on the specific
project and development phase. For example, our results show that
only internal value (business value and stakeholders) and not external
value (customer value and key customers) have an actual impact on
deciding which requirements reach state 3. However, this may not be
what is important for a project or a company. Perhaps external value
should first have an impact on the RP decisions (e.g., in the beginning)
and then internal value should have an impact (e.g., in the middle of
the software development process). If this is the case, the project and
the company should not include internal value as RP criteria in the
beginning of the project. Therefore, we do not recommend specific RP
criteria for specific development phases. Instead, we recommend the
practitioners to consider that not all RP criteria are equal, and that
there may be a need to oversee how they select RP criteria where
it is recommended to consider development phase-specific RP criteria
instead of sticking to the same criteria from the beginning to the end.

Second, our work highlights the importance of conducting a detailed
statistical analysis of RP criteria used in previous projects to identify
which RP criteria have an actual impact on RP decisions made. Not
identifying which RP criteria that have an actual impact on RP may lead

14

The Journal of Systems & Software 209 (2024) 111909

to negative consequences. For example, if an RP criterion with no actual
impact is presented to the decisions makers, it may affect the decisions
in a negative way (e.g., poor or wrong decisions are made); and time
is wasted on collecting/recording values to RP criteria with no actual
impact on the decisions. Thus, by conducting a statistical analysis of
historical RP criteria’s actual impact on RP decisions, a knowledge base
can be built to identify which ones have a strong impact on RP decisions
and which ones are less important. This knowledge base can then be
used for future projects within a company when deciding which RP
criteria should be used and where in the software development process
they have the strongest impact.

6. Validity threats

Construct validity (Ralph and Tempero, 2018) is concerned with the
relation between theories behind the research and the observations.
A construct in this case is a latent concept we are trying to measure.
Ultimately we want to measure if the concept is real and if, the way we
measure it indirectly, is appropriate to better understand the concept.

Concerning this study, the variables (e.g., RP criteria) used in the
statistical analysis are all constructs and, hence, try to measure an un-
derlying latent concept; this served our purposes well. By investigating
literature and then contrast this with our statistical analysis we uncov-
ered several cases where one could question if appropriate constructs
are used in RP. First, the effect between constructs vary, which might
not be a problem by itself; however, the fact that they vary over time
is a bit more worrying. This could be a sign of inappropriate constructs
(Section 5.2) and we have in this study taken a first systematic step
to analyze these constructs using a principled approach to statistical
analysis (see, e.g., early work by Furia et al. (2021)).

In summary, for our constructs, there might be face validity (does it
makes sense?); however, content validity (do the constructs include all
dimensions?) is most likely lacking for some constructs. This indicates
that predictive validity can be questioned.

Internal validity concerns whether causal conclusions of a study are
warranted or if overlooked phenomena are involved in the causation.
We assume that the eight used RP criteria in the analyzed project are
considered to be the most important ones to use when prioritizing
requirements. However, other RP criteria than the ones in the database
may have been used and, thus, affected the results. Moreover, another
factor that may have affected the results is incorrect/missing data/
value for the different RP criteria. There were no NAs in the dataset;
however, that does not necessarily mean that there are no NAs. Some of
the coding can be a representation of NA, e.g., ‘No Value’. In this case,
we know that ‘No value’ and ‘None’ in the dataset actually are values
and not a representation of NAs since we asked the “gate-keeper” from
the analyzed project about the correctness of the data.

External validity is concerned with the ability to generalize the
results, i.e., in this case the applicability of the findings beyond the
studied project and company. Analytical generalization enables draw-
ing conclusions and, under certain conditions, relating them to other
cases. This means that the context of the study needs to be compared to
the context of interest for the findings to be generalized to. Therefore,
we describe the case company and the studied project in as much de-
tails as possible considering confidentiality (see Section 3.2). However,
the results of which RP criteria have an actual impact on RP decisions,
and if their impact changes depending on how far a requirement has
reached in the software development process, is specific for the studied
project and the case company.

Even though we analyzed 11,110 features and 32,139 RP decision
based on 8 RP criteria, we only analyzed one completed project.
Thus, it is possible that the results would have been different if we
studied other projects, RP decisions, and RP criteria. Our study was
not designed to develop theories that applies to all projects, RP criteria
and decisions, but rather to identify trends that could be a first step
towards new knowledge and theories. However, it is not possible to
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generalize the results from this study; although from a transferability
perspective, the results may provide an overview that not all RP criteria
have an equal impact on RP decisions, and that the impact changes
depending on where in the software development process RP decisions
are made. Meaning, for projects with a similar context, i.e., projects
with thousands of requirements to be prioritized using several RP
criteria in many different prioritization points by several practitioners/
development teams, we would expect to see similar results in terms of:
(1) that not all used RP criteria have an actual impact on the decisions
throughout the entire software development process, (2) that some RP
criteria have a higher impact than others in the beginning while others
have higher impact at the end, and (3) that some RP criteria may not
have an impact in one or several phases in the development process.
However, we do expect to see changes in which specific RP criteria
that have an impact on the decisions, both overall and for the specific
development phases (beginning, middle, and end). One reason for this
is that not all projects in all contexts will use exactly the same eight
RP criteria as the analyzed project in this study. Even if some of the
eight RP criteria would be used in other projects, they may be used
differently.

7. Conclusion

In conclusion, we conducted a quantitative study where quantitative
data was collected through a case study to analyze which RP criteria
have an actual impact on RP decisions, and if the impact of a criterion
changes depending on how far a requirement has reached in the
development process. To this aim, we extracted 32,139 RP decisions
based on eight RP criteria for 11,110 requirements (features) from
one completed project at a case company. The extracted data was
analyzed by designing, comparing, validating, and diagnosing ordinal
Bayesian regression models. We showed how to model ordinal data in
a principled way, how to use category-specific effects to get a more
nuanced view, and how to report results using conditional effects. The
results from this study highlights the following key findings:

1. Not all used RP criteria have an actual impact on RP decisions,
e.g., Key customers had a very slight positive effect, which was
not significant according to the 95% credible interval.

2. Not all RP criteria have an equal impact, and this changes
depending on how far a requirement has reached in the devel-
opment process. For example, for RP decisions before iteration/
sprint planning, having high Business value had an impact on
RP decisions, but after iteration/sprint planning having high
Business value had no impact. Moreover, high Team priority
(i.e., the teams’ subjective opinion) and being a critical feature
(i.e., Critical feature is ‘YES’) only had an impact at the very end
of the development process.

3. Internal value (Business value and Stakeholders) is more im-
portant (i.e., have an actual impact on decisions) than external
value (Customer value and Key customers) when prioritizing
requirements in the beginning of the project. That is, among all
requirements that are prioritized to be included in the project
until the iteration/sprint planning meeting, only internal value
is considered, while the customer perspective is ignored.

4. Although Dependency was found to have a significant impact
on RP decisions, in particular in the middle of the development
process, not much changes, in terms of actual impact in deci-
sions, when the dependency moves from ‘NO’ to ‘YES’. Meaning,
if a requirement has dependencies to other requirements has no
impact on requirement prioritization decisions.

The findings in this paper confirm the need for analyzing and
identifying which RP criteria are important in order to develop flexible
RP techniques/tools (Berander and Andrews, 2005). That is, the impor-
tance for customizing requirement prioritization criteria, not only for
specific contexts/projects, but also for specific development phases.
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Finally, the findings in this study highlights the need for conducting
more quantitative studies (preferable in combination with qualitative
data) on different projects and contexts, and with different RP criteria
in order to get a more complete understanding of which RP criteria
have an actual impact in RP decisions, and when in the development
process they should be used. Although we only studied RP decisions and
criteria, the results that different criteria (data/information) have dif-
ferent impact on the decisions depending on where in the development
process the decisions are made, may be applicable to other types of de-
cisions within software development. Therefore, it would be interesting
to study other types of decisions using other support systems, e.g., Al-
based, machine learning, or data-driven decision support systems, to
identify which criteria/data/information have an actual impact on the
decisions, and when in the development process.
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