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Mathematical modeling in precision nutrition 
Identification of metabotypes and prediction of metabolic response 

VIKTOR SKANTZE 

 

Department of Life Sciences 

Chalmers University of Technology 

ABSTRACT 

 

Precision nutrition (PN) aims to tailor diets for individuals or groups based on comprehensive 

data to improve prevention of diseases, such as cardiometabolic diseases. Predicting individual 

postprandial metabolic responses and identifying individuals with similar metabolic 

phenotypes (metabotypes) could guide tailored diet strategies. While many metabolic markers 

are associated with health outcomes, predictive methods for high-dimensional postprandial 

responses are lacking. Furthermore, metabotyping has mainly been performed using cluster 

analysis on data from static blood markers or from responses to single dietary challenges. 

However, methods to incorporate time-resolved data from several dietary challenges or multi-

omics (e.g., metabolomics and microbiomics) have not been explored properly. This thesis 

breaks ground by addressing these challenges using time-resolved and static metabolomics, gut 

microbiota, dietary, and health status data. 

The research presented in this thesis showed successful identification of metabotypes related 

to different cardiometabolic risks in a free-living population using multiple factor analysis of 

static microbiota and metabolomics. This led to deeper metabolic characterization compared 

to using single omics. Furthermore, dynamic mode decomposition was used to investigate the 

predictability of postprandial metabolic responses using the baseline metabolome and 

nutritional information of meals. The method was shown to be predictive in both measured 

(R2=0.4) and simulated (R2=0.65) data. It was also used along with the tensor decomposition 

CANDECOMP/PARAFAC to identify metabotypes relating to amino acid absorption in data 

from a crossover intervention study using repeated measurements from multiple dietary 

challenges, showing the utility of performing the two important PN tasks in one method. 

Finally, kinetic model parameters derived from postprandial plasma glucose dynamics were 

investigated to identify differential responders to meal challenges. Identified clusters were 

differently associated with type-2 diabetes risk markers and gut microbiota, which showed that 

differences in postprandial dynamics relate to type 2 diabetes risk markers and can be used to 

identify individuals at risk.  

In conclusion, the analytical methods developed in this thesis present a versatile toolbox that 

may be used to improve metabotyping in complex study designs, enable dynamic predictions 

of postprandial responses, and demonstrate the utility of postprandial dynamics in detecting 

individuals at risk of disease. 

Keywords: Personalized nutrition; precision nutrition; metabotypes; differential responders. 
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1 INTRODUCTION 

 

Cardiometabolic diseases have increased dramatically during the last decades years (1). A 

recent definition of cardiometabolic diseases describes a collection of conditions and diseases 

including obesity, dyslipidemia, hypertension, prediabetes, type 2 diabetes, chronic kidney 

disease, nonalcoholic fatty liver disease, and metabolic syndrome (2). Importantly, there is a 

crosstalk between metabolic disorders and cardiovascular disease as they share similar 

biological pathways and intermediate risk factors (3). Cardiovascular diseases, i.e., disorders 

of the heart and blood vessels, were until recently considered belonging to the cardiometabolic 

diseases but are now considered as steppingstones towards their development (2). Shared risk 

factors include central obesity, insulin resistance, reduced high-density lipoprotein (HDL), 

elevated triglycerides, low-density lipoprotein (LDL), total cholesterol, blood pressure, and 

fasting blood glucose (4,5). However, cardiometabolic diseases are to some extent preventable 

with a healthy lifestyle including healthy dietary patterns (6–9) and the effect of diet can be 

estimated for more efficient preventative advice. 

The metabolic state of an organism is affected by exposure to diet and lifestyle and can be 

characterized using measurements of thousands of variables that collectively describe the 

molecular basis of human physiology related to health. This is possible due to the recent 

advances in the comprehensive measurement of omics data (e.g., genomics, proteomics, and 

metabolomics), representing molecular information from genes to metabolites (10). Omics can 

provide comprehensive information on disease phenotypes that may be utilized to tailor the 

prevention of disease (11). Among the different omics data, metabolomics comprises the 

comprehensive assessment of small molecules, i.e., metabolites that represent a final read-out 

of endogenous metabolism, the exposome (which includes gut microbiota, diet, drugs, etc.), 

and the interactions between the two (12). 

Diet is one of the main modifiable lifestyle factors that is related to health and it is therefore an 

important target for prevention of cardiometabolic diseases (13). However, dietary 

recommendations are typically given on a population level and a large portion of individuals 

do not adhere to them (14–17). In addition, it is well known that individuals exhibit large 

differences in their responses to diet and in their nutritional requirements, which motivates 

tailoring of diet to meet the needs of individuals or groups of individuals with similar metabolic 

features for improved population health, i.e., precision nutrition (18–21). Precision nutrition 

can be defined as providing the right diet to the right person at the right time i.e., optimizing 

the dietary intake to the needs of an individual (22). However, precision nutrition could also be 

tailored to groups of individuals that have similarities in their gut microbiota, metabolism, or 

health traits (23). Individuals sharing similarities in metabolic traits can be referred to as 

sharing metabolic phenotypes or metabotypes. To pave the way for group-based precision 

nutrition based on metabotypes, there is a great need to identify and accurately define 

metabotypes and to tailor diets accordingly.  

Identification of metabotypes has primarily been conducted by clustering static clinical markers 

measured at one point in time and investigating their links to disease outcomes (13). 

Metabotypes can also be identified from the metabolome and other omics, which may provide 

a more detailed and earlier view of the metabolic state than measurements of established 
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clinical biomarkers. This concept is, however, still underexplored (13,24–26). Furthermore, 

metabolism is a collection of continuous processes whereas a static measurement only provides 

a snapshot of the metabolic status. To capture more information about metabolism, time-

resolved data (i.e., sampled at several points in time) can be used. Furthermore, since 

metabotypes can be seen as groups of individuals with different metabolic regulations they may 

also respond differently to the same dietary exposures (23). This concept has not been explored 

thoroughly as very few studies have been conducted to relate identified metabotypes with time-

resolved differential responses to diet (27). The data from such studies vary in time, 

metabolites, and subjects and require complex analytical tools that can handle responses to 

multiple meals. Such dynamic analyses become even more challenging when the molecular 

responses are measured in large numbers, frequently in thousands, as in omics data.  

Even if metabotypes could characterize groups that may respond differently to food intake, a 

more direct way to identify responders/non-responders is to use predictive models based on 

recorded postprandial time-resolved responses to different foods and then estimate the response 

to new foods. This approach has previously been applied to single or few metabolic markers 

such as glucose levels (28–30), insulin, and triglycerides (31,32). However, the human 

metabolism is estimated to produce over 200,000 metabolites that reflect biological processes 

and it is estimated that changes in more than 22,000 of these are related to health and disease 

(33). Therefore, it is of great importance for the advancement of precision nutrition to predict 

not only the response of well-established metabolic markers but also to explore the postprandial 

response in as many metabolites as possible. Moreover, to my knowledge, there have been no 

reported methods to combine the metabotyping concept with the prediction of responders/non-

responders in dynamic data, i.e. finding different metabotypes in dynamic metabolite data. 

To achieve this, methods that can identify differential responders and metabotypes in complex 

study designs and that predict high dimensional postprandial response are thus highly 

warranted. Such designs involve the collection of several omics sources from the same 

individual (multi-omics) and postprandial time-resolved biological data. Moreover, deeper 

exploration of using static multi-omics to identify metabotypes is needed as this can facilitate 

the characterization of the molecular phenotype of individuals and be used for early 

identification of groups at differential disease risk that may benefit from differential dietary 

recommendations. 
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2 OBJECTIVES 

 

This thesis aimed to develop novel algorithmic methods for the identification of metabotypes 

and prediction of postprandial responses to food, to advance the field of precision nutrition and 

thereby aid in the prevention of cardiometabolic diseases. Metabolomics and microbiota data 

as well as clinical measures stemming from intervention trials (crossover and parallel designs) 

and cohorts of free-living individuals were to be used to unravel interindividual metabolic 

differences (metabotypes) and to predict metabolic responses to food. 

Specific objectives:  

A1) To identify metabotypes related to cardiometabolic risk factors in static multi-

omics data and investigate their association with diet (paper I) 

A2)  To develop descriptive and predictive methods to identify metaboptypes in 

high-dimensional time-resolved postprandial data from dietary interventions            

(papers II, III) 

 

A3)  To develop a method to predict high-dimensional postprandial response to food 

over time (paper III) 

A4)  To identify differential responders in blood glucose response to standardized 

meal tests using dynamical modeling (paper IV) 
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3 BACKGROUND 

 

3.1 Cardiometabolic diseases 
Cardiometabolic diseases (CMD) comprise a group of diseases and conditions including 

obesity, dyslipidemia, hypertension, prediabetes, type 2 diabetes, chronic kidney disease, 

nonalcoholic fatty liver disease, and metabolic syndrome, that together constitute the most 

common cause of death globally (34). Until recent decades, cardiometabolic diseases were 

mostly increasing in the industrialized world, but the rates are now among the highest in the 

world in developing countries (35,36).  

Many of the cardiometabolic diseases share etiology and determinants including genetics, 

smoking, excessive drinking, and environmental exposures such as microbiota, lifestyle, and 

diet (2). They also share intermediate risk factors, such as central obesity, insulin resistance, 

reduced high-density lipoprotein (HDL), elevated triglycerides, low-density lipoprotein (LDL), 

total cholesterol, blood pressure, and fasting blood glucose (37). Blood lipid dysregulation, in 

particular of cholesterol, has also been identified as a major risk factor for cardiometabolic 

diseases (38). Specifically, low-density lipoprotein (LDL) is involved in the development of 

coronary heart disease and is an established risk factor for cardiometabolic diseases at large. 

Hypertension is another important risk factor for stroke, heart failure, and renal failure (38). 

Elevated fasting blood glucose can be a consequence of the development of insulin resistance 

and type 2 diabetes (T2D) (39), which together with hypertension are the main causes of 

chronic kidney disease and nonalcoholic fatty diver disease (40,41).   

3.1.1 Prevention of cardiometabolic diseases 

Promoting healthy lifestyle habits, including exercise, sleep, and management of stress and 

diet, are the main preventive actions to combat cardiometabolic diseases (2) since many of the 

cardiometabolic diseases and their pre-conditions are reversible with a healthy diet and lifestyle 

(42). Both primary and secondary prevention (i.e., avoiding the disease altogether and 

preventing relapse, respectively) are of importance in reducing morbidity and mortality 

inherent to cardiometabolic diseases (43).  

Several studies have demonstrated how a healthy diet can be used to prevent cardiometabolic 

diseases. For example, in the large randomized control trial PREDIMED, the Mediterranean 

diet supplemented with extra virgin oil or nuts was shown to reduce the incidence of 

cardiovascular events compared to a reduced fat diet (43). Moreover, several dietary 

intervention studies with Nordic diet have shown beneficial effects on cardiometabolic disease 

risk factors (44,45). Also, observational studies have shown that the healthy Nordic diet was 

associated with lower mortality risk and low-grade inflammation (46,47). Furthermore, the 

quality of different food items can have a large impact on the risk of developing 

cardiometabolic diseases. For instance, in an observational study, it was shown that high vs 

low intake of refined carbohydrates was associated with an increased risk of developing type 

2 diabetes while the consumption of dietary fiber showed an inverse association (48). 

Additionally, saturated and trans fats have been associated with an increased risk of developing 

coronary heart disease (49). Further preventative advice can possibly be provided when the 

effect of diet on the cardiometabolic diseases is accurately measured.  
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3.1.2 Measurements of the metabolism 

The metabolism is the collection of chemical processes in the body necessary to sustain life. 

The exposome, i.e., the collection of exposures to the body, including diet, is mirrored in the 

metabolome, which consists of thousands of metabolites, i.e., small molecules derived from 

the interaction of the human or microbial metabolism with the exposome (50). The metabolites 

serve as intermediate or final products of metabolic reactions that take place by the host or its 

microbiota. Examples of metabolites include amino acids, sugars, lipids, and vitamins (51). 

Thus, the metabolome can reflect what is absorbed from the diet, but also the state of the human 

metabolic system which is linked to the state of health.  

In metabolomics, different analytical techniques are applied to measure thousands of 

metabolites from a single biological sample (51). Two main approaches exist in metabolomics; 

targeted and untargeted metabolomics. In targeted metabolomics, a set of a priori selected 

metabolites are considered in targeted analysis while when using the untargeted approach, the 

aim is to measure ‘all’ the metabolites available in the sample although often not with the same 

precision as in the targeted case. A limitation of the latter approach is the difficulty in the 

identification of the large number of unknown features detected. Among these techniques, 

liquid chromatography-mass spectrometry has become an important tool to obtain a broad 

coverage of the measurable metabolome (52). 

While metabolomics covers a wide range of the metabolome, these techniques are also time-

consuming and typically require sample management, advanced equipment, and a high degree 

of technical skill. Specific metabolites and metabolic markers can be identified with other, 

faster, and more robust methods. For example, clinical blood markers such as blood glucose, 

lipids, cholesterol, and specific hormones are easily measured and provide a rough image of 

the metabolic state. Furthermore, a recent technology called continuous glucose monitoring 

(CGM) has emerged as a tool for diabetic patients, enabling them to monitor their blood 

glucose levels themselves (53). The CGM device can be installed in the arm and measure 

glucose levels every 5 minutes, providing high-resolution data on glucose dynamics throughout 

the day. This can be particularly useful to monitor postprandial glucose dynamics, which relates 

to diabetes development (54).  

3.1.3 Gut microbiota – a link between diet and cardiometabolic diseases 

Gut microbiota has also emerged as an important risk factor for cardiometabolic diseases and 

appears to play a role in metabolic diseases, immunity, and cardiometabolic health (55–57). 

Specifically, the effects of the microbiota can change the metabolism and increase the risk of 

developing cardiometabolic diseases. The gut microbiota includes bacteria, archaea, fungi, and 

viruses, that reside in the digestive tract. Importantly, food components that are not absorbed 

in the small intestine, such as dietary fiber, can be fermented by bacteria in the large intestine 

to produce compounds with health-promoting local and systemic effects, such as short-chain 

fatty acids and indole propionate (58). However, other nutrients like protein can also be 

fermented in the lack of carbohydrates, creating potentially toxic metabolites such as sulfides 

and ammonia (59). The prevalence of these bacteria is often measured in feces as a proxy for 

the gut, using gene sequencing. Here, DNA reads of bacteria are matched with a reference 

sequence database to determine the presence of bacteria at different taxonomic levels such as 

species, genus, family, etc. (60).  
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The interaction between the gut microbiota and human metabolism is still not completely 

mapped but important information capturing parts of these processes can now be measured 

using omics. This collection of measurements of the metabolome, microbiome, and clinical 

markers make up an important image of the metabolic state of the individual that could be used 

to infer metabolic function, disease risk, and also insights into how to prevent disease.  

3.2 Precision nutrition 
Current dietary recommendations are adapted to promote health and prevent disease at a 

population level but they are poorly adhered to (15,17,61). Policies and advice are directed to 

the general public and to specific targeted groups, such as pregnant women, children, and the 

elderly, to ensure their nutritional requirements are met (62). Studies that underpin existing 

recommendations are often large-scale epidemiological studies where the role of specific 

nutrients, foods, or dietary patterns has been investigated in general populations (63). However, 

these recommendations fail to accommodate the inter-individual variation in the effects of the 

diet on metabolism and health (64). 

Recent research has shown that different individuals can respond metabolically differently to 

the same food. Large inter-individual variation have been found for plasma glucose, 

triglycerides, and insulin (28,32) after the intake of standardized meals, but also in response to 

salt (65) and caffeine (66). Determinants of the variance in response to food can be attributed 

to sex, genetics, metabolic profile, exposome (including diet and gut microbiota), and yet 

unknown factors (64). This implies that dietary recommendations should ideally be given on 

an individual level to maximize beneficial effects and prevent disease outcomes in e.g., 

cardiometabolic diseases (13). Further potential benefits of personalized dietary advice include 

reducing health care costs and improving individual’s motivation to change their dietary habits 

(67,68). 

Precision nutrition deals with dietary recommendations tailored to the individual’s specific 

needs based on information on the metabolic state using e.g. clinical measures, metabolome, 

and microbiome (63). Advice can also be tailored to groups of metabolically similar individuals 

who would benefit from the same dietary pattern. The concepts of precision nutrition and 

‘personalized nutrition’ have been used interchangeably and there is no consensus on 

terminologies although there have been attempts to provide a distinction between the two 

concepts (69). In this thesis, precision nutrition is the preferred term because it covers broader 

aspects of tailoring diet on individual and group levels (63,69).  

Precision nutrition has not yet widely been implemented in a clinical setting for the prevention 

of disease (in the general population) or official dietary guidelines since the field is yet in its 

infancy with more research needed to establish efficient strategies as well as evidence of their 

efficacy and effectiveness (13,23,63).  

Initial research in precision nutrition was mainly focused on investigating the links between 

nutrition and genetics (70). Later, the field of nutrigenomics emerged, investigating the 

interactions between nutrition and the genome using genomic tools (71). It was shown that 

genetics affect the metabolism and how dietary components act on the signaling and expression 

of genes (65). Genetics plays a role in lactose tolerance (73), and metabolic syndromes (74) 

and have been investigated in sports contexts (75). Furthermore, specific genetic 

predispositions play a role in several other diseases and conditions, such as in weight 

management (76). This has been further confirmed in a randomized control trial on weight loss 
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called the Now-trial, where individuals were divided into two groups and given weight 

management advice based on standard or standard with added tailored nutrigenomic 

information (77). The group given nutrigenomic advice had a significantly greater reduction in 

weight compared to the control group after the trial (78). The personalized nutrition study 

(POINTS) also investigated weight loss in relation to personalized nutrition based on 

responders to fat and carbohydrates identified using genotypic information. The results from 

this trial showed no improved weight loss when consuming the genotype concordant diet (79). 

Furthermore, the ongoing MyGeneMyDiet study aims to investigate the effect of weight loss 

using genotype information to provide nutrition and lifestyle recommendations (80). 

Nutrigenomics has also been investigated in relation to other factors in cardiometabolic health 

(81). In the large Food4Me study, dietary advice based on genotypes and differential 

phenotypes derived from anthropometry and blood biomarkers was used to infer dietary advice 

in a randomized controlled study (82). It was concluded that the inclusion of genetic 

information did not improve clinical measures such as total cholesterol, carotenoids, fatty acids, 

and vitamin D, compared to getting personalized advice based on the baseline diet. However, 

it has been shown that adherence to diet has been improved when the diet is tailored, providing 

promise to the concept of personalization (82,83). An example of this is that individuals 

carrying the obesity-associated FTO-gene had an increased reduction in body weight when 

they were informed about their genetic predisposal compared to the non-carriers of the gene 

(82). 

More recent studies aiming to provide precision nutrition on individual and group levels have 

been conducted focusing on measuring the metabolism in a fasted state, but also in response to 

meals. The postprandial response has been shown to be important to map the metabolic system 

since static measurements do not account for dynamic events (84). Zeevi et al. conducted the 

first large-scale landmark-study in the field of precision nutrition, where postprandial glucose 

levels were predicted in response to different foods (28). In their algorithm, they included blood 

parameters, dietary habits, anthropometrics, physical activity, and gut microbiota to predict 

personalized responses to different meals. It was concluded that there was high interpersonal 

variability in glucose responses to the same food and that this variability was associated with 

clinical and microbiome profiles (28). Furthermore, an algorithm was successfully developed 

to tailor personalized diets to optimize postprandial glucose response, resulting in “good” or 

“bad” foods identified for the participants. Interestingly, foods that were predicted as “good” 

in some individuals were predicted as “bad” in other individuals, demonstrating the 

interindividual variation. Similar studies have subsequently been performed showing that a 

machine learning model provides better glycemic control than standard-of-care methods 

(30,85).  

Many studies, including the one from Zeevi et al., have used CGM to measure glucose 

variability. In a recent study, CGM measurements of free-living individuals were used to 

estimate their glucose variability and to compare its efficacy for the assessment of glucose 

control with the use of standard clinical measures. Individuals who were classified as having 

efficient glucose regulation according to standard static metrics actually reached pre-diabetic 

glucose ranges. These results show the importance of time-resolved data and the potential of 

wearable devices in precision nutrition. Most PN-studies have focused on glycemic responses, 

but recently other metabolic factors have also been included. In the PREDICT trials, metabolic 

responses to food have been more widely assessed. In the PREDICT 1 trial, 1002 individuals 
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(where 600 were twins) were given test meals, and their glucose, insulin, and triglyceride 

responses to the food were recorded. These responses were used to train a machine learning 

model to predict responses to new meals and successfully predict glucose and triglycerides in 

a separate validation cohort (32). It was shown that genetics did not contribute largely to 

postprandial response, in concordance with the Food4Me trial and other nutrigenomics studies. 

Instead, other drivers of the interindividual differences were meal composition, habitual diet, 

meal context, anthropometry, microbiome, clinical and biochemical parameters. Yet another 

determinant is the timing of meals which also affects the response to food and fasting for longer 

periods of time has been associated with beneficial health outcomes (86). Hence, the 

determinants influencing the metabolic state are many, comprising a complex interaction of 

factors to be used in precision nutrition (Fig. 1). 

 

Figure 1: A conceptual visualization of factors that may contribute to inter-individual variance in diet-related health 

outcomes in precision nutrition. 

3.2.1 Metabotypes - metabolic phenotypes  

Precision nutrition strategies described above are directed towards individuals and such 

approaches require comprehensive assessment and measurements of individual traits which are 

expensive. An alternative approach could be to provide tailored dietary advice on a group level, 

where individuals with similarities in their metabolic regulation, i.e.metabolic phenotypes or 

metabotypes, can benefit from similar dietary recommendations (23). The existence of 

metabotypes that are differently associated with disease risk, health conditions, and/or response 

to diet have been demonstrated in several studies where clustering of static metabolic markers 

was investigated in relation to disease outcomes. For instance, five metabotypes were identified 

in Swedish individuals with type 2 diabetics using six variables (glutamate decarboxylase 

antibodies, age at diagnosis, BMI, HbA1c, and homoeostatic model assessment 2 estimates of 

β-cell function and insulin resistance) (87). The findings have been replicated in other 

populations and show that type 2 diabetes is a heterogeneous disease, depending on metabolic 

factors which were also associated with different complications, suggesting the possibility of 

tailoring treatment for each group. Furthermore, identifying patients with different 

metabotypes based on insulin resistance (precondition to type 2 diabetes) and the differential 

effect of diet tailored to these groups were tested in the PERSON-study where tissue-specific 
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insulin resistance phenotypes were given hypothesized optimal and suboptimal diets (88). After 

the 12-week intervention, the group receiving the optimal diet improved in their 

cardiometabolic health markers in terms of glucose regulation, suggesting the importance of 

tailored treatment based on specific disease phenotypes (89). 

In another study, three metabotypes were identified from biochemical and anthropometrical 

measures which were associated with differential risk of developing cardiometabolic diseases 

and after a seven year follow-up, disease incidence was greater in the predetermined unhealthy 

metabotype (90). From a dietary metabotype perspective, it is hypothesized that individuals 

belonging to the same metabotype also have similar metabolic regulation and that similar 

dietary recommendations would be beneficial for them. However, the response to food has 

typically not been recorded in these studies (since static markers were used for clustering), 

which may vary within the supposed metabotype. Another way of identifying metabotypes is 

to expose individuals to dietary interventions and record their metabolic responses over time. 

Individuals who respond similarly are likely to have similar metabolic regulations. If groups 

of differential dynamic responders are associated with differential risks of an outcome, it is 

more likely that these individuals would benefit from similar dietary recommendations. This 

concept was tested in women (n = 24) exposed to high and low glycemic index meal tests where 

their metabolic response in terms of blood glucose, insulin, leptin, and non-esterified fatty acids 

was recorded (91). Three groups of differential responders were found, of which two were 

associated with subclinical metabolic dysfunctions. 

3.2.2 Data analysis tools in precision nutrition 

Generally, individuals who have large differences in measured levels of metabolic markers of 

interest could be considered to have different metabolic profiles. However, challenges to 

identify such differences arise when the number of measured metabolic markers increases. 

Thus, it is useful to represent the data in a reduced form where the most distinct differences 

between individuals are highlighted. A common way to perform data reduction is to arrange 

the data in a matrix and perform matrix decomposition, e.g., principal component analysis 

(PCA) (92), which will be discussed in greater detail in Section 3.3. Essentially, the matrix is 

represented by several pairs of vectors, i.e., scores describing the observations and loadings 

describing the contribution of each original variable to the component. Scores and loadings 

thus facilitate interpretation of the major patterns in the data in a low number of components, 

i.e., a latent space, described by the scores when using PCA. The scores can be used e.g. for 

clustering, where some measure of distance (e.g., Euclidean or Manhattan distance) in latent 

space is used to assess similarity between individuals and subsequent grouping into 

metabotypes.  

While many clustering methods that can be used for metabotyping from matrix decomposed 

data exist, they all share a common trait of being unsupervised. This means that ground truth 

clusters are unknown. The method uses the available data together with the intrinsic heuristics 

to estimate the best candidate clusters according to a given criteria. This trait also implies that 

there is no guarantee that the clusters found by the algorithm are clinically meaningful. 

Therefore, clusters must be investigated in terms of associations with other clinically relevant 

measures. This has been the procedure to identify metabotypes using static biochemical 

measures (82,90,93–95). 
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Further opportunities to identify clusters relating to biologically meaningful phenomena can be 

attained using combined modalities of data (e.g., several omics data). For example, clusters 

that are reflected in metabolome, microbiome, and clinical parameters can be expected to 

provide more information about the metabolic mechanisms behind the clusters than using 

solely clinical parameters, which has been the main approach (13). However, there is still no 

standard data reduction method for the combination of such datasets, but this is a highly active 

research field (96). The different omics datasets are often subject to different inherent data 

distributions (e.g., metabolomics data is measured on a continuous scale, and microbiota is 

measured in counts of detections in the sample) depending on their source, leading to several 

choices for preprocessing and reduction method of choice. Ideally, all omics measurements 

should be performed on each subject to avoid unmatched data, requiring imputation or filtering 

of subjects with missing information. 

No standard method for identification of differential responders to food exists yet, since the 

concept still is underexplored (13,63). To assess differential responders, the physiological 

response of the food must be measured repeatedly in some biologically relevant marker. In 

static measurements, the response of the markers would accommodate the columns and the 

individual samples in the rows of a matrix, respectively. However, in time-resolved responses, 

the time-dependent measurement of the same variable as in adds a third dimension resulting in 

an array with three dimensions, i.e., a third-order tensor with indices: individuals, metabolites, 

and time (97). Potential methods to reduce such tensors include CANDECOMP/PARAFAC 

(CP) which is interpreted similarly to PCA, albeit with loadings for both metabolites and time 

points (97). Furthermore, in studies investigating differential response, it is relevant to expose 

the subjects to several dietary challenges to explore more of their metabolic system, in e.g. 

crossover designs. This induces a fourth dimension to the tensor as the same metabolic markers 

are measured at the same time points in response to different foods. Methods reducing tensors 

to more interpretable components have so far gained very little attention in precision nutrition, 

but hold great potential in describing relations between dynamic response and metabolic 

mechanisms (13,63).  

Another way to reduce dynamic metabolic response to food is to identify a predictive model 

representing a relationship between dietary intake and the metabolic response instead of a 

purely descriptive one. This relationship can be described as a mathematical function of time 

and dietary input, which represents the metabolic processes that produce the postprandial 

response output over time. In pharmacology, the relationship between an administered drug 

and the physiological response is routinely subjected to mathematical modeling (98). The 

response to the drug is often measured over time and modeled using differential equations, 

which describe the rate of change in drug concentration over time (99). The same principles 

can be applied in response to food. The model is typically built using mathematical functions 

together with parameters describing different parts of the metabolic processes (Fig. 2). These 

parameters are estimated when fitting the model to the response data, which yields a reduced 

representation of the response if the model contains fewer parameters than observations in time, 

dietary exposures, etc. Such a model can be used to predict individual responses to, for instance, 

new dietary interventions. Previously, dynamic prediction models have been built using 

machine learning algorithms like random forest and resulted in successful predictions of a few 

metabolic markers (32). However, random forests are general prediction models and do not 

provide interpretable parameters in terms of metabolic processes. Additionally, they do not 
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inherently provide multivariate predictions over time. High-dimensional multivariate 

predictions have previously been performed using deep learning methods, but not using time-

resolved data (100). Deep learning methods are however known to require a lot of training data 

and generate models that are large and often challenging to interpret (101).  

In summary, sound methodological developments regarding the reduction of mixed data 

sources and dynamic postprandial response to identifying metabotypes, and prediction of high-

dimensional metabolic response to food are warranted. 

 

 

Figure 2: Conceptual visualization of modeling of the metabolic system   
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4 METHODS AND DATA 

 

4.1 Data 
In this thesis, data from three studies have been used for the development of methods and to 

address the research questions.  

4.1.1 Diet, Cancer and Health- Next Generation MAX- a study in free-living men and 

women 

Multi-omics data from the Danish Diet, Cancer and Health- Next Generations MAX study were 

used to identify metabotypes in a population of free-living men and women (paper I). The 

Danish free-living cohort study Diet, Cancer and Health-Next Generations (DCH-NG) was 

conducted between 2015 and 2019, to assess the association between heredity, genetics, diet, 

and multiple forms of cancer and other non-communicable diseases (102). The DCH-NG 

cohort included 39 554 individuals and a subset of the population (n = 720) was included in a 

new study named DCH-NG MAX which was set up to validate and assess the reproducibility 

of fecal microbiota, diet, saliva and metabolomics in stool, urine, and plasma. The study 

participants made three visits to the clinic (baseline, 6 months, and 12 months) where 

measurements were taken. Completion of a lifestyle questionnaire, two 24-hour dietary recall, 

and a food frequency questionnaire were also done at the given time points. To chart dietary 

intake, the amount of consumed food subgroup (self-estimated portion sizes in weight or 

volume) was summarized over two consecutive days. Furthermore, dietary indices were 

calculated from the 24-hour dietary recalls and included; healthy plant-based diet index, 

healthy Nordic diet score and unhealthy plant-based diet index, as described in previous studies 

(47,104,105,106). During the visits the following samples and measurements were obtained: 

urine, saliva, blood, stool, blood pressure, weight, waist and hip circumference, muscle mass, 

total fat mass, fat-free mass, visceral fat, and height. 

 

4.1.2 A dietary crossover intervention study to compare metabolic response to three 

different meals 

Data from a crossover intervention trial (106,107) were used to identify metabotypes in 

postprandial dynamic metabolomics data (papers II and III). The trial comprised of middle-

aged overweight men (n =17, BMI 25–30 𝑘𝑔/𝑚2, 41–67 years of age). All consumed three 

different diets (pickled herring, baked beef, and baked herring) on separate test occasions with 

one washout week in between test meals (Fig. 3). Baseline clinical measures along with 

anthropometric measures were recorded, including alanine aminotransferase (ALAT), 

aspartate transaminase (AST), gamma-glutamyl transferase (GGT), cholesterol, low-density 

lipoprotein (LDL), creatinine, thyroid stimulating hormone (TSH), and body mass index 

(BMI). On each test occasion, blood samples for metabolomics analysis were taken 8 times at 

one-hour intervals, including a baseline sample just before the meal was consumed. 

Metabolomics analysis was performed using GC-MS and 79 targeted metabolites were 

measured, resulting in 79 metabolite trajectories based on 8 time points for three different diets 

for all individuals. The main metabolites belonged to the following compound classes: amino 

acids (n=35), carboxyl acids (n=6), lipids (n=8), and carbohydrates (n=16). 
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Figure 3: Conceptual overview of the dietary crossover intervention with three test meals 

4.1.3 Dietary intervention trial to evaluate the effects of a high vs. low glycemic 

index diet on cardiometabolic risk factors  

Data from the MEDGI-Carb trial (108,109) were used to identify differential responders of 

postprandial glucose in response to standardized meals served during test days before and after 

12-week intervention with either based on high or low GI diets in a context of a healthy 

Mediterranean diet pattern (paper IV) in participants at risk of developing type 2 diabetes.  

The MEDGI-Carb trial is an international multi-center randomized, controlled, parallel-group, 

15-week dietary trial, consisting of a 3-week baseline period followed by a 12-week controlled 

dietary intervention in adults at elevated risk of developing type 2 diabetes. During the 12-

week intervention period, participants consumed a Mediterranean-style, controlled, isocaloric, 

weight-maintenance diet. Furthermore, the participants were instructed to consume either a 

low-GI or high-GI diet with intervention-specific foods. Half of the daily carbohydrate intake 

was identical in the two groups, including vegetables and fruit. The other half consisted of 

carbohydrates with GI < 55 and > 70 in the low and high GI groups, respectively. Markers of 

glucose metabolism were obtained during standardized testing days by completion of an eight-

hour mixed meal tolerance test, an oral glucose tolerance test, and 6 days of 24-hour CGM at 

baseline and post-testing. Here, anthropometric traits were measured and blood samples were 
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drawn to estimate HbA1c, insulin, glucose, HDL, triglycerides, and blood pressure. Insulin 

sensitivity indices such as the quantitative insulin sensitivity check index (QUICKI), Stumvoll, 

and Matsuda were calculated using data from the OGTT (110). 

4.2 Methods used to generate data 
The data modalities used in the research presented in this thesis are listed in Table (1). 

Table 1: Data sources and types of data used in the research papers presented in this thesis. 

Data sources & types Paper I Paper II Paper III Paper IV 

Anthropometric traits ✓ ✓ ✓ ✓ 

Blood glucose    ✓ 

HbA1c ✓   ✓ 

Insulin    ✓ 

Triglycerides    ✓ 

Cholesterol ✓    

hs-CRP ✓    

Blood pressure ✓    

Thyroid-stimulating hormone  ✓ ✓  

Creatinine  ✓ ✓  

Gamma-glutamyl transferase  ✓ ✓  

Alanine aminotransferase  ✓ ✓  

Aspartate transaminase  ✓ ✓  

Targeted metabolomics ✓ ✓ ✓  

Untargeted metabolomics ✓    

Microbiota ✓   ✓ 

Time-resolved data  ✓ ✓ ✓ 

 

4.3 Data reduction of high-dimensional biochemical data and multi-omics 

4.3.1 Matrix decompositions 

To identify metabotypes using multi-omics data, multi-factor analysis was used to reduce the 

data and subsequently to cluster the reduced representation of individuals (paper I). In this 

section, the theory of these methodologies is explained. 

Static metabolic markers allow for the reduction of dimensionality using matrix 

decompositions. Several decompositions exist but the most widely used of these techniques is 

PCA. In PCA, a low-dimensional representation of the data is identified in which global 

patterns in the data are captured. Essentially, vector pairs (scores representing samples and 

loadings representing variables) called components denote a new coordinate system that 

facilitates the identification of the largest variation in the data. This method is popular for data 

reduction since there always exists a solution to PCA for a real matrix and since calculating the 

solution is very efficient (111). A very close connection exists between PCA and the matrix 

decomposition singular value decomposition (SVD) which can be used to calculate PCA. In 

SVD, data 𝑿 is decomposed into three matrices according to Eq. 1a, where 𝑼 denotes the left 

singular vectors, 𝑽 the right singular vectors, and 𝚺 the singular values in placed in a diagonal 

matrix. These are used to obtain the standard PCA solution (Eq. 1b), given that the columns of 

𝑿 are mean subtracted, the PCA scores (𝑻 = 𝑼𝚺) are the left singular vectors 𝑼 scaled by the 

singular values in the diagonal matrix 𝚺 of the SVD, and the scaled right singular vectors of 

the SVD 
𝑽𝚺

√𝒏
 (where n is the number of rows) are called loadings (111). 
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𝑿 = 𝑼𝚺𝑽⊺ (1𝑎)

𝑿 = 𝑻𝑽⊺ (1𝑏)
 

Additionally, the SVD is useful since computed parameters of the matrix decomposition are 

the global solution to the optimization problem of finding the components explaining the most 

variance. Moreover, the algorithms for computing the SVD and PCA are deterministic which 

facilitates interpretation of the parameters. In contrast, it is more challenging to interpret results 

if they vary at every run of the algorithm, which is the case for other machine learning methods.  

A component-wise description of PCA is shown in Equation 2 where factors (a general term 

for scaled loadings and scores used in Sec. 3.5.1) 𝑡𝑖 and 𝑣𝑖 (multiplied using the outer product 

denoted as ∘) together denote F components that are added to equal the data 𝑿.  

𝑿 =  ∑ 𝒕𝑖𝒗𝑖
⊺

𝐹

𝑖=1

= ∑ 𝒕𝑖 ∘ 𝒗𝑖
 

𝐹

𝑖=1

(2) 

where all 𝒕𝑖
⊺𝒕𝑗

 = 0 and 𝒗𝑖
⊺𝒗𝑗

 = 0 when 𝑗 ≠ 𝑖, for all 1 to F components, i.e., the components 

are orthogonal to each other. Here, F denotes the number of components to completely 

reconstruct the data. Since the components of PCA range in explained variation, we can 

truncate the decomposition, effectively removing parts of the data that are of little interest for 

analysis, e.g., estimated noise or non-systematic variance. However, choosing the number of 

components of systematic interest can be a challenging task, but heuristic methods like the 

Scree plot can be used (92). Furthermore, a proxy for the measure of noise in the data can be 

attained using the rank of the matrix which is an analytical property in matrix theory denoting 

the number of linearly independent vectors the matrix contains (112).  

When using matrix decompositions to identify metabotypes, the vectors representing 

individual samples (scores in PCA) are clustered. However, when clusters are sought in more 

than one omics source, joint reduction of datasets (matrices) is useful. There are many options 

to reduce multi-omics jointly. Arguably the most intuitive method is called multiblock analysis, 

which essentially amounts to concatenating the different datasets into one large matrix and 

performing a single matrix decomposition using e.g., PCA (113). A common method that partly 

uses methods from multi-block analysis is called multiple factor analysis (MFA) and is made 

to include discrete as well as continuous data. Other methods include joint matrix 

decompositions that essentially decompose each dataset differently by sharing scores between 

decompositions and allowing for freedom in loading vectors for each individual dataset. 

However, these methods are computationally costly and no global solution is guaranteed to be 

found in general (114). A common limitation of the method includes that different distributions 

of the datasets might not allow for interpretable results as artifacts can arise. In joint matrix 

decompositions, advances have been made to allow for different distributions per dataset (115).  

4.3.2 Preprocessing prior to data reduction 

Another way to reduce the discrepancy between the inherent assumptions of the matrix 

decomposition and the applied data is to apply preprocessing to the data for improved data 

reduction performance. For instance, in order for  PCA components to be independent, it is 

required that the variables in 𝑿 follow a multivariate normal distribution, which is not always 

the case in biologically sampled data (116). Specifically, metabolomics can generate thousands 

of features that are log-normally distributed (117) where most of the measurements lie in the 
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lower range of detection and a few measurements lie in the end higher range of detection. 

Hence, it is often desirable to log-transform metabolomics data prior to applying PCA for data 

reduction. Similarly, PCA can be used to reduce other biologically sampled data e.g., 

microbiota where the presence of bacteria is detected in the sample. Each detection of a strain 

of bacteria via DNA sequencing yields a count on presence, meaning that microbiota data is 

discrete and not normally distributed. Various ways to process the data prior to reduction have 

been investigated but a common procedure is to scale the counts for each bacteria strain by the 

total number of detected counts in the individual sample. Using this method, a ratio of the 

detected bacteria in each sample is produced to make individuals comparable. However, 

typically this data row-wise bounded by unity, which precludes normality, and it is common 

that some strains of bacteria present in the study population are totally absent from a subset of 

the samples, leading to counts of zero. To counteract these problems, the log-transformation 

tends to make the distribution deviate less from normality, and bacteria that are present in too 

few samples can be omitted from the analysis.   

Preprocessing techniques can also be used to weigh the importance of the variables used in the 

data reduction. For instance, it is important to scale the measurements for each omics feature 

if these are of equal importance to identify metabotypes. For example, when using 

metabolomics, metabolites will range in their detected scale, but for the identification of 

metabotypes, each metabolite carries equal importance if no a priori information can serve to 

rank their relative contribution. A standard method to assure that each feature is of equal 

importance is to subtract the average of all individual measurements of the feature (centering) 

and to scale them by their standard deviation into so-called z-scores (standardization or auto-

scaling). Furthermore, centering can reduce the number of components used to model the data 

using a matrix decomposition. However, several other options for scaling are available (118). 

 

4.4  Mechanistic model-based data reduction of dynamic data 
To reduce postprandial glucose data and identify differential responders, kinetic modeling of 

the glucose regulatory system was used (paper IV). In this section, the theory and background 

regarding mathematical modeling and parameter estimation are described. 

4.4.1 Dynamical modeling 

When both time-resolved data and a priori knowledge of the mechanisms of the metabolic 

system are available, these two components can be integrated into a mechanistic model, 

allowing for more biologically interpretable results, compared to purely data-driven 

approaches. This setting typically occurs when a smaller subset of the metabolic system is 

modeled and only a few metabolic markers are involved. As touched upon in the introduction, 

a common framework to model time-dependent processes is dynamical systems which have 

been used extensively in physics, astronomy, and mechanics (119). Models of dynamical 

systems can be described in continuous or discrete time and common frameworks to use are 

differential equations and difference equations, respectively. In this context, differential 

equations typically describe time derivatives of the model state variables using functions of the 

state variables themselves, often together with external input signals (99). They can be used to 

model how biological processes occur in the body or how compounds are absorbed from 

medications or food. In the context of glucose metabolism, several formulations in terms of 

systems of differential equations have been used, ranging from 4 parameters in the early 
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minimal glucose model to 10 parameters, modeling oscillations of glycemia due to the 

euglycemic hyperinsulinemic clamp, used in insulin sensitivity determination (120–124). One 

of the simplest models representing blood glucose regulation after consumption of glucose is 

presented in Equation 3. 

𝐻 
̇
𝑖

= −𝑙1,𝑖𝐻𝑖 + 𝑙2,𝑖 + 𝑙3,𝑖𝐺𝑖 (3𝑎) 

�̇�𝑖 = −𝑙4,𝑖𝐺𝑖 + 𝑙5,𝑖 − 𝑙6,𝑖𝐻𝑖 − 𝐼𝑖 (3𝑏) 

Here, 𝐺 and 𝐻 represent glucose and insulin concentrations in the blood respectively, while 

𝑙1𝐻 denotes the average rate of insulin removal independent of glucose, 𝑙2 the average rate of 

release of insulin by the pancreas, independent of glucose, 𝑙3𝐺 the net increase in the rate of 

release of insulin due to glucose. Additionally, 𝑙4𝐺 represents the average rate of glucose 

removal independent of insulin, 𝑙5 the average rate of release of glucose into the blood, 𝑙6𝐻 the 

average rate of glucose removal dependent on insulin, and 𝐼 the rate of decrease of blood 

glucose due to absorption. Finally, 𝑖 denotes the individual for which the parameters are 

specific. Differential equations are in general difficult to solve analytically, making it necessary 

to use numerical methods to obtain solutions. However, the model in Equation 2 has an 

analytical solution (Eq. 4) under assumptions and lumping of parameters as described in detail 

in (120).  

�̂�𝑖(𝑡) = 𝐺𝑏,𝑖 + 𝐴𝑖  𝑠𝑖𝑛(𝜔𝑖𝑡) 𝑒−𝛼𝑖𝑡 (4) 

Here, insulin has been expressed in terms of other mechanisms and a formulation using only 

glucose (�̂�) is obtained without dependence on derivatives. Instead, other interpretable 

parameters have been included where 𝐺𝑏 denotes the glucose baseline level, 𝐴 the sinusoidal 

amplitude involved in the resulting amplitude of the glucose concentration, 𝜔 the sinusoidal 

frequency relating to the velocity of glucose oscillations, and 𝛼 damping coefficient 

determining the rate of glucose decay. When parametrizing the data, the model represents a 

reduced form of the measured data given that the number of measured samples is larger than 

the number of estimated parameters. Thus, the model parameters can be used for clustering to 

identify differentially responding individuals with the benefit that the parameters hopefully 

provide a meaningful description of physiological processes and a better basis for clustering 

compared to raw glucose time trajectories. 

4.4.2 Parameter estimation 

Estimation of the parameters given glucose data can be done using several techniques. In 

optimization theory, the loss function is a construct describing how similar the model output is 

to the data. A commonly used function is the mean squared error (MSE) described in Eq. 5. 

MSE𝑖 =
1

𝑇
∑  

𝑇

𝑡=1

(𝑮𝑖,𝑡 − �̂�𝑖,𝑡(𝝋𝑖) )
2

(5) 

Here, 𝑮𝑖,𝑡 denotes the collection of 𝑇 measured glucose samples in time, �̂�𝑖,𝑡 the model-

predicted glucose, 𝑖 the individual sample at time point 𝑡. Since �̂�𝑖,𝑡 depends on the parameters 

𝝋𝑖 = (𝐺𝑏,𝑖, 𝐴𝑖 , 𝛼𝑖 , 𝜔𝑖), changing them will change the shape of the model prediction and thus 

its fit to the data. The objective of optimization algorithms is to find the set of parameters that 

achieves the best possible fit, the optimal parameter set. There are different methods to 
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approach optimization in continuous space including using the derivative of the function to 

find a minimum and using intelligent searches of the fitness landscape without using 

derivatives. However, the loss function, which in this case is a multidimensional surface, may 

have many optima, and the algorithm is not guaranteed to find the global optimum. Therefore, 

it is recommended to use as few parameters as possible to reduce the search space for the 

optimization algorithm. The reduction of the parameter space can be achieved when data on 

several individuals of a population is available. It is then reasonable to assume that some 

systematic variance in the data is shared among the population. The mixed effects modeling 

framework assumes that some features of the estimated parameters are shared and that some 

are individual, hence allowing a parameter estimation algorithm to make more efficient use of 

the data by explicitly acknowledging the similarities and differences between individuals 

within the study population (125). The framework has been used extensively in pharmacology 

to estimate differences in drug response between groups of individuals but is equally well 

suited to model other metabolic processes relating to food intake (126). Here, the parameters 

are described probabilistically according to Equation 6 where the individual parameters 𝝋𝑖 are 

described by the fixed effects (shared among all individuals) 𝜷, and the random effects 𝜼𝑖 ∼
𝒩(0, 𝚿). 

 

𝝋𝑖 = 𝜷 𝑒
𝜼𝑖 (6) 

 

For the purposes of the study in paper IV, the random effects were modeled using a Gaussian 

mixture, which allowed simultaneous clustering and parameter estimation, removing the need 

for post hoc clustering methods. However, this more detailed description of the study 

population provided by the mixed effects framework comes at a cost, requiring the use of more 

sophisticated parameter estimation algorithms, able to deal with the hierarchical structure of 

the parameters and the probabilistic description of the random effects.  A number of methods 

have been developed specifically for this task, including FOCE, SAEM, and Markov Chain 

Monte Carlo (127–129). Crucially, these tools commonly provide diagnostics of model fit and 

parameter uncertainty, allowing adaptation of the complexity of the mixed effects formulation 

to the estimation problem and data at hand (125).  

4.5 Data reduction of high-dimensional time-resolved omics data 
To identify metabotypes in dynamic postprandial data stemming from dietary crossover 

intervention trials, tensor decomposition, and dynamical modeling was used (papers II and III). 

In this section, the theory and background of these methods are explained. 

4.5.1 Descriptive methods 

Dynamic omics data refers to repeated measurements of the same omics features at sequential 

points in time. When attempting to reduce this data to identify metabotypes, at least three 

dimensions are available (individuals, omics features, and time points). As discussed in Section 

4.3.1, dynamic omics data could be reduced using matrix decompositions such as PCA by 

concatenating the time points per omics feature and thus mixing time and omics features in the 

columns of the matrix (97). The problem with this approach is that each new time point of the 

same omics feature is interpreted as a new variable in the matrix decomposition, thus breaking 

the causal link between time and omics features, which makes the interpretation of dynamics 
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more challenging. To more directly address this issue, tensor decompositions can be used. 

These methods can be viewed as higher-dimensional extensions to matrix decomposition 

methods, and are applicable directly to data stored in tensor form  (e.g., individuals, omics 

features, and time points) (130). This approach has the advantage of keeping the relation 

between time and omics features intact. However, tensor decompositions are still not as 

commonly used as matrix decompositions and some of the mathematical properties that are 

given for matrices do not extend to tensors. For example, tensor rank can so far not be 

determined efficiently by any algorithm and instead, a series of heuristic tools are available 

depending on the tensor decomposition that is used.  

Arguably the most similar tensor decomposition compared to PCA and the most interpretable 

is CANDECOMP/PARAFAC (CP), which is described in Equation 7 and note the similarity 

to Equation 2 (97). 

𝓧 = ∑  

𝐹

𝑓=1

𝒂𝑓 ∘ 𝒃𝑓 ∘ 𝒄𝑓 (7) 

Here, the third-order tensor 𝓧 (with dimensions representing individuals, omics features, and 

time points) is decomposed using a sum of F components, consisting of factors (𝒂𝑓 , 𝒃𝑓 , and 𝒄𝑓 

) that are multiplied by the outer product. Often, the aim is for F to be equal to the tensor rank 

or lower in order to reduce dimensionality. In CP, the components are not restricted to be 

orthogonal (131), but constraints like orthogonality, non-negativity, and regularization can be 

imposed (132). However, unlike PCA, CP is not guaranteed to fit perfectly to a tensor, which 

can complicate data reduction. In addition, solutions to CP frequently degenerate, meaning that 

factors between components correlate strongly, and thus do not independently explain variation 

of the data. Other tensor decomposition methods can also be used for data reduction without 

the disadvantage of degeneracy, e.g., the Tucker decomposition. This decomposition fits a 

larger range of data but is less interpretable since factors can be modeled using different 

numbers of components (133).  

Similar to matrix decomposition, preprocessing of tensors prior to decomposition will affect 

the results. For tensors, the preprocessing step is not as straightforward as in the case of 

matrices and their decompositions (134). In the matrix case, centering can remove the need for 

more components to model the data and this is the case for tensor as well. However, when 

centering across the individual dimension (analogous to removing the average of features in 

the matrix case) in a third-order tensor consisting of individuals, time, and features, an average 

of all the individual dynamics for each feature is removed. Hence, centering across one 

dimension disturbs the scaling within all other dimensions but most importantly, the dynamics 

of the resulting data changes when centering. When centering across the individual dimension, 

the dynamics of the average individual are removed, and the resulting tensor describes the 

individual deviation from the average dynamics. Theoretically, this reduces the number of 

needed components when using CP to decompose the tensor while no artifacts are induced to 

the CP factors. Thus, analysis can be focused on the difference between individuals (since the 

variance representing the average individual is removed from the data), instead of the general 

dynamics of the data. However, the data used in practical cases does not always follow the 

mathematical structure in Eq.7, which leads to the estimation of CP factors not representing 

the original dynamics. Instead, artifacts of dynamical patterns are found in the CP factors 
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hampering the analysis of the factors representing the time dimension. Therefore, it is not yet 

clear how to preprocess dynamical tensor data when attempting to identify differential 

responders. 

4.5.2 Predictive methods 

Although tensor decomposition methods like CP preserve the relation between time points and 

omics features, they do not take the causal link between different time points into account, 

making them better suited for description than prediction. If time dependency is instead 

inherently built into the model, then predictive capabilities can be obtained. A common way to 

model these data is to use differential equations as described in Section 4.4. 

Systems of differential equations are state space models, where terms of interest, e.g., rate of 

change of a metabolic marker, can be denoted as a state. In the discrete case and where all state 

space equations are linear, one can write the system in terms of matrices and use the properties 

of linear algebra for analysis (135). These so-called linear dynamical systems (LDS) have been 

used extensively in control theory because of their mathematical properties that allow for 

interpretable analysis (135,136). Here we focus on the discrete setting since it underlies the 

development of dynamic mode decomposition (described in detail further on). We start by 

describing an LDS for the modeling of dynamic metabolomics data, using only a system matrix 

𝑨 (representing the dynamics of the system) (Eq. 8). 

𝒙𝒕+𝟏 = 𝑨 𝒙𝒕
 (8) 

Here, 𝒙𝑡 represents a vector of M metabolite measurements at time t and 𝑨 ∈ ℝ𝑀×𝑀 is the 

linear operator that evolves the measurements 𝒙𝒕
  one time step forward in time to 𝒙𝒕+𝟏. 

Analysis of the system is facilitated by the unique properties of LDSs. For instance, the 

dynamics of the modeled dynamical system can be determined by the eigenvalues 𝝀𝑖 ∈  ℂ of 𝑨 

(112), where eigenvalues are defined as the scaling of a corresponding eigenvector 𝒗 ∈ ℂ𝑀 

according to Eq. 9. 

𝑨𝒗 = 𝝀𝒗 (9) 

The collection of eigenvalues describes the dynamic properties of 𝑨 via their placement in the 

complex plane. In the discrete case 𝑨 ∈ ℝ𝑀×𝑀, the trajectory 𝒙𝒕
  can have four distinct dynamic 

behaviours; constant (|𝜆| = 1), exponentially increasing (|𝜆| > 1), exponentially decreasing or 

oscillating while decreasing (|𝜆| < 1). While these systems are preferably modeled based on a 

mechanistic understanding, this is often not possible for metabolic systems since they typically 

consist of a large number of states (metabolites) and comprise interactions and mechanisms 

that are not fully understood. An alternative approach is to model the metabolic system in a 

data-driven manner. Dynamic mode decomposition (DMD) has recently emerged as a 

promising tool for this task(137). In the context of metabolic modeling, the objective of DMD 

is to estimate the parameters of 𝑨 using all measured metabolite data (Eq. 10).  

𝑿 ∶= [
∣ ∣ ∣

𝒙1 𝒙2 … 𝒙𝑇−1

∣ ∣ ∣

]

 

∈ ℝ𝑀×(𝑇−1) (10𝑎) 

𝑿′ ∶= [
∣ ∣ ∣

𝒙2 𝒙3 … 𝒙𝑇

∣ ∣ ∣

] ∈ ℝ𝑀×(𝑇−1) (10𝑏) 
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𝑿′ = 𝑨 𝑿
 (10𝑐) 

Here 𝒙𝑡 represents a vector with M metabolite measurements at time t and 𝑨 the linear operator 

evolving the measurements 𝑿 one time step forward to 𝑿′ with T equidistant samples in time. 

The linear operator is estimated using the least squares solution in Eq. 11. 

 

𝑿′𝑿† = 𝑨 (11) 

Here, † represents the Moore-Penrose inverse which can be calculated using the SVD of 𝑿 =

𝑼𝚺𝑽⊺ as  

𝑿′𝑽𝚺†𝑼⊺ = 𝑨. (12) 

As described in Section 4.3.1, SVD decomposes the data into components of decreasing 

amounts of variance-accounted-for. This allows it to be used to remove components that likely 

describe noise and keep only the most informative systematic information in the data, i.e., to 

truncate the SVD of 𝑿 ≈ �̃��̃��̃�⊺, where �̃� ∈ ℝ𝑀×𝑆, �̃� ∈ ℝ(𝑇−1)×𝑆, �̃� ∈ ℝ𝑆×𝑆 and 𝑆 is the 

number of components of the truncated decomposition (Eq. 13).  

𝑿′�̃��̃�†�̃�⊺ ≈ 𝑨 (13) 

Additionally, we can project the system matrix onto the subspace of �̃�, to effectively shrink 

the matrix 𝑨 to a latent space, describing the essential dynamics of the LDS, to simplify the 

analysis of the system using e.g., eigenvalue analysis (Eq. 14). 

�̃�⊺𝑿′�̃��̃�†�̃�⊺�̃� =  �̃�⊺𝑿′�̃��̃�† = �̃� (14) 

We then have a reduced LDS describing latent dynamics �̃�𝒕 = �̃�⊺𝒙𝑡 (Eq.15). 

�̃�𝒕+𝟏 = �̃� �̃�𝒕
 (15𝑎) 

𝒙𝑡 = �̃��̃�𝒕 (15𝑏) 

Standard DMD learns the dynamics of a particular system after one excitation (here 

corresponding to dietary intake) and does not inherently consider other excitations of the same 

system. However, an extension of DMD called parametric DMD (pDMD) (138) utilizes a 

different parameterization of the system to learn the dynamics that govern the different 

responses, e.g., responses to different dietary intakes. However, DMD and pDMD will not 

distinguish between the dietary provocation (impulse) and the metabolic regulation 

underpinning the response to the provocation. The recent development of DMD with control 

(DMDc) (139) elegantly addresses this by estimating an LDS with input taken into account 

(Eq.16).  

�̃�𝒕+𝟏 = �̃� �̃�𝒕
 + �̃�𝒛𝒕 (16) 

In Eq 11, the input vector is denoted 𝒛 and DMDc is used to estimate �̃� and an additional matrix 

�̃� mapping from the input space to the metabolite space that �̃�𝒕
  exists in. The combination of 

pDMD and DMDc allows for learning of responses from multiple diets and thus also prediction 

of response to new diets (paper III). Additionally, the estimated latent states �̃�𝒕
  give summary 

information of individual responses to food in a large number of metabolites, allowing the 

reduced LDS to be used to identify differential responders.   
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5 RESULTS AND DISCUSSION 

 

5.1 Identification of metabotypes in multi-omics data  
A workflow for the identification of metabotypes related to cardiometabolic health (targeting 

obesity, dyslipidemia, hyperglycemia, insulin resistance, hypertension, and low-grade 

inflammation) from static biological markers in a free-living Danish population was developed 

in paper I.  

The anthropometric-, biochemical-, and multi-omics data (microbiota and metabolites from 

plasma and urine) were collected and processed from the DCH-NG MAX population 

(described in detail in Section 3.1.3). Data filtering was performed with the aim of selecting 

features that were related to cardiometabolic clinical markers. To achieve this, the double cross-

validation framework MUVR (140) was used for regression of clinical markers from omics 

datasets. MUVR provides a recursive variable selection when training the model, optimizing 

the trade-off between parsimony and prediction performance. In this way, MUVR suggests 

models using varying numbers of features depending on whether parsimony or performance is 

valued. The most parsimonious models were chosen (i.e., the ones utilizing the least number 

of features while maintaining performance) and the features selected by the model were used 

in the following clustering to identify metabotypes. Post filtering, 56, 100, 86, and 174 selected 

variables from microbiota, targeted plasma metabolomics, targeted urine metabolomics, and 

untargeted plasma metabolomics, were selected, respectively.  

The selected omics features were analyzed using multiple factor analysis (MFA) which 

involved normalizing each dataset and concatenating them to a large matrix prior to performing 

a PCA. The scores of the MFA were clustered using Gaussian mixture models. Three clusters 

were chosen since they could be externally validated using the available data and since loading 

directions determined by the MFA aligned well with the proposed clusters (Fig. 4). The clusters 

(Fig. 4A) were predominantly separated by the microbiota, targeted plasma metabolome, and 

the untargeted plasma metabolome (Fig. 4B). 
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Figure 4: Visualization of MFA using multi-omics. A) MFA scores color-coded by clusters found using Gaussian mixture 

models. B) MFA loading plot color-coded by omics categories. 

When visually inspecting the cardiometabolic profile of the clusters, cluster 1 represents an 

unhealthier profile, having higher levels of risk factors like BMI, waist circumference, 
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triglycerides, cholesterol, etc. (Fig. 5). This is also reflected in that the same cluster had the 

highest prevalence of metabolic syndrome (82%), while the other cluster had the least 

prevalence (16% and 9%, respectively). Here we used the definition and cut-off values 

described by Alberti et al. to classify metabolic syndrome (141). Moreover, cluster 2 had a 

poorer cardiometabolic profile compared to cluster 3 which represented the healthiest 

individuals in the population. 

 

Figure 5: Cluster distribution in clinical cardiometabolic risk factors, age, creatinine, and cardiovascular risk. Dashed lines 

represent cut-offs for metabolic syndrome (141) in the measures that are considered in the definition (red: cut-offs for men 

when the definition is gender-specific and for both sexes when nongender-specific, black: cut-offs for women when the 

definition is gender-specific).  

Analysis of the most contributing loadings (Fig. 6) showed that cluster 1 had the lowest 

abundance of several strains of the Ruminococcaceae family which are generally found to be 

plant polysaccharide degrading bacteria that have been positively associated with gut health 

and reduced risk of cardiovascular disease (142,143). Furthermore, highly contributing 

loadings also showed lowered levels of some unidentified metabolites derived from untargeted 

plasma metabolomics and a lowered abundance of Christensenellaceae which has been 

inversely related to BMI (144). Loadings also showed that cluster 2 had higher levels of 

hexadecanoyl-L-carnitine (palmitoylcarnitine) together with higher levels of 3 unidentified 

metabolites derived from untargeted metabolomics in plasma. Lastly, cluster 3 had lower levels 

of palmitoylcarnitine, but higher levels of some amino acids such as serine, proline, and of 

tryptophan derived quinolinic acid, indolepropionic acid, and indoleacetic acid (Fig. 6).  
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Figure 6: Distribution of clusters in strongly contributing MFA loadings i.e., omics features. 

To assess how dietary intake was associated with the different clusters, 65 food subgroups 

(coffee, milk substitutes, cabbages, etc.) consumed over two days were investigated in relation 

to the clusters. When analyzing the correlation between MFA components and self-reported 

food intakes, it was clear that cluster 1 was associated with consumption of unhealthy food 

items such as processed meat, spirits and brandy, soft drinks, beer, and butter (third quadrant 

in Fig. 7). It is notable that cluster 1 which was low in plant-based foods was also low in the 

abundance of the family Ruminococcaceae (142). In contrast, cluster 2 showed the highest 

abundance of this family of gut microbiota and also had the highest intake of leafy vegetables, 

nuts, seeds, and fruits among the three clusters (Fig. 7). 

Cluster 2 was characterized by two groups of food items; one that was high in fish (first MFA 

quadrant in Fig. 7) and one that was high in fruits and nuts (second quadrant in Fig. 7). This 

may indicate that cluster 2 could be further subdivided into two clusters for better tailoring of 

food, which is further supported by the large number of outliers in cardiometabolic markers 

and loadings (Figs. 5&6). However, HDL levels were the highest among all clusters while 

many individuals also had high levels of the inflammation marker hsCRP, which is 

contradictory due to the anti-association between inflammation and HDL often observed (145). 

Noticeably, the second cluster included individuals with the highest levels of HbA1c, which is 

a risk factor for type 2 diabetes (146) and thus, this group may benefit from lower intakes of 

high glycemic foods and adhere to a healthy diet plan such as the healthy Mediterranean diet 

which has been shown to lower HbA1c (147).  
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The third cluster was undoubtedly the healthiest with the best cardiometabolic risk profile. This 

cluster also had the highest levels of indole propionic acid which is an anti-inflammatory 

produced by the gut microbiota (148).  Seemingly, this cluster also had a healthy dietary pattern 

with correlations to food items such as whole grain cereals, lean dairy products, eggs, and 

coffee.  

Diet was further investigated in relation to the clusters using a priori defined dietary indices 

which were calculated from repeated 24h recalls. Cluster 1 adhered the least to the healthy 

plant-based diet Index, healthy Nordic diet score, and the most to the unhealthy plant-based 

diet Index.  

In summary, the results suggest that three clusters could be derived from metabolomics and gut 

microbiome data that represented different cardiometabolic risk profiles and that such clusters 

were plausibly associated with different dietary intakes at the food level as well as to adherence 

to a priori defined food indices.  

 

Figure 7: MFA biplot with scores color-coded by clusters and loadings denoted by omics features. Consumption of food 

items are added as correlations to MFA components to visualize dietary patterns in relation to clusters. 
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5.2 Identification of metabotypes in high-dimensional dynamic 

postprandial metabolomics data 
Two distinct methods for identifying metabotypes in high-dimensional omics data stemming 

from crossover interventions with repeated measures were developed (papers II and III).  

5.2.1 Using tensor decomposition – a descriptive method  

Firstly, when the same metabolites have been measured repeatedly at different time points and 

for different intervention diets, the data can be viewed as a tensor (paper II). The dataset used 

in the studies (papers II & III) was obtained from the dietary crossover intervention described 

in Section 3.1.1. Additionally, a synthetic dataset was generated with two metabolic dynamic 

patterns and two a priori-defined induced metabotypes. The data was generated from factors 

using the mathematical description of CP (Eq. 7) to evaluate the recovering factors using CP 

on different preprocessing methods, thus inspecting the performance of each method. Three 

preprocessing methods were applied to measured and synthetic data to investigate the effect on 

the interpretation of dynamics and identification of metabotypes. The preprocessing methods 

denoted P1, P2, and P3 were described as scaling all metabolite data by its standard deviation 

(P1), centering around the average dynamics per metabolite prior to scaling as in P1 (P2), and 

centering around global average value per diet prior to scaling as in P1 (P3). 

Results on simulated data showed that P2 and P3 recovered the induced metabotypes and 

dynamics properly while P1 was less successful. Figure 8 shows the recovery of factors that 

determined the synthetic data using different preprocessing methods. 
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Figure 8: CP applied to synthetic data with three different preprocessing methods P1, P2, and P3 in subfigures A, B, and C, 

respectively. The blue lines represent the ground truth factors that make up the synthetic data and the red ones represent the 

estimated factors using CP. The columns represent the modes (individuals, time, metabolites, and diet) and the rows the CP 

components 

A fourth component was necessary to capture all the dynamics when using P3 since that 

preprocessing did not reduce the effective rank needed to model the data (discussed in Sec. 

3.5.1). When applying these preprocessing methods to measured data, it was observed that 

when using P1 and P3, metabolite dynamics were reflected in the factors but to a lesser degree 

in P2 (Fig. 9). This indicated that the data cannot be described fully using a multi-linear 

structure as in Eq. 7. 
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Figure 9: CP applied to the data from the dietary intervention trial described in three Section 3.1.1, using different 

preprocessing methods P1, P2, and P3 in subfigures A, B, and C, respectively. The columns represent the modes 

(individuals, time, metabolites, and diet) and the rows of the CP components. The black dots represent the fast dynamic 

metabolites such as sugars and amino acids, while the pink dots represent the slower dynamic metabolites such as lipids. 

Clusters of scores (identified using k-means) representing metabotypes identified using P2 

were associated with baseline levels of creatinine and the metabolites contributing the most to 

the clusters (metabotypes) were amino acids, which have creatinine as a precursor in their 

production (Fig. 10).  



30 

 

 

Figure 10: A) 1-component model using preprocessing method (P2) on measured data. B) 2-component model using 

preprocessing method (P3) on measured data. The pink dots represent the “slow” dynamic metabolites, the black and green 

dots represent “fast” dynamic metabolites and the green dots represent amino acids. Clusters of scores marked as red and 

blue triangles were associated with baseline creatinine. C) Amino acids time series color-coded by clustering indices from 

clustering of scores (red and blue) (no preprocessing method applied). 

These results show that the CP could be used for reducing dynamic omics tensor data stemming 

from crossover or similar studies to identify metabotypes, and that the preprocessing methods 

could all be applied to the data for different purposes (paper II). P1 extracted more interpretable 

dynamic patterns from the data while P2 extracted differences between individuals but with 

less interpretable dynamics. P3 acted as a compromise between P1 and P2, showing individual 

differences, but also clearer dynamics than P2 but not theoretically reducing the number of CP 

components for modeling. The results highlighted that CP is a valid tool for the identification 

of metabotypes in time-resolved omics data and that several choices of preprocessing methods 

are possible, each with its advantages and disadvantages. Ideally, the choice should ultimately 

be dictated by the aim of the analysis. Finally, CP gives a comprehensive overview of the data 

from complex study designs in terms of the estimated factors that can be used for clustering 

and interpretation of dynamical patterns. 

5.2.2 Using pDMDc, a predictive method  

The same measured dataset from the crossover intervention trial was also used as a testing 

ground for the development of a method for metabotype identification using DMD and to 

predict individual postprandial metabolite responses (paper III). As described in Sec 3.5.2, two 

separate developments of DMD were combined to accommodate multiple dietary challenges 

(pDMD) and to separate dietary intake from metabolic response (DMDc), resulting in a new 

formulation denoted pDMDc. In order to facilitate the evaluation of the new method against a 
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known ground truth, a synthetic dataset from a virtual metabolic human dynamic model (149) 

was utilized. The dataset consisted of 50 healthy and 50 diabetic individuals who were 

generated as postprandial responses to 3 meal interventions. 

Results on measured data showed that the same metabotypes as previously identified (Fig. 10) 

could be identified in the measured data in the first latent state induced by the meat diet (Fig. 

11A). The metabotypes were also compared to the clustering using CP (Fig. 11B) and color-

coded in raw data of the most contributing metabolites (Fig. 11C).  

 

Figure 11: Identification of metabotypes in measured data. A) Clustering of individuals via the first pDMDc latent dynamic 

states. B) Clustering of CP scores. C) Clusters (blue and red) color-coded in contributing raw data metabolites. 

Healthy individuals or individuals with type 2 diabetes could also be distinguished using the 

same method (Fig. 12). However, although the ground truth clusters were identified to a large 

extent in the second, third, and fourth latent states, the separation was clearest in the fourth 

state, indicating that pDMDc might not be as effective for finding clusters as CP.  
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Figure 12: Identification of metabotypes in simulated data. A) Clustering of individuals via the fourth pDMDc latent 

dynamic states. B) Clustering of CP scores. C) Clusters (blue and red) color-coded in contributing raw data metabolites. 

When comparing CP to pDMDc for identification of metabotypes, CP captured a summary of 

the data more clearly as seen in Fig. 10. However, for pDMDc and LDSs no intuitive way of 

demonstrating such a summary exists to the best of our knowledge. Secondly, for CP the 

clusters were found in the first and third components when applied to the simulated data while 

in pDMDc the clusters were distinctly found in the fourth latent state. On the other hand, 

pDMDc provided a better fit to the data, since it does not suffer from the problem with 

degenerating components that can affect CP performance. 

Clustering was performed on state and diet level, meaning clustering of single states and diets 

simultaneously, contrary to CP where multiple components (analogous to states in pDMDc) 

were clustered. Attempts to try to cluster individual state matrices �̃� were conducted but the a 

priori metabotypes could not be found using this strategy. This is an interesting approach since 

the �̃� matrix for each individual gives a general description of its metabolic dynamic behavior. 

This suggests that using �̃� matrices for clustering could be used to discern groups with different 

metabolic regulations. We further attempted to restrict the dynamics by imposing the same 

eigenvector basis on all individuals hence making only the eigenvalues inter-individually 

different. This attempt also failed when trying to identify the given clusters. Hence, so far CP 

shows a better overview of the data and can be used to cluster general differences among 

individuals, but may have problems with fitting to the data. pDMDc on the other hand did not 

give the same type of descriptive overview of the data, but clustering could be more targeted 

on states and dietary exposures and had fewer problems fitting the data.  
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5.3 Prediction of high-dimensional postprandial response to food over 

time  
Besides the identification of metabotypes, represented as differential plasma metabolite 

responders to food, perhaps the main advantage of pDMDc lies in being able to predict 

postprandial metabolic response to diets (paper III). The model could learn the relationship 

between dietary information like intake of specific macronutrients, baseline metabolite profile, 

and postprandial metabolite response over time. Since the measured data (described in Section 

4.1.2) only consisted of three dietary challenges, a pooling of the individuals was made to let 

the model learn from as many postprandial dynamic responses as possible. Ideally, each 

individual would have been challenged with a large number of diets to measure their 

postprandial response. By pooling the data, the model learned postprandial responses from all 

individuals to predict responses to meals in random individuals due to the lack of several 

dietary challenges per person. The model learned from 60% (training set) of the responses and 

used 20% (validation set) to determine an appropriate number of model states while avoiding 

overfitting to the data, and 20% (test set) to test the final predictions. The model was evaluated 

using a cross-validation procedure where data for each of the training, validation, and test sets 

were resampled without replacement 100 times, and an average prediction measure (R2) was 

used to indicate the true predictive power. Results showed that response to new diets could be 

predicted with R2 = 0.4 which means that 40% of the variance of the response could be 

accurately predicted. An example of the predictions of six selected metabolites can be seen in 

Fig. 13a and the relation between all predictions and data in Fig. 13b. 



34 

 

 

Figure 13: A) Normalized dynamic metabolite trajectories for training (gray) and holdout test (red) observations, exemplified 

for 6 out of 79 metabolites. Here dots are data and lines are model prediction (red) or reconstruction (grey). B) Entire 

normalized test data and prediction of test data as a scatter plot for one of the cross-validation iterations. The line represents 

the perfect match between data and predictions. 
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A simulation study was conducted to extrapolate the prediction results from the crossover 

intervention data to situations where measurements from a larger number of diets were 

available. The simulated data was a subset to match the dimensions of the measured data but 

with more dietary exposures. The number of dietary exposures included in the training set 

varied from 3 to 40 to evaluate the effect on prediction accuracy from the inclusion of additional 

dietary responses. The results showed that using the measured data (three diets) yielded R2 = 

0.4 which was close to what was achieved on average in the simulated data using three diets in 

the training set. Further, more diets in the simulated training set increased the prediction 

performance up to R2 = 0.65 (Fig. 14). The increase in prediction performance in simulated 

data when increasing diets in the training set indicates that the inclusion of further diets has the 

potential to greatly improve the performance of the model. However, the performance seems 

to saturate after 30 diets in the training data. 

 

Figure 14: Prediction metric R2 of a large test set with increasing number of diets in the training set where 5 iterations of 

scrambling of the examples prior to splitting training and validation were performed. 

The results indicate that pDMDc can be a useful tool in precision nutrition as it can predict 

metabolite response to meals and identify differential responders relating to metabotypes. 

Moreover, given the potential of pDMDc to predict responses to new diets, it holds great 

promise as a tool for optimizing dietary input for desired postprandial metabolite trajectories. 

However, although metabolomics data was used in this study, pDMDc has the potential to be 

used in other omics data as well, extending to other research fields, such as pharmacology. 

Furthermore, pDMDc learns LDSs which come with a well-developed theory for automatic 

control, which is used in technical regulatory systems such as in the heating and cooling of 

houses.  Hence, if the LDS approximates the metabolic system well enough, it might be 

possible to use the model as a tool for optimizing metabolic health via the control of diet and 
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retrieve information on what type of dietary input an individual would need to optimize health 

parameters such as specific risk factors. 

 

5.4 Identification of differential responders in blood glucose in response 

to standardized meal tests  
A simple mechanistic glucose model was applied to glucose responses from standardized meal 

tests to identify differential responders to food by clustering of estimated parameters (paper 

IV). Here, clustering was done in unison with parameter estimation of a kinetic model fitting 

the response data. The data stemmed from a dietary intervention trial testing high versus low 

glycemic index (GI) foods in participants at risk of developing type 2 diabetes from Sweden, 

the USA, and Italy described in Section 4.1.3.  

Results showed that two clusters (A and B) could be estimated and that they were well 

separated in parameters governing amplitude and frequency in the model (Fig. 15).  

 

 

Figure 15: Parameter distribution obtained from fitting the model in Equation (4) to the postprandial breakfast MMTT data. 

The blue and red colors represent clusters A and B respectively. The diagonal represents histograms of the parameter 

distribution and the off-diagonal represents pairwise joint distributions. 

The clusters were shown to be differentially associated with type 2 diabetic risk markers 

HbA1c (p=2.8⋅10-5), insulin sensitivity indices (QUICKI (p=1.4⋅10-6), Stumvoll (p=1.7⋅10-3), 
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Matsuda (p=1.8⋅10-8) (110) )and waist circumference (p=1.1⋅10-6) using one-way ANOVA 

(Fig. 16).  

 

Figure 16: Baseline joint distribution of diabetes risk markers which had significant associations with clusters. The diagonal 

represents histograms of the parameter distribution and the off-diagonal represents pairwise joint distributions. 

The clusters were also shown to be associated differentially with the gut microbiota genera 

Clostridium sensu stricto 1 (ANOVA p = 0.007) and Blautia (ANOVA p = 0.024), which have 

been reported to be associated with glucose metabolism. Cluster A had a higher proportion of 

Clostridium sensu stricto 1 than cluster B and vice versa for Blautia, which was consistent with 

previously reported associations of these genera with glucose control (150–152). However, it 

was not obvious what mechanistic relationship these genera had to the postprandial glucose 
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response. Further, the individuals in cluster A were observed to have a low and early glucose 

peak in general, indicating that they have a more efficient glucose regulation (Fig. 17).  

 

 

Figure 17: Baseline postprandial breakfast MMTT response color-coded by the clusters. 

The clusters were also associated differently with clinical cut-offs for differential glucose 

control, i.e., prediabetes (fasting HbA1c ≥5.7% and fasting blood glucose>100mg/dl, p=0.01, 

insulin resistance (p=6.5⋅10-7), (Matsuda index ≤2.5), glucose control (p=6.6⋅10-5) (normal, 

impaired, or diabetic (153,154) using a Chi-squared test. The same cluster analysis and model 

fitting were conducted using the data post-intervention after 12 weeks and the clusters were 

found to be stable (Cohen’s kappa = 0.42, moderate stability between clusters (95%CI 0.27-

0.56)). 

Importantly, the clusters were not associated with diet, meaning that individuals in the 

unhealthy cluster B showed poor glucose control even when consuming the low GI diet, 

suggesting that alternative dietary compositions should be investigated to improve the 

metabolic health of this group. This highlights the importance of precision nutrition for 

individuals with poor glucose control. With the development of CGM technology, continuous 

glucose measurements are now easily obtained, but a corresponding method for insulin 

measurements is lacking. The potential of making clinical use of a model that only requires 

glucose measurements is therefore greater than one relying on both metabolic markers. Hence, 

the use of this model, together with the mixed effects framework to jointly estimate the 

parameters of clusters and glucose dynamics may be used in a home sampling environment 

with CGM measurements. Furthermore, the advantage of using mixed meal tolerance tests 

instead of oral glucose tolerance is that the postprandial response will provide more information 

about glucose regulation as it represents a more normal eating condition.  
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6 LIMITATIONS 

 

The studies presented in this thesis have several limitations that are discussed below. 

When using multi-omics to identify metabotypes relating to cardiometabolic diseases (paper 

I), filtering was performed to remove features that were not associated with cardiometabolic 

risk factors. Omics features associated with individual cardiometabolic risk factors were 

selected by the MUVR algorithm. The selected features were chosen to utilize the potential 

mechanistic information from all omics sources despite prediction performance being lacking 

for some sources selected, i.e., Q2<0.2. The included features were used in MFA which 

identified components of individuals differing in cardiometabolic health, showing that the 

filtering step was successful despite the criteria of low predictive capability. Further limitations 

include the choice of the number of clusters as internal clustering metrics (investigating optimal 

number of clusters k, based on the separation between them) such as Silhouette values and 

Bayesian information criteria proposed solutions with k>5. However, the available data could 

not differentially explain what the k>5 clusters were representing, indicating a low signal-to-

noise ratio where the external validation was useful in identifying cardiometabolically 

meaningful clusters. 

Identifying metabotypes as differential responders to food was done using CP and pDMDc 

(papers II & III), where CP was successful in identifying metabotypes despite being limited in 

fitting the data (27% explained variance). Using pDMDc, the estimated LDSs were less useful 

in providing an overview of the data than CP but were observed to have fewer limitations in 

fitting the data. The LDSs could also be used to predict postprandial metabolomics responses 

to new food, where prediction performance on simulated data increased when allowing more 

diets in the training set. The performance saturated at R2 = 0.6 after 10 diets, indicating that the 

model could not fit the nonlinear simulated dynamics to the full extent. However, pDMDc 

performs relatively well on nonlinear dynamics despite being a linear method, which comes 

with benefits such as eigenvalue analysis and the possibility of inferring a data-driven optimal 

diet to lower cardiometabolic risk. 

Differential responders were also identified in time-resolved postprandial glucose 

measurements using a kinetic mechanistic model (paper IV). However, the current model 

formulation is simplified and is likely only valid given a fasted state before the meal, since 

multiple sequential meals can create more complex glucose dynamics. Furthermore, a model 

assumption was that the glucose levels must return to the estimated baseline after the regulation 

of glucose is completed and the model did not capture some systematic phenomena like slow 

undershoots. Despite these limitations, the model described most of the physiological response 

and clustering of parameters represented comprehensive differences in glucose regulation. 
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7 CONCLUSIONS 

 

The research presented in this doctoral thesis contributes to the advancement of mathematical 

modeling in precision nutrition. Specifically, the developed methods allow for the prediction 

of high-dimensional postprandial dynamical responses and metabotyping in multi-omics and 

time-resolved metabolomics.  

To identify metabotypes related to cardiometabolic risk in multi-omics data from a free-living 

population, MFA scores were clustered and investigated for association with known risk 

markers (A1, paper I). The integration of multi-omics was proven useful in identifying 

metabotypes in static measurements and explaining their metabolic traits, leading to a better 

understanding of phenotypic characteristics. However, full characterization of the metabotypes 

was not achieved and further studies should aim to measure markers of deeper metabolic 

mechanics such as glucose regulation, hormone production, etc. 

Two methods to identify groups of differential responders (metabotypes) in high-dimensional 

time-resolved data (A2) were developed for this purpose using CP, (paper I) and DMD (paper 

II), where CP provided a more interpretable summary of the data like using PCA on matrix 

data, while DMD could explain a higher proportion of the variation in the data and cluster more 

detailed dynamical trends. Both these methods can be used to infer metabotypes in data 

stemming from complex study designs like crossover design with repeated measurements. 

Another advantage of using DMD (paper III) was that it could be used to derive predictive 

models of individual metabolic regulation, allowing for the prediction of dynamic postprandial 

responses to novel dietary interventions in high-dimensional sets of measurable metabolites 

(A3). To the best of my knowledge, no other methods have so far accomplished this task. 

Furthermore, the method is linear, has a unique solution, and is arguably easier to interpret than 

machine learning approaches. Finally, the method could potentially be used to identify the 

optimal diet for target levels of metabolites to reduce cardiometabolic risk factors. 

To identify differential responders in blood glucose response to standardized meal tests, a 

simple mechanistic kinetic model was used. Two response clusters were identified in model 

parameters (A4) and were differently associated with diabetes risk markers (paper IV). The 

high-risk cluster showed poor glucose control compared to the low-risk cluster even after 

consuming a low GI meal, highlighting the need for a tailored diet for this group, the 

interindividual variability in response to food, and the importance of the development of 

precision nutrition. The mechanistic model used requires only glucose measurements, making 

it ideal to test in a home setting using CGM. 

To conclude, the research presented in this doctoral thesis has contributed to advance the 

research on metabotyping in static and time-resolved data, identification of differential 

responders, and prediction of high-dimensional postprandial response. Using these methods, 

metabotypes can be identified in a free-living and clinical setting using static measurements 

and time-resolved responses to food, respectively. Tailored diets based on the metabotypes and 

on predictions of postprandial responses can later be provided with the aim of lowering 

cardiometabolic risk. However, although the methods primarily have been applied to problems 

within this field, they are most likely applicable in many other scientific fields, such as 

precision medicine and pharmacology.  
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8 FUTURE PERSPECTIVES 

 

The presented research in this thesis provides a stepping stone in the quest to provide precision 

nutrition. However, more work is still needed, and some important potential developments are 

listed below. 

pDMDc was developed to identify differential responders to food and to predict postprandial 

response. The method could be improved by finding a more elegant way to estimate �̃� and �̃� 

when responses from more diets are included in the data. The current method essentially 

concatenates the data from all exposures and finds the least squares solution that fits the data 

from all diets placed in sequence. Perhaps different ways to estimate the parameters would be 

relevant for the prediction and description of the metabolic system. Current research is 

conducted to further improve the estimation of the system when using data from different 

excitations (155,156).  

Further extensions using pDMDc include that dietary intake can be included in the model with 

more a priori knowledge, as it is not realistic that the food is received as an impulse in the 

body, which is how the current approach suggests. The meal intake could be modeled like a 

dispersion to accommodate the different properties of the macronutrients. This could then result 

in a better estimation of the underlying metabolic dynamics. Moreover, the inclusion of 

micronutrients and food items should be investigated. 

The model presented in paper IV is an analytical solution to a system of differential equations 

describing glucose dynamics, the derivation of which assumes a single impulse of glucose to 

the metabolic system. However, this model could be extended to include parameters 

representing the meal composition to accommodate for the prediction of postprandial response 

to varying meals. By doing so, the method could be used for the identification of differential 

responders, but also for prediction of response for the responder groups, like was done in paper 

II for high-dimensional omics data. This could allow for response prediction to various meals 

using a simple model with interpretable parameters that would also be used to identify 

differential responders.   

To fully achieve precision nutrition, large dietary interventions are needed to measure the 

interindividual variability in response to food. Studies like this have been conducted, but only 

measuring a few metabolic markers over time. Here, one needs to cover as many measurable 

endpoints of the metabolism as possible, including time-resolved multi-omics and clinical 

measures. Using pDMDc one could chart the individual differences and similarities in response 

to food, identify metabotypes, and predict individual responses to novel dietary challenges. 

Having a trained model of the individual metabolisms, one could attempt to identify which 

metabotypes have an elevated cardiometabolic risk and estimate the optimal diet for them using 

pDMDc as a control tool, thus providing true precision nutrition. 
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