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Abstract

Developing automation systems that are capable of handling dynamic and
unpredictable situations is a challenging task, as it requires adapting to a
changing environment and managing potentially unforeseen action outcomes.
In contrast to traditional automation, where control code is explicitly pro-
grammed, a model-based approach might be a more appropriate solution for
automating such systems. Such an approach allows for integrating planning
algorithms, which can enable the generation of control sequences that consider
the system’s state. This capability is essential in enabling human-robot col-
laboration and handling error recovery and restart. We refer to such a model-
based and goal-oriented approach to automation as Intelligent Automation
Systems (IAS). To bridge the gap between research and practical utilization,
this thesis aims to facilitate the development of IAS by investigating methods
for their preparation, control, and testing.

A framework for preparation and virtual commissioning of IAS is presented,
which compiles the necessary methods into a high-level structure, aiming to
streamline the TAS development process. As part of the preparation process,
an effort to explain the unsolvability of some planning problems by localiz-
ing potential faults in behavior models is presented. Furthermore, this thesis
investigates planning and SAT solving methods aimed at improving the effi-
ciency of planning, thereby enhancing the responsiveness and adaptability of
IAS. A planning and execution framework for IAS is presented, with a focus on
handling dynamic and unpredictable systems. Finally, an iterative method for
the verification of TAS is presented, where methods such as supervisory con-
trol theory, model checking, unit and integration testing, and property-based
testing play key roles in ensuring the correct behavior of TAS. Connected to
verification, a criterion for assessing the test coverage of TAS is presented.

This research contributes to the field of intelligent automation by providing
solutions for the development, control, and verification of systems designed for
complex and unpredictable environments, aiming to bridge the gap between
theory and practice.

Keywords: Automation, virtual preparation and commissioning, auto-
mated planning, modeling, robot operating system, testing and coverability.
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CHAPTER 1

Introduction

Final assembly and material handling are some of the sectors in discrete pro-
duction that face challenges such as shorter product lifetimes, just-in-time
manufacturing, product customization, increased product complexity, and
variation in demand. These challenges can partially be alleviated [1] by in-
troducing Intelligent Automation Systems (IAS), which can change the pace
of production, adapt to different products and manufacturing scenarios, react
to dynamic environments, and enable safe human-robot interaction.

To practically address these challenges, a solution involves enabling the co-
operation of Autonomous Mobile Robots (AMRs), collaborative robots, and
human operators within a shared workspace. Within this shared environment,
AMRs are responsible for transporting assembly equipment and parts to their
designated destinations at the appropriate times, while collaborative robots
are assigned to perform assembly and kitting tasks, and are able to work
alongside human operators. The operators are tasked with handling intricate
tactile operations, complex restart scenarios, and they have the flexibility to
move between workstations to balance the workload. Because of the collab-
orative setting and the nature of tasks that are performed, such systems can
be characterized as dynamic and unpredictable.
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In a dynamic system, external input can independently change the state
of the system. This state change can occur during the execution of tasks,
which can make the current sequence of tasks obsolete. For example, an AMR
might not be able to pass through an assembly station because of a temporary
obstruction, or a human operator can independently perform a task that is
not planned by the control system.

In an unpredictable system, the tasks performed can have different out-
comes. For example, a common task like grasping can often be unsuccessful,
resulting in failures such as failing to pick up a part, dropping a carried part,
picking up two parts instead of one, colliding on the way to the part, etc.

To successfully manage a dynamic and unpredictable system, a shift in
the automation approach is required. Rather than relying on explicitly pro-
grammed control code and manually defined sequences, adopting a model-
based approach can be beneficial. Such an approach focuses on declaring
what a system can do rather than specifying how it should be done, contrast-
ing traditional control code programming with if-then-else statements. We
refer to this model-based and goal-oriented approach as intelligent automa-
tion, which can be complemented with methods such as automated planning,
verification, and virtual commissioning.

Many initiatives, both in academia and industry, have pushed for smarter
automation, however, these initiatives often lack clear guidance regarding
practical implementation. Developing and deploying such automation sys-
tems is a challenging task, and there is often a discrepancy between methods
developed in academia and those applied in industrial settings.

The lack of a structured development method for TAS that addresses both
the necessary high-level steps and the low-level implementation challenges is
identified as an important gap between research and utilization. To address
this disparity, this thesis presents a synthesis of methods aimed at facilitat-
ing the development of IAS. These methods are inspired by, or are relying
on, established methods such as virtual commissioning (VC) [2], automated
planning, and verification, and can be grouped into:

1. Preparation and virtual commissioning
2. Planning and execution

3. Verification and coverability
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In the following sections, we discuss the state of art, industrial practice, and
the research contributions to each of these groups. Since this thesis consists of
included papers, we will make references to the included papers below. These
included papers are introduced and summarized in Chapter 5.

1.1 Preparation and virtual commissioning

Production preparation involves preparing a production system for manufac-
turing by selecting processes, tools, interfaces, and standards for a specific
production scenario [3]. To simplify the preparation process, part of it can
be done virtually, by using simulations and simulation supported automation
engineering called Virtual Commissioning (VC) [2].

The purpose of VC is to expose the control system to simulations, in or-
der to enable the control logic to be verified in a virtual environment before
physical commissioning. The overall goal of performing VC is to reduce the
implementation time and cost by finding potential faults before the system is
physically implemented, as seen in Figure

For VC to be effective across various projects, it should be applied during
all development stages by all relevant personnel, and not be restricted to spe-
cialists or niche researchers. To achieve that, the engineering workflow should
include the development of a Digital Twin (DT), which is essentially a virtual
representation of a corresponding physical entity. Beyond VC, such DTs can
be used for conceptual development, online diagnostics, virtual sensors, pre-
dictive maintenance, and more. In the next section, we present the state of
art for VC.

State of the art

VC has the potential to increase production engineering efficiency while also
reducing on-site implementation time [2]. Although it forms the foundation
for state-of-the-art production systems, it is not yet widely used [4]. The
following text provides an overview of current scientific approaches and use
cases for VC.

In [5], a methodology based on VC is presented for integrating DTs into
manufacturing systems, where the potential of D'Ts to enhance manufacturing
efficiency and competitiveness in dynamic conditions is demonstrated.
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Expected effort for a traditional approach

A

3>
>

. > Testing PLCs and IT, S Physical
Preparation Ramp-Up, Operator training Commissioning
Preparation Integrated VC

Approach

Virtual
Commissioning

Physical
Commissioning

Expected benefits:
Avoided delay
Avoided loss of profit

‘ Digital-Twin ’ ‘

<
<

Y

Expected effort for a VC approach

Figure 1.1: A comparison between a traditional implementation approach, and an
approach that includes VC. It can be seen that the traditional approach
has a higher expected implementation effort and a longer physical com-
missioning phase compared to an approach that includes VC.

To address the need for comprehensive behavior models for DTs, HEI] in-
troduces a real-time co-simulation platform for VC. This platform integrates
technology-specific simulation solutions and employs real-time co-simulation
techniques, including partitioning, parallelization, synchronization, and data
exchange mechanisms.

In [7], challenges and strategies surrounding the implementation of VC in
the context of the ongoing industrial revolution are discussed. The paper
emphasizes the importance of coordination across organizational layers and
technical disciplines, both internally and externally. It highlights the role of
standards and common language practices in establishing sustainable business
models and reducing lead time, commissioning time, and technical issues.

An approach to enhance production management by focusing on virtual-
physical convergence and information integration in manufacturing is pre-
sented in . The approach introduces DTs as a key technology to achieve this
integration. The study also demonstrates the use of AutomationML through
a parts machining cell model.

For implementing DTs in manufacturing, ﬂgﬂ introduces an implementation
framework that leverages container technology for self-contained packaging
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and uses cloud services to externalize intelligence, achieving scalability and
plug-and-play functionality.

In [10], an architecture for DT implementation for real-time monitoring
and evaluation of large-scale smart manufacturing systems is presented. [11]
utilizes DT technology to establish a virtual prototype of computerized nu-
merical control machine tools. The paper introduces a DT-based VC method
that supports dynamic commissioning and kinematic commissioning functions
to detect potential errors in the servo system and numerical control programs.

Similarly, [12] presents a DT-driven VC method for computerized numer-
ical control machine tools. This approach constructs a DT model using a
multi-domain unified modeling language and a virtual-real mapping strategy
to describe response characteristics.

To facilitate model-driven engineering for distributed Cyber-Physical Sys-
tems (CPS) using the Robot Operating System (ROS), [13] introduces an
approach to automatically generate embedded software, aiding rapid proto-
typing and system component implementation in complex industrial systems.

[14] explores the use of model-driven engineering to transform production
system models into flat files compatible with general-purpose planning tools.
This enables the computation of plans and their integration back into the
production system model to enhance formalized knowledge.

Moreover, in [15], a model-based approach using Petri-nets [16] is presented
to represent control structures in virtual production models. This method
aims to enhance VC by providing a clear and interpretable representation of
control-related behavior models.

Lastly, [17] discusses the integration of tools such as model checking for
off-line verification of controller specifications and VC for on-line functional
testing. The paper also highlights the role of tools like PLC Checker and
guidelines such as PLCopen in enhancing standardization, readability, relia-
bility, and modularity of PLC code. Efforts like [17] resonate well with the
methods presented in this work.

Industrial practice

In the past, VC was primarily accessible to niche experts. However, today’s
powerful modeling tools and compatible information standards have made VC
available to manufacturers of all sizes.

One of the initial challenges in VCs was bridging the gap between different
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models and connecting simulation tools from different domains. Traditionally,
physical plant simulations occurred on separate platforms from the logic-based
PLC design systems. This led to the creation of the Functional Mock-up In-
terface (FMI) |18] standard, which aimed to enhance the exchange of simula-
tion models between suppliers and original equipment manufacturers (OEMs).
The FMI facilitates seamless import and export across various software tools.
Advanced tools can now create DTs and export them as Functional Mock-up
Units (FMUs) with the required data for automation tools. With widespread
support for the FMU standard, engineers can now connect other FMUs with
simulation tools and enabling them to connect with PLC code.

This allows virtual models and virtual PLC code to coexist in a unified
environment, streamlining testing procedures. Engineers may even consider
omitting specific physical sensors in the final product, relying on the DT to
provide the necessary data. Some well known discrete even simulation and
VC software are, for instance, WinMOD®, Technomatix® by Siemens, and
Delmia® by Dassault Systems, however, there are many more tools like this
on the market.

Problem and motivation

Based on a performed literature review in Paper A, an identified research gap
is the lack of practical implementation insights and specific steps required to
develop and deploy IAS. This research gap hinders the effective utilization
and implementation of VC for model-based automation systems, and there is
a need for comprehensive guidelines and procedures to bridge the gap between
research and practical application.

The motivation for this part of the work is the need to streamline the
implementation of IAS. Because of the dynamic and unpredictable nature
of systems addressed by IAS, explicitly programming control code and per-
forming virtual verification for mostly topologically static and fully automatic
robotic cells is not an appropriate method for their preparation and VC. In-
stead, the preparation and VC of TAS entails the use of behavior modeling,
planning, scheduling, control, and testing algorithms, as well as virtual model-
ing, preparation, commissioning, and verification tools which are not yet fully
integrated in the automation systems development tool-chain.

Most of these insights and lessons learned originate from developing in-
dustrial demonstrators and solving the surfacing challenges. One of the re-
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curring challenges during such implementations is potentially overlooking or
incorrectly modeling behavior and constraints. This can result in unsolvable
planning problems or plans that are invalid for other reasons. When plans
are unsolvable, developers receive no feedback, which makes the model prepa-
ration and adjustments a difficult and time-consuming task. In some cases,
a fault localization technique can be applied to explain why a problem was
unsolvable.

Research question and contribution

Based on the research problem discussed above, we formulate the first research
question:

RQ1 How can the development of IASs be supported by methods such as prepa-
ration, virtual commissioning, and fault localization, in order to facili-
tate the adoption of model-based automation?

Due to the lack of structured frameworks for preparation and virtual
commissioning, there is a lack of integrated methods which can support
the development of virtual and behavior models in TAS. This hinders
the effective utilization and implementation of VC, and there is a need
for comprehensive guidelines and procedures to bridge the gap between
research and practical application.

Contribution

A preparation and VC framework for IAS, inspired by the traditional VC
methodology is presented. This framework relies on a range of techniques,
such as testing, automated planning, formal methods, reachability analysis,
code generation, and resource simulations. This framework presents an iter-
ative and structured approach to apply these techniques to ensure efficient
implementation of TAS.

However, faults can sometimes be introduced during the preparation of TAS.
The types of faults that Paper B focuses on are modeling faults which result in
unsolvable planing problems. As these results give no feedback to developers,
except of the fact that finding a plan has failed, this paper presents algorithms
which can in some cases simplify fault localization in behavior models by
identifying and suggesting suspicious variables and operations.
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1.2 Planning and execution

Because of the dynamic and unpredictable nature of TAS, many tasks can
have several outcomes. Executing sequences can fail, and planned sequences
can become obsolete mid-execution. One way to handle this is to model
the behavior of IAS using non-deterministic models [19], which can express
different outcomes a task can have.

For example, the action of a dice throw can have six possible outcomes,
where none of the outcomes can be considered nominal [19]. Such behavior
can be captured with non-deterministic models, however, such models are not
perfect models of the world. Even if we model the six outcomes of the dice
throw, the thrown dice can run off the playing board and end up under the
table, or the dice can hit a pen on the table and end up stopping on its edge.

The meaning of this story is that we can never fully capture all the possible
outcomes of real-world actions. Instead of trying to describe how an action
could fail with non-deterministic models, the models describing the behavior
of TIAS are deterministic. Such models do not express the different possible
outcomes an action can have, implying that no randomness is involved in the
development of future states of the system. This design choice allows us to
avoid models which can become challenging to handle, both conceptually and
computationally. However, this design choice strongly depends on the ability
of the control system to quickly re-calculate sequences of operations based on
constant observations of the current state of the system. Such calculations
can be made by automated planning algorithms.

Automated planning is a deliberative decision making process which yields
sequences of actions that drive state change towards a goal [19], and it is
the deliberative core of TAS. Using planning in conjunction with acting, the
control system is able to automatically adapt and re-plan based on the current
state, virtually embedding the ability to restart. A control system based
on automated planning is model-based and goal-oriented, always trying to
calculate the necessary sequence of actions to reach the goal.

Such sequences are executed by an execution algorithm, which communi-
cates with the system’s resources, receives constant sensor data, evaluates
guards, and executes actions to follow the planned sequence. Execution also
takes care of synchronizing the state with the resources and the DT, initiat-
ing re-planning when necessary, and blocking execution when certain safety
conditions are not met. The high-level planning and execution architecture,
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Figure 1.2: The high-level planning and execution architecture of IAS.

which is used in this work is shown in Figure[1.2]

In this work we make use of Robot Operating System 2 (ROS2) [20] to
implement the planning and execution framework. This design choice is mo-
tivated by its communication protocol, easily distributable nodes, supporting
simulation and visualization tools, and years of documented experiences and
examples by the ROS community. In the following text, we summarize the
current state of the art in planning and execution frameworks for TAS.

State of the art

While ROS can give support with regards to integrating different software
libraries and drivers, as well as provide a base layer for communication, chal-
lenges remain. One big challenge is the coordination of different devices,
including cameras, PL.Cs, robotic arms, and AGVs, especially when uncertain
human behavior needs to be taken into consideration.

In the literature, several frameworks have been proposed that aim to aid in
planning and execution of robot actions. One example is ROSPlan [21] that
uses PDDL-based models for automated task planning as well as handling plan
execution. Another is SkiROS [22] which is based on defining an ontology of
skills to help design and execute the high-level skills of an hybrid behavior-
deliberative architecture. MaestROB [23] adds natural language processing

11
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and machine learning to teach robots skills that are executed using ontology
based planning, CoSTAR [24] is based on Behavior Trees that are used to
manually define complex behavior, combined with a way of defining computer
perception pipelines, and eTaSL/eTC [25] which defines a task specification
language based on constraints. Applications that use planning of robot skills
have seen successful experimentation in industrial settings [26], [27].

A Belief-Desire-Intention (BDI) toolkit based on ROS2 is presented in [2§],
showcasing its effectiveness in a scenario where autonomous robots cooper-
ate to sort and move boxes. This toolkit combines BDI architecture with
integrated planning, enabling adaptable agents to collaborate efficiently in
dynamic environments. A model-based approach for automatically generat-
ing executable C++ code for ROS is presented in [29]. The approach involves
three phases: modeling robot behaviors as timed automata, formalizing and
verifying safety requirements, and generating executable code.

A plug & produce system using standardized Open Platform Communica-
tions Unified Architecture (OPC UA) skills for industrial workcells is intro-
duced in [30]. By extending OPC UA discovery services, the system adapts to
component changes, demonstrating reduced changeover times in robot-based
assembly, particularly beneficial for small lot production.

Middleware for Intelligent Automation (MIA), a platform addressing In-
dustry 4.0 challenges is presented in [31]. MIA acts as a bridge between field
devices, databases, and Decision Support Systems (DSSs), ensuring real-time
data management and interoperability.

A software architecture for autonomous service robots operating in human
environments is presented in [32]. It integrates deep learning-based perception,
knowledge representation, symbolic task planning, and motion planning, to
perform tasks by a real robot without human intervention.

A decentralized framework for multi-robot task and path planning is pre-
sented in [33]. It uses Markov Decision Processes (MDPs) and Mixed Ob-
served Markov Decision Processes (MOMDPs) to model tasks and employs
the max-sum algorithm for decentralized task allocation.

A skill-based architecture is compared to a traditional component-based
hierarchical approach for flexible manufacturing systems in [34]. The evalua-
tion criteria includes execution time, modularity, readability, and reusability.
The study finds that the skill-based architecture, though more complex, offers
greater flexibility, making it suitable for adaptable production plants.

12
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A framework for integrating collaborative and roaming robots into indus-
trial automation alongside human operators is presented in [35]. It is based on
model-based design and control, where interactive formal specification enable
efficient preparation of TAS.

A ROS2 based planning system that converts plans into Behavior Trees
(BTs) to enhance plan execution in mobile service robots is presented in [36].

Finally, PlanSys2 is presented in [37], which is a symbolic planning frame-
work designed for autonomous robots operating in complex environments.
PlanSys2 is built on ROS2, and offers features like BTs for efficient plan exe-
cution and a novel action auction protocol for multi-robot planning.

However, these systems listed here are mainly robot-oriented (in contrast
to automation-oriented) and often focus on a single robot. It seems that a
framework for combining both high-level robotic tasks with more traditional
automation tasks (low-level execution and state management of a variety of
different devices) is missing.

Industrial practice

Over the last two decades, many methods have emerged with the aim to
improve the efficiency of automated planning, and satisfiability (SAT) solving
[38]. The frontiers of automated planning and SAT solving are improved
and tested on a yearly basis during the international planning E| and SAT E|
competitions. Additionally, by coupling a SAT solver with theory solvers, for
example theories such as linear arithmetic, bit vectors, or arrays, Satisfiability
Modulo Theory (SMT) based planning techniques [39] can encode and tackle
real-world scenarios and complex application domains [40].

Methods developed in academic context are not always found in industry.
However, many tools and methods are becoming available to manufacturers
of all sizes. Planning, synthesis, model checking, and optimization tools are
increasingly more present in the industry, for example, NuXmv [41], Z3 [42],
Supremica [43], Uppaal [44], Kissat [45], Gurobi, Cplex, and Xpress [46],
Madagascar [47], and MiniSat [48].

Lhttps://www.icaps-conference.org/competitions/
2http://www.satcompetition.org/
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Problem and motivation

Current trends in automation involve the integration of collaborative robots
and AMRs into workflows, often working alongside human operators to create
more adaptable automation solutions. However, such an automation system
must possess the capability to anticipate and respond to both its environment
and the actions of individual subsystems.

Tasks which handle perception and grasping tasks, may not guarantee a
100% success rate [49], [50], [51], leading to an increase in expected unsuc-
cessful operations. Effectively managing these failures as a natural part of au-
tomation introduces complexity to the software. To handle such complexity,
difficult modeling tasks can be off-loaded to control logic synthesis algorithms
and the specifics of execution to an online planning system.

Consequently, real-time algorithms for task planning need to be sufficiently
efficient to be applicable in the industry. Since planning efficiency can con-
tribute to making a system adaptive and responsive, investigating planning
methods and decision-making choices is necessary to determine the most ap-
propriate methods for specific situations. Such insights can then be used to
design or adapt automated planners and solvers for specific problems.

Research question and contribution

Based on the problems raised above, we can formulate the second research
question that this thesis will attempt to answer:

RQ2 How can the planning and execution processes in IASs be implemented,
in order to ensure reactive and adaptive systems?

To deliver a robust solution, the automation system must possess the
capability to both anticipate and react to the actions of the environment,
which means that online planning algorithms have to be a part of the
automation system. Moreover, such planning algorithms have to be
able to quickly calculate new plans, allowing the automation system to
re-plan and adapt to the changing environment when necessary.

Contribution

In TAS where control sequences are constantly calculated, fast re-planning
plays a key role. To assess which algorithms can enhance planning perfor-
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mance, paper C delves a bit deeper into planning, in order to assess and
compare various high-level modeling and planning methods using a set of
standard benchmarks. This paper focuses on planning as satisfiability, which
is considered the leading approach for solving challenging planning problems.
In order to have responsive control in an TAS, the execution system has to
be able to react quickly. Paper D presents a modeling, planning, and execu-
tion system, called Sequence Planner (SP), which is built with a hierarchical
architecture, making it easier to handle larger systems in comparison to our
previous non-hierarchical attempts. SP enables responsiveness with fast re-
planning, which is achieved by dividing the planning work into two levels.

1.3 Verification and coverability

Verification is a family of methods whose goal is to assure that systems satisfy
the expected requirements. It is a crucial element in the development process
of control software and plays a key role in ensuring the reliability, functionality,
and performance of automation systems. During different stages of develop-
ment, parts of the system can undergo formal verification which is used to
prove that such parts adhere to the specified requirements. For example, in
model checking [52], temporal properties are verified by exploring the state
space using a set of initial states and transitions. The goal of model checking
is to prove that a user defined temporal specification always holds. If it cannot
be proven, a counterexample is produced.

Although formal verification can benefit subsystems in automated systems,
the behavior model only captures certain discrete deterministic behavior of the
system and does not consider the details of dynamics, robot motions, uncer-
tainties, communication, latency, timeouts, failures, error handling, restarts,
etc. Such a lack of formal models makes it generally impractical to use model
checking to verify a complete implementation.

Another way to ensure that the system behaves as intended is to apply
some form of testing, while measuring the coverage of such tests to ensure
that an adequate portion of the system has been exercised. Although testing
can be costly, it doesn’t depend on formal models and it can be applied in
real conditions such as on the target hardware or operating system. It also is
important to note that formal verification and testing complement each other,
and that both methods should be applied when possible.
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The development and testing process of TAS can be represented with an
interpretation of the V-model from , as seen on Figure Starting from
the left side with the Concept Development Phase, the high-level system re-
quirements are defined, which describe the project objectives and guide the
development and verification process. In the Constructive Phase, concrete
software components are developed such as the virtual model, the DT, and
various drivers, interfaces, and controllers.

Concept Constructive Control Logic Verification Production
Development Phase  : Design Phase : Design Phase Phase Integration Phase

System 3
requirements

Virtual model &
Digital-Twin

Drivers, Interfaces & |
Controllers :

Property based
testing

Q :
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‘ Development & Integration ’

Figure 1.3: A high-level model-based development and verification method for TAS
based on the V-model from [53].

The behavior model is developed in the Control Logic Design Phase, during
which certain parts of the model can be subjected to formal methods. If the
formal verification process produces a counterexample which violates a certain
specification, the behavior model can be re-iterated. This phase of part of the
Verification Phase can be sometimes referred to as Model-in-the-Loop (MiL),
since the verification if performed directly on the behavior model.

When a software component (unit) is created, for example a driver, in-
terface, or controller, the next step is to create unit tests to assert that the
component works as expected. After several components have been created,
they can be tested in a virtual environment to verify that the interface and
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