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ABSTRACT

In this work, a methodology is proposed for the comparison of the measured and simu-
lated neutron noise signals in nuclear power plants, with the simulation sets having been
generated by the CORE SIM+ diffusion-based reactor noise simulator. More specifically,
the method relies on the computation of the Cross-Power Spectral Density of the detector
signals and the subsequent comparison with their simulated counterparts, which involves
specific frequency values corresponding to the signals’ high energy content. The different
simulated perturbations considered are (i) axially traveling perturbations, (ii) fuel assem-
bly vibrations, (iii) core barrel vibrations, and finally (iv) generic “absorber of variable
strength” types. The reactor core used for the current study is a German 4-loop pre-Konvoi
Pressurized Water Reactor.

KEYWORDS: neutron noise, cross-power spectral density, feature extraction, perturbation identification,
simulation, core diagnostics, CORE SIM+

1. INTRODUCTION

Due to the aging fleet of nuclear reactors in Europe and worldwide, core monitoring and diag-
nostics techniques are becoming increasingly essential for performance and public safety [1]. Al-
though many works based both on signal processing and machine learning techniques exist in
literature for detecting and possibly characterizing anomalies, an inherent problem that still re-
mains is the absence of labeled perturbation measurements from the reactor cores, i.e. the actual
perturbations existing in operating reactors are seldom known. In order to support the identifica-
tion of possible anomalies, reactor core simulation packages and solvers have been developed, for
which the response of the reactors is estimated assuming various postulated anomalies [2,3].
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In previous studies [4,5], the effectiveness of Deep Learning architectures for perturbation local-
ization and identification has been demonstrated. After reviewing the relevant literature in Section
2, an alternative approach is considered in this work, where the focus is shifted to feature extrac-
tion for the assessment of the core state. The simulated data consist of examples of perturbations
produced by the CORE SIM+ simulation software [6], which are further described in Section 3.
The proposed methodology is outlined in Section 4, the results are discussed in Section 5 and the
conclusions are summarized in Section 6.

2. RELATED WORK

Signal processing algorithms based on simulations and real measurements have been developed
and applied to assess the core state of a nuclear power plant and diagnose possible anomalies.
In recent years various works have been published utilizing Machine Learning models in order to
classify any perturbations occurring inside the core. For example, Symbolic Dynamic Filtering has
been utilized to down-sample the input detector signals and then train a classifier [7], resulting in
performance improvement over Principal Component Analysis (PCA) on simulated data produced
with the International Reactor Innovative & Secure (IRIS) simulator. Other approaches utilize
Support Vector Machines (SVMs) in order to assess the state of the reactor core [8] or in outlier
identification on neutron flux signals originating from a nuclear reactor channel [9]. It should be
mentioned that those past studies do not consider the neutron noise as input data, with the noise
defined as the deviation of the signal from its mean value. Rather, the total response is analyzed.

Turning to the analysis of the neutron noise, deep learning techniques based on neural network
architectures have recently been considered for diagnostics. In [10], a hybrid system consisting
of a Convolutional Neural Network (CNN) and a Denoising Autoencoder (DAE), followed by the
k-means clustering algorithm has been proposed for perturbation identification and localization.
The experiments performed with the neutron noise simulator CORE SIM [2] exhibited satisfac-
tory classification accuracy, even in the presence of additive noise in the signals, indicating the
robustness of the proposed approach. For improved localization of perturbations, a 3-dimensional
CNN architecture has been employed in [11], for the processing of data in the frequency domain.
In the same work, data produced by the SIMULATE-3K code [3] in the time-domain have been
processed by a Long Short-Term Memory (LSTM) network.

The utilization of the wavelet transformation of detector signals in a CNN architecture for efficient
perturbation classification has been proposed in [4]. Similarly, an ensemble of neural networks
constituted of 1-dimensional convolutions that extracts the spatial characteristics of the detrended
neutron detector signals, followed by LSTM layers that capture temporal features of the signals,
has been outlined in [5]. Each neural network has been trained to identify one specific perturbation
type, with the experimental results showing a combined identification accuracy of over 80%.

3. NEUTRON NOISE SIGNALS

3.1. Simulated data

The simulations of the neutron noise induced by various types of perturbations were performed in
the frequency-domain using the CORE SIM+ tool [6]. This tool estimates the effect of stationary
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perturbations in macroscopic cross-sections onto the neutron flux using the two-group diffusion ap-
proximation, in linear theory and assuming one group of delayed neutrons. The spatial discretiza-
tion of the balance equations is based on finite differences in Cartesian geometry. Depending on
the problem of interest, different numerical methods and non-uniform computational meshes can
be selected for effective numerical performance and accuracy. Several anomalies were considered
and the associated neutron noise was estimated, i.e.:

1. Axially traveling perturbations at the velocity of the coolant flow, where a perturbation is
created at some spatial location in the core and travels upwards with the flow through the
core. All possible locations of the perturbation were considered for frequencies ranging from
0.1 to 25 Hz.

2. Fuel assembly vibrations, for which the lateral movement of fuel assemblies was modeled
according to the following modes of vibrations: the cantilevered beam mode (for frequencies
ranging from 0.6 to 1.2 Hz), the simply supported on both sides mode (with its two first
harmonics - frequencies ranging from 0.8 to 4.0 Hz for the first mode and frequencies ranging
from 5.0 to 10.0 Hz for the second mode), and the cantilevered beam and simply supported
mode (with its two first harmonics - frequencies ranging from 0.8 to 4.0 Hz for the first mode
and frequencies ranging from 5.0 to 10.0 Hz for the second mode). All possible locations of
the vibrating fuel assembly were modeled.

3. Core barrel vibrations, where the core barrel was assumed to vibrate in the beam or pendular
mode for frequencies ranging from 7 to 13 Hz.

4. Generic “absorber of variable strength”, where a spatial Dirac-like perturbation is assumed.
All possible locations of the perturbation were considered for frequencies ranging from 0.1
to 25 Hz.

The modeling of the corresponding noise source for the above scenarios is described in detail in
[12,13]. From the spatial dependence of the induced neutron noise estimated by CORE SIM+,
the Cross-Power Spectral Densities (CPSD) of the relative neutron noise (compared to the static
neutron flux) between pairs of neutron detectors were calculated. The underlying reason for cal-
culating the CPSD was to ensure consistency between the simulations and the type of quantities
determined from the analysis of the measured plant data.

3.2. Plant Measurements

The plant measurements used in this work originate from a German 4-loop Pressurized Water
Reactor (PWR) [14,15]. Figure 1 displays a cross-section of the aforementioned reactor, where
the fuel assemblies and its detectors are visible. In total, three different types of detectors are
present; (i) in-core neutron detectors, denoted by L, (ii) thermal detectors, denoted by T (both in
green color), (iii) ex-core neutron detectors, denoted by X (in pink color) and (iv) pressure sensors,
denoted by P (in blue color). The in-core neutron detectors lie at 6 distinct axial levels (hence the
1/6 notation in Figure 1), while the ex-core neutron detectors lie at 2 distinct axial levels.

In this study, only the sensors that measure neutron noise (in-core & ex-core) are considered. The
signals are captured in the time domain, their length is around 30 minutes and the sampling rate is
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Figure 1: A cross-section of the core of the German 4-loop PWR [14,15]

250Hz, resulting in 450, 560 discrete time samples. Some of the detectors were known to exhibit
faulty behavior, so they were disregarded. In total 53 sensors have been considered, 45 in-core and
8 ex-core. As a first pre-processing step, the Direct Current (DC) component has been removed
from all signals (Figure 2). Subsequently, all signals were checked for the existence of trend; in
some cases, a small trend was still present and was removed by a linear detrending algorithm. The
whole process is outlined in Figure 2 for the in-core detector B11 at axial level 3 (L-B11-3).

4. PROPOSED METHODOLOGY

The aim of the proposed methodology is to find and align frequency regions in Nuclear Power
Plant (NPP) measurements to simulated perturbations. In this way, it is possible to identify which
perturbations are more likely occurring within the core and at the same time predict their source.
The overall approach is comprised of two steps; initially, the frequency peaks of the Auto-Power
Spectral Densities (APSDs) of the plant measurements are determined. These peaks constitute the
candidate frequencies of a possible perturbation. Then the CPSDs between the detector signals are
computed for each of the candidate frequencies. These CPSDs are compared with the CPSDs eval-
uated from the neutron noise simulated with CORE SIM+ for each of the perturbations described in
Section 3.1. These comparisons quantify the degree of similarity between measurements and sim-
ulated scenarios and thus can indicate the possible type and location of the occurring perturbations.
The specifics of the approach will be described in more detail in the following subsections.
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Figure 2: Detrending in-core signal L-B11-3; (i) original signal (orange line), (ii) signal
without the DC component (blue line) and (iii) signal without the DC component & the

linear trend (red line)

4.1. Determining the frequency peaks

In order to identify crucial frequencies corresponding to possible perturbations, the APSDs of
all plant measured signals are calculated. Figure 3 displays the APSDs of all the 53 detectors,
computed using Welch’s algorithm [16] and grouped by position.

As evident in Figure 3, each group of sensors usually exhibits the same frequency peaks. To
select the candidate frequencies for our analysis, a voting scheme has been employed, where the
frequencies considered appear in the majority of sensor groups as peaks in the APSD. Eq. 1
summarizes the candidate frequency set

{0.3Hz, 0.7Hz, 1Hz, 6Hz, 10Hz, 13Hz, 15Hz, 20Hz, 23Hz} (1)

4.2. Computing the similarities

The CPSDs of all the detector signals are computed for each of the candidate frequencies . In addi-
tion, CPSDs are evaluated from the neutron noise calculated for each of the perturbations described
in Section 3.1 (which are of different types, at different frequencies and in different locations). The
CPSDs of the plant data, being in time domain, are extracted by the Welch’s algorithm (just like
the APSDs). The simulations performed with CORE SIM+ are in the frequency domain, so the
CPSD of the relative neutron noise ( δφ

φ0
) between detectors i, j is calculated according to Eq. 2

CPSDi,j =

(
δφ

φ0

)

i

(
δφ

φ0

)†

j

(2)

where † symbolizes the complex conjugate.

As a result, since the number of detectors is 53, 53 × 53 matrices of CPSDs are created. On one
hand, a set of matrices is obtained from the measurements, for each of the candidate frequencies.
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Figure 3: APSDs of all the detectors grouped by their position in the grid

On the other hand, a set of matrices is build from each of the simulated neutron noise scenarios
(which differ because of perturbation type, location and frequency). In order to quantify how
similar one of the matrices based on the measurements is to one of the matrices based on the
simulations, a relevant measure from the literature is employed, namely cosine similarity. In the
simulations, the reactor core is radially discretized according to a 34×34 grid, so the perturbations
may be radially located in any of the positions identified by such a grid. Then a similarity matrix
of the same size is constructed for each perturbation type & frequency. These similarity matrices
can be further utilized as features by more complex machine learning algorithms for perturbation
identification & localization.

In an effort to better illustrate the similarity values, heatmaps were created that capture the grid
topology. More specifically, each colored square in the heatmap represents the similarity of the
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plant data with a simulated perturbation originating in these exact coordinates, for a specific fre-
quency. The whole process is summarized in Figure 4.

Figure 4: Proposed pipeline for the comparison of real measurements and simulated
perturbation types

5. RESULTS

In this section, the obtained results of the methodology outlined in Section 4 are presented, for the
simulated perturbation categories discussed in Section 3.

Axially Traveling Perturbations (ATPs): In this case, all candidate frequencies (Eq. 1) have
been considered, with the highest similarity values being observed at 0.3Hz and 0.7Hz (Figure
5). At 0.3Hz the maximum similarity value was 0.774, located at (13, 15), while at 0.7Hz the
corresponding value was 0.681, located at the same coordinates.

Fuel Assembly Vibrations (FAVs): Since these types of perturbations exist in lower frequency
ranges, only a subset of the frequencies of Eq. 1 have been examined. The highest similarity values
(Figure 6) have been observed at 0.7Hz & 1Hz for the cantilevered beam mode (0.724 & 0.767,
respectively, both located at (9, 11)) and at 1Hz for the cantilevered beam with supported first
mode & the simply supported first mode (0.778 & 0.762, respectively, both located at (15, 15)).

Core Barrel Vibrations (CBVs): This perturbation type does not occur at a specific location
in the core, therefore there is no need for a heatmap. The frequencies examined were 10Hz &
13Hz. For both of them, the obtained similarity values were very low (around 0.155 & 0.02,
respectively). This constitutes an indication that CBV were not occurring at the reactor, for the
frequencies considered and at the time the neutron noise signals were captured.

Generic “Absorber of Variable Length” (AVL): AVL is the final perturbation type to be exam-
ined, serving as a form of evaluation for the other perturbation types discussed above. In fact, the
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(a) (b)

Figure 5: Similarity heatmaps of ATPs for (a) 0.3Hz and (b) 0.7Hz

absorber of variable strength is a basic perturbation that can be used to model any of the other neu-
tron noise sources. More specifically, if comparable similarity values are computed for the same
frequency & location between AVL and the other perturbation types, then this is an indication that
a particular perturbation is actually occurring.

Figure 7 displays some of the heatmaps that were constructed from the similarities values of AVL
perturbations and the plant measurements. The upper row depicts the heatmaps for 0.3Hz, 0.7Hz
and 1Hz , respectively. The maximum similarity was located at (14, 16) and this position matches
the previous cases of ATPs and FAVs. Therefore, it could be argued that these specific perturbations
are indeed taking place at these exact frequencies & locations, which is an important conclusion,
as the specific perturbations occurring within the core are, in principle, not known.

Additionally, the bottom row of Figure 7 identifies a small area in the grid around (16, 23) with
a very similar spatial peak at 15Hz, 20Hz and 23Hz. This might indicate the existence of a
perturbation type not included in the current analysis.

6. CONCLUSIONS

An attempt to draw insights into NPP measurements based on simulated perturbations has been
proposed in this work. The extracted features can be either used as strong indicators for the exis-
tence of certain perturbations in the reactor core or as additional input to more advanced machine
learning models that further classify and locate possible perturbations. Various similarities between
known perturbation types have been identified, at specific frequencies within a German pre-Konvoi
pressurized water reactor. These similarities were further validated via an analysis based on a basic
perturbation such as the absorber of variable strength.
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(a) (b)

(c) (d)

Figure 6: Similarity heatmaps of FAVs for (a) 0.7Hz cantilevered beam mode, (b) 1Hz
cantilevered beam mode, (c) 1Hz cantilevered beam with supported first mode and (d) 1Hz

supported first mode

For example, the same reactor with the same detectors and measurements is studied in [17], albeit
a different methodology is followed. Nevertheless, both papers agree that, with a high probability,
an ATP is occurring in the reactor, around grid position (13, 15). Because of the lack of knowledge
about which perturbations are actually taking place inside the core, a cross-verification between
the different approaches would be quite useful.
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(a) (b) (c)

(d) (e) (f)

Figure 7: Similarity heatmaps of AVL for (a) 0.3Hz at axial level 18, (b) 0.7Hz at axial level
19, (c) 1Hz at axial level 18, (d) 15Hz at axial level 9, (e) 20Hz at axial level 9, (f) 23Hz at

axial level 9

Finally, this work assumes that only one perturbation occurs at a specific location in the core
(or, equivalently, several perturbations all having the same amplitude & phase). Therefore, an
interesting extension to the current approach would be to consider multiple perturbations taking
place at different amplitudes and/or phases relative to each other.
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