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Combinatorial Semi-Bandit Methods for Navigation of Electric Vehicles
Niklas Åkerblom
Department of Computer Science and Engineering
Chalmers University of Technology

Abstract
Climate change is one of the most urgent global challenges humanity is currently
facing. As major contributors of greenhouse gas emissions, the transport and
automotive sectors have crucial roles to play in solving the problem. To reduce the
usage of fossil fuels, electric vehicles need to become more attractive as alternatives
to conventional vehicles. Concerns like range anxiety can be mitigated with more
accurate navigation systems, especially if such systems are able to sequentially and
adaptively collect data to improve their knowledge of the environment.

Hence, this thesis explores a number of different perspectives, settings and methods
relating to navigation problems for electric vehicles in uncertain traffic environments.
In particular, we focus on a combinatorial multi-armed bandit perspective, since it
allows us to adapt and utilize efficient methods for targeted data collection within the
navigation setting. Such methods include Bayesian bandit algorithms like Thompson
sampling and BayesUCB, which can be used together with prior beliefs informed
by domain-specific knowledge to efficiently explore the traffic environment while
simultaneously solving the navigation problem.

Throughout the thesis, we apply these kinds of perspectives and methods to various
problem settings, including both city-sized and country-sized road networks, relating
to online versions of combinatorial optimization problems connected to navigation
tasks. Within the appended works, we study the minimization of both expected energy
consumption and travel time (including the time required for charging sessions). To
show the efficiency of our proposed methods, we perform multiple thorough empirical
studies with simulation experiments on realistic problem instances. We also analyze
the methods by deriving theoretical upper bounds on their expected regret. With
these performance guarantees and results, we aim to demonstrate the utility of the
methods for real-world problems and applications.
Keywords: Energy-efficient navigation, online learning, multi-armed bandit problem,
Thompson sampling, combinatorial semi-bandit problem.
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Chapter 1

Introduction

The ongoing climate change resulting from historical and current emissions of green-
house gases is one of the most urgent global challenges for humanity to overcome.
To reduce the rate of emissions, international organizations like the European Union
(EU) have set up short-term and long-term targets for their member states to fulfill.
The EU, in particular, has specified a goal of decreasing the net emissions of green-
house gases within the union to zero until 2050 (European Commission 2019). The
transportation sector has an important role to play in reaching these targets, since
it is, both historically and presently, a major source of greenhouse gas emissions.
Recent technological advances within vehicle electrification and connectivity, as well
as increasingly efficient machine learning and artificial intelligence methods, can help
the industry to address this issue.

Many vehicle manufacturers currently strive to transition from using internal
combustion engines for propulsion to instead use electric machines. Among other
technologies, battery-electric vehicles (BEVs) utilizing lithium-ion batteries as their
sole energy storage medium (in contrast to hybrid vehicles with combinations of
energy sources) are popular alternatives to conventional vehicles. However, potential
customers often hesitate to buy BEVs since they are concerned about the maximum
driving range of such vehicles, a phenomenon called range anxiety (Rauh et al.
2015). Several different disturbance factors can increase the risk of being stranded
with a depleted battery before reaching an intended destination, such as certain
weather conditions, unexpected detours due to road works, low availability of charging
stations, and traffic congestion. Moreover, poorly chosen charging stops during a
long-distance trip might significantly increase the total travel time.

In the long-term, these problems may be alleviated with, e.g., batteries with higher
energy capacity, or expansion of the charging infrastructure. In the near future,
however, a relatively low-cost way of increasing the trust of drivers is to provide
them with sufficient information to plan their trips so that risks are minimized. An
in-vehicle navigation system for a BEV may take both energy consumption and
travel time into account, in addition to finding appropriate charging stations when
necessary. This kind of system requires not only computationally efficient and robust
algorithms and energy consumption models, but also sufficient data about the road
network and traffic environment to ensure high accuracy.

3
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Well-known shortest path algorithms, e.g., Dijkstra’s algorithm (Dijkstra 1959),
A*-search (Hart et al. 1968) and the Bellman-Ford algorithm (Shimbel 1954; Ford Jr
1956; Bellman 1958), may be adapted to minimize vehicle energy consumption
instead of travel time. For example, Sachenbacher et al. (2011) develop a heuristic
function which estimates the energy consumed between nodes in a road network,
and use it together with a modified variant of A*-search which also respects battery
capacity constraints. The main focus of their work, as well as that similar works
(e.g., Artmeier et al. 2010; Baum et al. 2017), is to minimize the run-time and
computational resources required to find feasible paths through the road network.

The aforementioned and most other existing methods assume complete knowledge
of the traffic environment, but with internet connections being increasingly ubiquitous
in vehicles, data can be continuously collected to improve the quality of the planned
paths. By taking a probabilistic view, it is possible to not only update estimates
of travel time and energy consumption distribution parameters using observations,
but also to consider the uncertainties involved to find paths which are more robust
to unexpected external disturbances. For example, risk-averse drivers may want to
find a path which minimizes the total travel time, while simultaneously ensuring
that the remaining battery energy exceeds a safety threshold with high probability
(B. Y. Chen et al. 2013).

Balancing exploration of an unknown environment to gain new knowledge and
exploitation of that knowledge to achieve a more long-term objective is a classical
problem in the field of machine learning. It is no less present when the objective is
to learn enough information to select optimal paths, since learning more information
about a particular path does not, in itself, provide any guarantees of an expected
improvement in the quality of the found paths. Furthermore, vehicle-specific charac-
teristics and parameters may affect both energy consumption and charging, which
can limit the number of vehicles viable for data collection. Hence, to guarantee such
an improvement, it is necessary to explicitly combine the learning method with a
sufficient degree of efficient exploration.

The combinatorial multi-armed bandit (CMAB) problem (Nicolò Cesa-Bianchi
and Lugosi 2012), an extension of the classical multi-armed bandit (MAB) problem,
provides a way of modeling this trade-off specifically for combinatorial optimization
problems where the underlying parameters are unknown and need to be learned.
In this thesis, we introduce various ways of approaching BEV navigation problems
using CMAB methods. In particular, we focus on the Bayesian CMAB setting, since
it allows us to utilize prior knowledge to explore the environment more efficiently.

The structure of the first part of the thesis is as follows. In order to provide
relevant background knowledge, Chapter 2 introduces and explains several topics
and concepts which are beneficial for understanding the appended papers. Chapter 3
gives a summary of the contents and most important contributions of each appended
paper. Finally, Chapter 4 includes concluding remarks on the research project, as
well as a few suggestions of possible directions for future research.

The second part of the thesis contains four appended papers (further described in
Chapter 3), which together attempt to address the question of how to, with limited
data collection resources available (e.g., vehicles with appropriate sensors), efficiently
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collect information (e.g., energy consumption, charging time) through interactions
with the environment, for improved navigation of battery-electric vehicles:

• Paper 1 (Åkerblom, Y. Chen, and Haghir Chehreghani 2023), which is an
extended journal version of an earlier conference paper (Åkerblom, Y. Chen, and
Haghir Chehreghani 2020), introduces an online learning framework utilizing
CMAB methods for energy-efficient navigation of battery-electric vehicles.

• Paper 2 (Åkerblom, Hoseini, et al. 2023) extends the framework and methods
from Paper 1 to address the problem of network bottleneck identification and
avoidance in stochastic transport networks.

• Whereas the methods in Paper 1 and Paper 2 are only applied to naviga-
tion problems in city-sized road networks, Paper 3 (Åkerblom and Haghir
Chehreghani 2023) focuses on the larger problem of long-distance BEV naviga-
tion in country-sized road networks where charging is necessary, whether once
or multiple times.

• Finally, Paper 4 (Rahbar et al. 2023) introduces a novel framework which
utilizes Bayesian CMAB methods for cost-efficient online decision-making and
adaptive information acquisition. This may be used for addressing several
different problem domains, including interactive identification of driver charging
station preferences.





Chapter 2

Background

In this chapter, we introduce some important notions and background beneficial for
understanding the rest of the thesis.

2.1 Road network graph model
A road network typically consists of a vast number of roads connected through
intersections. These roads are of various types (e.g., highways, arterial roads and
residential streets) which coexist with parallel networks for other modes of trans-
portation, including walkways, bikeways, railways and waterways. Various rules and
restrictions apply to vehicles traveling through the network, such as speed limits and
turn restrictions. To be able to address navigation problems, a graph structure is a
useful and common way to model the road network.

A graph G (V , E) consists of a set of vertices (or nodes) V and a set of edges (or
links) E connecting them. We let VG and EG denote the vertex set and edge set,
respectively, associated with the graph G, but omit the subscripts whenever this is
obvious from the context. Each edge e ∈ E is characterized by a pair of vertices
(u1, u2) ∈ V × V. A graph can be either directed or undirected, indicating whether
the pair of vertices for each edge (u1, u2) ∈ E is ordered, i.e., (u1, u2) ̸= (u2, u1). For
the road network, V corresponds to the set of intersections and E represents the
roads between them. If we also want to model, e.g., turn restrictions, we can split
intersections into multiple vertices and edges for all maneuvers allowed. Since roads
generally have specified driving directions, we mainly consider directed graphs in
this thesis. An example of a graph is shown in Figure 2.1.

A path p = ⟨u1, . . . , un⟩ of length n is a sequence vertices u1, . . . , un ∈ V connected
by an unbroken sequence of edges (u1, u2), (u2, u3), . . . , (un−1, un) ∈ E . A cycle is a
path which starts and ends in the same vertex. A graph G ′ (V ′, E ′) is a subgraph of a
graph G (V , E) if V ′ ⊆ V and E ′ ⊆ E . Hence, a path through G can also be viewed as
a subgraph of G. A graph G is connected if, for every pair of vertices u, u′ ∈ V, u′

can be reached from u using a path through G. A tree is a connected graph which
contains no cycles. A spanning tree of an undirected graph G is a connected subgraph
of G which is both a tree and contains every vertex of G.

7
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Figure 2.1: An example of a graph G (V, E), with lines representing edges between
vertices.

Each vertex u ∈ V and edge e ∈ E may have attributes associated with them,
with the edge weight we being the most important edge attribute associated with
navigation problems (and general shortest path problems). Hence, we indicate a
weighted graph, with a vector of weights w consisting of the weights we for all edges
e ∈ E , by G (V , E ,w). Examples of relevant edge attributes in a road network graph
can be the length, the slope and the speed limit. Depending on the problem setting,
either the length or the travel time is often selected as the weight attribute of the
edges.

2.2 Shortest path problems
Given the current position of a vehicle and the position of an intended destination,
an in-vehicle navigation system attempts to solve the problem of providing the driver
with a set of instructions for how to reach the destination, while minimizing the
total travel time. A more general form of this problem, which may be formally
defined using the notions introduced in Section 2.1, is the shortest path problem.
Given a directed and weighted graph G (V , E ,w), a source vertex usrc ∈ V and a
target vertex utrg ∈ V , we denote the set of all paths through G from usrc to utrg as
P(usrc,utrg). Then, interpreting each path p ∈ P(usrc,utrg) as a set of edges, the shortest
path problem is to find a path p∗ such that

p∗ = arg min
p∈P(usrc,utrg)

∑
e∈p

we . (2.2.1)
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Figure 2.2: Shortest path (in red) through a weighted graph G (V, E , w), with the
lengths of the edges (i.e., the Euclidean distance between the incident vertices of
each edge) used as edge weights.

The problem defined in Eq. 2.2.1 has the property of optimal substructure, in the
sense that for any pair of vertices vi and vj in any shortest path p∗ through a graph
G, the subpath in p∗ between vi and vj is also the shortest path in G between vi
and vj. This property enables the shortest path problem to be solved efficiently by
combining solutions for subproblems, with a technique commonly called dynamic
programming (DP). The solution for a pair of vertices in the graph of Figure 2.1 is
shown in Figure 2.2.

One well-known classical algorithm for the shortest path problem which utilizes
a DP approach is Dijkstra’s algorithm (Dijkstra 1959). For each vertex u ∈ V,
starting with a given source vertex usrc ∈ V , the algorithm computes and stores the
total weight of the shortest path from usrc to u. For each u ∈ V, it also stores the
immediately preceding vertex on the shortest path to u. Given the set of predecessors
to all vertices, finding the shortest path from usrc to utrg is as simple as traversing
the graph backwards through predecessors, starting with the predecessor of utrg.

While pre-computing all shortest paths (for a single source vertex) is useful for
some applications, especially if the weights are fixed, in other cases it might be more
interesting to stop the computation earlier, when the shortest path to the target
has been found. Dijkstra’s algorithm performs iterative computations on vertices
selected uniformly in an expanding “circle” around the the starting vertex. If early
stopping is the intention, there are more efficient ways of doing this, such as the A*
algorithm (Hart et al. 1968). It essentially follows the same approach as Dijkstra’s
algorithm, with the difference that for each vertex, in addition to the weight of the
shortest path to that vertex from the source vertex, it also computes an estimate of
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the remaining distance (total weight of the shortest path) to the target vertex. It
uses the sum of these two quantities to determine which vertex to try next, resulting
in an approach which can be described as a best-first search (see e.g., Dechter and
Pearl 1985). The efficiency of A* is closely tied to which heuristic function is used
to estimate the distance remaining to the target.

In contrast to A* and Dijkstra’s algorithm, the Bellman-Ford algorithm (Shimbel
1954; Ford Jr 1956; Bellman 1958) is able to handle the presence of negative edge
weights in the graph. For some applications, including in-vehicle navigation functions,
these algorithms may be insufficiently fast, especially when large-scale graphs or
more complicated variants of the problem are considered. It is possible to transform
large graphs in various ways to decrease the time required to solve the problem
in real-time, e.g., by creating shortcut edges between distant vertices. One such
approach is called contraction hierarchies (Geisberger et al. 2012), which has also
been used for navigation of electric vehicles, with limited battery capacity, between
charging stations (Baum et al. 2017).

2.3 Minimax path problems
Another interesting problem, closely related to the shortest path problem, is the
minimax path problem. Again, given a weighted (though not necessarily directed)
graph G (V , E ,w), a source vertex usrc ∈ V and a target vertex utrg ∈ V, we denote
the set of all paths through G between usrc to utrg and P(usrc,utrg). Then the minimax
path problem is defined as

p∗ = arg min
p∈P(usrc,utrg)

max
e∈p

we . (2.3.1)

An example of a minimax path between a pair of vertices in the graph of Figure
2.1 is shown in Figure 2.3. The edge attaining the maximum weight in p∗ can be
called a bottleneck, since any alternative path through the graph is guaranteed to
have a maximum edge weight which is at least as high as the weight of the bottleneck.
Hence, the problem is also referred to as the bottleneck shortest path problem, which is
equivalent with the maximin path problem if the weights are negated. The maximin
path problem, where the path minimizing the maximum edge weight should be found,
is also called the widest path problem when the weights are interpreted as capacities.

The objective of identifying bottlenecks (or minimax paths) has important ap-
plications in several different domains, including computer communication network
routing (Shacham 1992) and planning of service vehicles (e.g., ambulances, fire trucks
or police cars) (Berman and Handler 1987). The authors of the latter work, as an
example, study the problem of routing service vehicles to non-service locations (e.g.,
depots) in a way which maximizes their availability. To address the problem, their
approach is to use a modified variant of Dijkstra’s algorithm to find a path through
the road network which minimizes the maximum travel time to any vertex with a
potential service demand (where the travel time is weighted with an estimate of the
demand).
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Figure 2.3: Minimax path (in red) through a weighted graph G (V, E , w), with the
lengths of the edges (i.e., the Euclidean distance between the incident vertices of
each edge) used as edge weights.

Figure 2.4: Minimum spanning tree (in red) of a weighted undirected graph
G (V, E , w), with the lengths of the edges (i.e., the Euclidean distance between
the incident vertices of each edge) used as edge weights.
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While the modified version of Dijkstra’s algorithm by Berman and Handler (1987)
may be used whether or not a graph is directed, there are advantages to considering
alternative methods for undirected graphs. Given an undirected weighted graph
G (V , E ,w) and the set TG of all spanning trees of G, a minimum spanning tree (MST)
Tmin of G is defined as Tmin ≜ arg minT ∈TG

∑
e∈ET we (an example of which is shown

in Figure 2.4). Then, a classical result by Hu (1961) states that any path through
Tmin is also a minimax path through G. To find Tmin, we can use well-known methods
like Kruskal’s algorithm (Kruskal 1956) or Prim’s algorithm (Prim 1957), where the
latter achieves a worst-case time complexity ofO (|E|+ |V| log |V|) when implemented
using Fibonacci heaps (Fredman and Tarjan 1987). Though Dijkstra’s algorithm
can also be implemented using a priority queue based on Fibonacci heaps for a time
complexity of O (|E|+ |V| log |V|), the algorithm needs to be rerun every time the
source vertex changes (or, like in Johnson’s algorithm (Johnson 1977), be run once
for each possible source vertex). In contrast, for any pair of source and target vertices,
traversal of the MST Tmin has time complexity O (|VTmin|+ |ETmin|) ≤ O (|V|) since
|VTmin| = |V| and |ETmin| ≤ |V|, making it a good alternative to Dijkstra’s algorithm
in undirected graphs containing many more edges than vertices.

2.4 Vehicle energy consumption model
For navigation problems involving electric vehicles, the energy consumed during
motion can be used as either a weight (instead of, or together with, travel time) or a
constraint (i.e., the energy consumed should not exceed the available battery capacity).
Depending on the intended use and other requirements, energy consumption tied to
specific road segments in a transportation network can also be modeled in various
ways. Certain frameworks for high fidelity vehicle simulations may use very detailed
and accurate models, which can be unsuitable for assigning weights to edges in a
road network graph due to the long computation times required. Moreover, such
models often depend on the availability of fine-grained elevation and speed data,
which might not be feasible to provide in a navigation scenario.

Consequently, we use a simpler (but well-established, see e.g., Guzzella, Sciarretta,
et al. 2007) point mass model for vehicle energy consumption throughout this thesis.
Figure 2.5 shows a vehicle in motion and the main longitudinal forces acting on it.
In order for the vehicle to accelerate (uphill, in this case), the traction force Ft has
to overcome the resistive forces of gravity Fg, rolling resistance Fr and aerodynamic
drag Fa. In other words, with vehicle mass m and acceleration v̇, the following
equation holds:

mv̇ = Ft − Fg − Fr − Fa. (2.4.1)
The data sets used in this thesis do not contain detailed road-specific acceleration

and deceleration information. Hence, we let the left-hand side (mv̇) in Eq. 2.4.1 be
zero and assume that the speed is constant (which might result in an underestimation
of the energy consumption, in the worst case). The second term in the right-hand
side is the gravitational force (specifically, the longitudinal component), where

Fg = mg sinα, (2.4.2)
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Ft
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v

Figure 2.5: Longitudinal forces acting on a vehicle during motion.

with gravitational acceleration g and road slope angle α. The third right-hand side
term of Eq. 2.4.1 is the rolling friction force

Fr = Crmg cosα, (2.4.3)

where the rolling resistance coefficient Cr depends on properties of the tires and road
surface. The fourth and final right-hand side term of Eq. 2.4.1 is the aerodynamic
friction force

Fa = 1
2ρACdv

2, (2.4.4)

with the air density ρ, vehicle frontal surface area A, air drag coefficient Cd (depending
on the shape of the vehicle) and squared speed v2.

To obtain the energy consumption E, we start by rearranging and expanding
all terms in Eq. 2.4.1 and multiplying them with the vehicle speed v to get the
mechanical power, which we can then integrate with respect to time so that we get

E = l

η

(
mg sinα + Crmg cosα + 1

2ρACdv
2
)
, (2.4.5)

where l is the road segment length and η is the efficiency of the powertrain for
conversion from electrical to mechanical energy.

2.5 Sequential decision-making problems
In this thesis, we study electric vehicle navigation problems from the perspective of
sequential decision-making under uncertainty. Specifically, the task of repeatedly
selecting paths through a road network (either as a single vehicle, over time, or
multiple vehicles, in aggregate) can be seen as sequential interactions of an agent with
an uncertain environment. Let Π be a set of available policies specifying the way in
which an agent can interact with the environment. When addressing a problem like
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this, the objective is to select a policy π ∈ Π which maximizes some sort of long-term
reward granted to the agent by the environment as a result of the performed actions.
The policy may select actions both according to the current state of the environment
and considering the results of earlier interactions, and can be either stochastic or
deterministic in nature.

Algorithm 1 General sequential decision-making problem
Input: Interaction policy π ∈ Π

1: for time step t← 1, . . . , T do
2: St ← Environment reveals the current state St ∈ S to agent.
3: At ← Agent performs an action At ∈ A(St) selected according to policy π.
4: Rt ← Environment grants a reward Rt ∈ R(St, At) to agent.
5: Environment enters next state St+1 ∈ S.

In Algorithm 1, we show an outline of the protocol of interactions between the
agent and the environment in a general sequential decision-making problem. For each
time step t until a specified time horizon T , the interaction occurs in the following
way. First, information on the current state St ∈ S of the environment may be
revealed to the agent. The agent then uses the policy π to select and perform an
action At ∈ A(St) (where the set of available actions may depend on time step and
the current state of the environment). As a result of the action, the environment may
then give the agent a reward Rt ∈ R(St, At) (and possibly other types of feedback
or information relating to the action, which can be utilized by the policy). Finally,
the environment transitions to the next state St+1 ∈ S, potentially as a consequence
of the performed action.

This interaction protocol is sufficiently general to cover many different types
of problems, and depending on the specific problem considered, the state space
S, action space A and reward space R can be either continuous or discrete. An
important problem, for any agent acting according to a policy which adapts to earlier
observations revealed by the environment, is how to balance between exploring the
environment and exploiting previously acquired knowledge to increase the rewards
received.

2.6 Multi-armed bandit problems
The class of problems introduced and outlined in Section 2.5 can be modeled in
many different ways and with varying levels of detail. If we are interested in how the
actions of the agent affect and change the state of the environment, we can model the
environment and interactions using Markov decision processes (MDPs). This allows
us to utilize reinforcement learning (RL) methods to learn and improve policies, by
interacting with the environment to observe state transitions and rewards (see e.g.,
Sutton and Barto 2018). However, in settings where significant state transitions
directly due to the actions of the agent are either unlikely to occur or not interesting
to consider, there may be benefits to using a simplified model of the decision-making
problem.
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A classical way of modeling (exclusively) the aspect of the problem relating to
the trade-off between exploration and exploitation is the multi-armed bandit (MAB)
problem. In a MAB problem, state transitions are generally ignored since they are
assumed to not be caused by the actions of the agent (to any significant degree),
though contextual information relating to the state may sometimes be available to
the agent. Hence, the main objective for a MAB agent is to learn the relationship
between actions (often referred to as arms) and rewards, as outlined in Algorithm 2.

Algorithm 2 Multi-armed bandit (MAB) problem
Input: MAB algorithm π

1: for time step t← 1, . . . , T do
2: at ← Agent selects (“plays”) arm at ∈ A in accordance with algorithm π.
3: rt(at)← Environment gives agent reward rt(at) ∈ R.
4: Algorithm π updates knowledge using observed reward rt(at).

The MAB problem was likely first studied by Thompson (1933), though the
name (referring to the example of a gambler trying to find the best slot machine or
“one-armed bandit” in a casino through repeated trials) was not coined until years
later. Throughout this thesis, we are exclusively concerned with stochastic bandit
problems, where the environment is assumed to draw the reward rt(at) ∈ R (for the
arm at ∈ A played by the agent at time step t) from a fixed and unknown (by the
agent) probability distribution associated with at. Alternatively, one may consider
adversarial bandit problems (see e.g., Auer, Nicolo Cesa-Bianchi, Freund, et al. 1995)
with weaker assumptions on how the rewards are generated.

The goal of a MAB algorithm is to select and play arms which maximize the
expected sum of rewards received until a considered (though not necessarily known in
advance by the agent) time horizon T . The reward maximization problem is usually
reformulated as an equivalent regret minimization objective, with the regret defined
as

Regret(T ) ≜ E

∑
t∈[T ]

(µa∗ − µat)
 , (2.6.1)

where µa denotes the expected value of the reward distribution of arm a ∈ A, and
a∗ ≜ arg maxa∈A µa. In other words, the regret is the expected sum, over time, of
the difference in mean reward between the best arm and the played arm. The outer
expectation in Eq. 2.6.1 is taken over anything random in how the MAB algorithm
selects arms (which might also depend on the random rewards of previously played
arms).

2.7 Multi-armed bandit algorithms
The naïve approach to address the stochastic MAB problem is the greedy method,
which plays the arm with the highest estimated mean reward in each time step,
with the estimates being continuously updated with observed rewards from played
arms. It is easy to see that if an arm which is played early exhibits high reward
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observations compared to the initial estimates of the other arms, this method will
commit to that (likely sub-optimal) arm.

2.7.1 Epsilon-greedy
One way to improve the greedy method is to carefully introduce some random
exploration of arms other than the one with the highest estimated mean reward.
One such method is ϵ-greedy exploration (see Sutton and Barto 2018), where in each
time step, with probability ϵ, a uniformly random arm is played. Otherwise (i.e.,
with probability 1 − ϵ), the method plays the arm with the highest mean reward
estimate. While the regret received during the “greedy” time steps will decrease over
time as more observations are collected from the environment, having a constant ϵ
means that regret will continue to be incurred during the “exploration” time steps.

Algorithm 3 ϵt-greedy
Input: Parameters c > 0 and 0 < d ≤ mina∈A:a̸=a∗ µ∗ − µa

1: for time step t← 1, . . . , T do
2: ϵt ← min

{
1, c|A|

td2

}
.

3: x← Sample x ∼ Bernoulli(0.5).
4: if x ≤ ϵt then
5: at ← Sample arm at ∼ A uniformly at random.
6: else
7: at ← arg maxa∈A µ̂a,t−1 (where µ̂a,t−1 is the current average reward of a).
8: Play arm at and receive reward rt(at).
9: Update average reward µ̂at,t of arm at with reward rt(at).

A slight modification of the approach, called ϵt-greedy, is to decrease the exploration
probability ϵt with each time step t. Auer, Nicolo Cesa-Bianchi, and Fischer (2002)
show a sub-linear upper bound on the regret (w.r.t. the horizon T ) of the method
(outlined in Algorithm 3) if ϵt decreases with a rate of 1/t. Intuitively, since the
reward distributions in the stochastic MAB setting are assumed to be fixed, it is
efficient to explore less when enough information has been collected by the agent.

2.7.2 Upper confidence bound
There is a principle for sequential decision-making called optimism in the face of
uncertainty, which states that it is beneficial to take optimistic (though plausibly
good) decisions in an uncertain environment. A class of algorithms based on this
principle, collectively referred to as upper confidence bound (UCB) methods (see Lai
1987; R. Agrawal 1995; Auer, Nicolo Cesa-Bianchi, and Fischer 2002; Auer 2002),
induces exploration by adding an exploration term (confidence width) to the mean
reward estimate of each arm. In each time step, the algorithm then finds and plays
the arm maximizing this sum (which should be higher than the expected reward of
each arm with high probability).
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To avoid excessive exploration, the confidence width is usually selected as a
decreasing function w.r.t. the number of plays of each arm. To ensure that it is
an upper bound for the unknown mean reward with high probability, it is often
derived using concentration inequalities for the assumed reward distributions (see
e.g., Auer, Nicolo Cesa-Bianchi, and Fischer 2002). Here, the intuition is that if
an arm is selected by the algorithm and played, it is either due to it having been
played few times so far or that it has a high average reward. Since the average will
concentrate around the unknown mean with more reward observations, a sub-optimal
arm which has initially been selected optimistically will eventually be discarded by
the algorithm. The UCB method (specifically, UCB1 for reward distributions with
bounded support, as defined by Auer, Nicolo Cesa-Bianchi, and Fischer 2002) is
outlined in Algorithm 4.

Algorithm 4 UCB1
1: Play each arm a ∈ A once and observe the rewards.
2: for time step t← 1, . . . , T do
3: for a ∈ A do
4: Ut(a)← µ̂a,t−1 +

√
2t

Nt−1(a) (where Nt−1(a) is the current number of plays
of a).

5: at ← arg maxa∈A Ut(a).
6: Play arm at and receive reward rt(at).
7: Update average reward µ̂at,t of arm at with reward rt(at).

2.7.3 Thompson sampling

Thompson sampling (TS) (Thompson 1933), is likely the oldest method for MAB
problems, but has mostly been forgotten until the last few decades. It has also
been called posterior sampling and probability matching. The latter name gives an
intuition on one of the central ideas behind TS. Like with ϵ-greedy, played arms are
randomly sampled, but the probability that each arm will be selected is matched
with the probability that the arm is the best arm. The impressive performance
of Thompson sampling on many problems has been evaluated extensively through
experimental studies (e.g., Chapelle and Li 2011; Graepel et al. 2010) and theoretical
analyses (e.g., S. Agrawal and Goyal 2012; Kaufmann, Korda, et al. 2012; Russo and
Van Roy 2014), with the method often outperforming other methods (like UCB).

In practice, this is accomplished through a Bayesian assumption of a prior distri-
bution over reward distribution parameters. The prior distribution is used together
with the observed rewards of played arms to compute posterior distributions. In
each time step, as outlined in Algorithm 5, samples are drawn from the posterior
distributions associated with all arms. Then, the arm with maximum expected
reward with respect to the sampled parameters is selected and played.
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Algorithm 5 Thompson sampling
Input: Prior distribution λa,0 over the reward mean µa of each arm a ∈ A.

1: for time step t← 1, . . . , T do
2: for a ∈ A do
3: µ̃a ← Sample µ̃a from posterior distribution λa,t−1.
4: at ← arg maxa∈A µ̃a.
5: Play arm at and receive reward rt(at).
6: Update posterior distribution λat,t of arm at with reward rt(at).

2.8 Combinatorial multi-armed bandit problems
When the size of the set of arms is very large, it can be infeasible to use the methods
described in Section 2.7 directly to address the MAB problem, since they depend on
collecting observations and computing estimates for each individual arm. However,
sometimes there is an underlying structure to the problem that we can utilize to
learn about more than a single arm during each time step. For example, in a linear
bandit problem (see e.g., Auer 2002; Dani et al. 2008), a linear relationship is assumed
to exist between expected rewards and feature vectors associated with each arm.
Hence, it is sufficient to select arms in order to estimate the coefficients of the linear
function rather than the individual mean rewards of all arms.

The combinatorial multi-armed bandit (CMAB) problem (Nicolò Cesa-Bianchi
and Lugosi 2012) is another example of such an extension of the MAB problem
with assumptions of an underlying relationship between arms, which may be utilized
for more efficient exploration. In a CMAB problem, each arm consists of a set of
elements where the mean reward of the arm is assumed to be a function of the
elements (and associated parameters) in the set. Then, when we play an arm, we
can hopefully also learn something about different arms with overlapping elements.

More concretely, we call each such element a base arm, and denote the set of
all base arms A (relating to the notation used for the standard MAB problem in
Section 2.6). To more clearly distinguish the individual base arms from the played
arms (i.e., sets of base arms), we refer to each playable set of base arms a ⊆ A as
a super-arm. If some kind of feedback can be observed for each of the base arms
in a played super-arm, we say that CMAB has semi-bandit feedback, in contrast to
the bandit feedback case where only a single reward value is revealed for each played
super-arm (similar to the standard MAB setting).

The CMAB problem formulation (especially with semi-bandit feedback) may be
used for combinatorial optimization problems with uncertain environments where
repeated trials are possible, e.g., shortest path problems with stochastic edge weights
(and unknown parameters). In such problems, the set of feasible solutions is often
constrained, such as the set of all paths P(usrc,utrg) between a source vertex usrc and a
target vertex utrg, as described in Section 2.1. In the corresponding CMAB problem,
super-arms are selected from a set of feasible super-arms I ⊆ 2A (representing the
set of feasible solutions to the particular combinatorial optimization problem, e.g.,
P(usrc,utrg)).
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At time step t, the reward for the played super-arm at ∈ I is typically a function
of the feedback of each component base arm a ∈ at, with (for stochastic CMAB
problems) the expected reward of at being a function of the parameters associated
with the base arms. We denote the expected reward function (given a base arm a and
the vector θ of parameters for all base arms) fθ(a). As an example, let θa denote
the expected reward (or, more generally, the expected feedback) of each base arm
a ∈ A, in a CMAB problem where the reward of each super-arm a ∈ I is the sum
of the rewards of all base arms a ∈ a (e.g., the shortest path problem). Then, the
expected reward for each super-arm a ∈ I can be defined as fθ(a) ≜ ∑

a∈a θa.
Like for the standard MAB problem, regret is a useful metric for comparing and

evaluating CMAB methods. The regret for a CMAB algorithm applied to a specific
CMAB problem instance characterized by a parameter vector θ∗ (unknown to the
algorithm) is defined as

Regret(θ∗, T ) ≜ E

∑
t∈[T ]

(fθ∗(a∗)− fθ∗(at))
∣∣∣∣∣ θ∗

 , (2.8.1)

where, analogous to the standard MAB problem, a∗ ≜ arg maxa∈I fθ∗(a). Since
the set of feasible super-arms I (for many CMAB problems) is of exponential size
with respect to the number of base arms, it is generally not practical for CMAB
algorithms to enumerate over I to select a super-arm at to play. Instead, several
algorithms (e.g., CUCB by W. Chen et al. 2013) utilize offline optimization oracles
(i.e., combinatorial optimization algorithms, such as Prim’s algorithm for finding
minimum spanning trees) together with an estimate θ̂ (of the underlying parameter
vector θ∗) acquired during earlier time steps.

Throughout this thesis, we often utilize Bayesian CMAB algorithms (e.g., Thomp-
son sampling) together with assumptions regarding prior distributions over possible
environments (i.e., CMAB problem instances). Since the regret defined in Eq. 2.8.1
is defined for a specific problem instance θ∗, it can also be useful to consider a
Bayesian notion of regret taking a prior distribution λ0 over problem instances into
account, such that

BayesRegret(T ) ≜ Eθ∗∼λ0 [Regret(θ∗, T )] , (2.8.2)

where Regret(θ∗, T ) is defined as in Eq. 2.8.1 and the outer expected value is taken
over the prior distribution λ0.





Chapter 3

Summary of Included Papers

In this chapter, we provide a brief summary of the contents included in each of the
appended papers.

3.1 Paper 1
In this thesis, we study two main perspectives on (long-distance) navigation of
battery-electric vehicles. To limit the time spent for charging during long trips, one
may either choose paths between charging stations minimizing energy consumption
(possibly resulting in longer time spent driving) or minimizing travel time (while
ensuring that the energy consumption does not exceed the energy available). The
focus of Paper 1 is on the former perspective.

Concretely, we consider the task of how a single vehicle or a fleet of vehicles may, by
collecting energy consumption data for roads traversed during multiple trips through
a road network, learn enough to reduce the expected energy consumption over time.
In this setting, we view the energy consumption of road segments (represented
by edges in a graph structure) as stochastic with a priori unknown distribution
parameters. To learn these parameters efficiently, we propose a novel online learning
framework utilizing Bayesian combinatorial semi-bandit methods for BEV navigation,
where the prior distribution parameters are assigned using a model (i.e., Eq. 2.4.5 in
Section 2.4) of road segment-specific vehicle energy consumption.

We adapt Thompson sampling and BayesUCB (a Bayesian variant of UCB proposed
by Kaufmann, Cappe, et al. 2012) for our framework to induce sufficient (according
to the prior beliefs assigned to the parameters) exploration of the road network,
where the latter method is novel to the online shortest path problem. We consider
both single-agent (i.e., a single vehicle collecting data over time) and multi-agent
(with several vehicles synchronously sharing data) versions of the problem setting
and framework.

To evaluate the methods, we perform a thorough experimental study using multiple
real-world city road networks (consisting of actual map data combined with simulated
traffic environment data) and synthetic networks with varied density and size. We
compare the CMAB methods with more naïve baselines (combinatorial versions of
greedy and ϵt-greedy strategies) for three different scenarios: (i) the edge-specific
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(a) Luxembourg (b) Turin

Figure 3.1: Exploration of energy-efficient paths in Paper 1, using Thompson
sampling (explored paths in red, with higher opacity indicating more visits).

energy consumption distributions and prior distributions are misspecified by the
agent (i.e., the energy consumption is generated from a different, albeit realistic, dis-
tribution), (ii) the energy consumption and prior distributions are correctly specified
by the agent (i.e., the assumptions are correct), and (iii) there exists correlation
between the energy consumption of different edges. In these experiments, Thompson
sampling consistently outperforms the other exploration strategies. Examples of
how Thompson sampling explores the cities of Luxembourg and Turin are shown in
Figure 3.1.

Beyond the aforementioned empirical study, we also perform a theoretical analysis
and derive a general upper bound of Õ

(
|A|K + |A|

√
T
)

1 on the Bayesian regret of
combinatorial Thompson sampling under semi-bandit feedback received in batches
of size K (i.e., the agent receives feedback only every K time steps). This result
is then extended to regret bounds for our framework (with Thompson sampling as
exploration strategy), both in the single-agent (i.e., K = 1, non-delayed feedback)
and multi-agent (i.e., K-agent) settings.

3.2 Paper 2

Whereas the offline combinatorial optimization problem of Paper 1 is the shortest
path problem (as defined in Section 2.2), the corresponding offline problem studied
in Paper 2 is instead the minimax path problem (see Section 2.3). In other words,
this work outlines an approach for the online version of a bottleneck identification
problem, where the objective is to find a path (through a graph) which minimizes
the expected maximum edge weight (i.e., the bottleneck). As an example (relating
to the overall theme of this thesis), instead of finding a path which minimizes the
total travel time, we may wish to find a path which is expected to avoid any traffic
congestion (e.g., to reduce driver and passenger irritation). Finding road network

1Here, Õ(·) hides a polylogarithmic factor w.r.t. T .
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(a) Eindhoven (b) Manhattan

Figure 3.2: Exploration of minimax paths in Paper 2, using Thompson sampling
(explored paths in red, with higher opacity indicating more visits).

bottlenecks can also be important for local road authorities wishing to know where
infrastructure improvements are necessary.

To address this problem, we formulate an online learning framework similar to the
one introduced in Paper 1, but with a different (non-linear) expected reward function
and offline optimization oracles (i.e., the methods described in Section 2.3 for both
undirected and directed graphs). Again, we take a Bayesian combinatorial semi-
bandit approach and derive a Bayesian regret bound of Õ

(
|A|
√
T
)

for Thompson
sampling applied to the objective characterized by this expected reward function (the
expected minimum base arm reward, or equivalently, the expected maximum when
the function is instead interpreted as an expected cost function to be minimized).

The primary issue with the objective described above is that no exact expression
is known to exist for the expected reward function (except for a very low number of
base arms). To address this, we formulate an alternative approximate objective (with
the expected reward function defined by the minimum expected feedback, rather
than the expected minimum). Then, with CMAB methods (including Thompson
sampling and BayesUCB) utilizing the approximate objective, we perform simulation
experiments on several undirected and directed graphs to evaluate the performance
of the framework. Two of these networks (explored using Thompson sampling) are
shown in Figure 3.2.

With the exception of one experiment on a problem instance of small size, where
both exact and approximate methods are compared using regret computed with the
exact expected reward function, all (large-scale) experiments are evaluated using
an approximate notion of regret. However, we note that both Thompson sampling
and BayesUCB still exhibit sub-linear regret (w.r.t. T ) on all problem instances
considered. Finally, to connect both objectives, we derive an upper bound on the
difference in (exact) expected reward between the best paths under the exact and
approximate objectives.
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3.3 Paper 3
Paper 1 (and Paper 2 to some extent, if the objective is to avoid edges with high energy
consumption) may be used to avoid (or delay) the problem of selecting charging
stations when the distance between the source and target vertices is relatively short.
However, for long-distance trips, charging might be unavoidable. Furthermore, many
drivers (and passengers) likely prefer paths which minimize travel time rather than
energy consumption, especially considering that paths selected according to the latter
objective may avoid high-speed roads.

In Paper 3, we study the problem of BEV navigation where at least one charging
session is necessary, e.g., due to a limited energy storage capacity of the vehicle
battery or a long distance between the source and target vertices. Similar to the
previous works, we consider the environment (in this case, the time required for each
charging session) to be stochastic and initially unknown. However, in contrast to
Paper 1 and Paper 2, wherein only city-sized road networks are used to evaluate
the methods, the focus in this work is on methods viable for large-scale networks
of (at least) country-size. Furthermore, there are additional complicating factors to
consider. Firstly, the battery energy must not be depleted between charging stations.
Secondly, the time required for a charging session is influenced by the amount of
energy discharged during the preceding trip between charging stations.

To deal with this, while still allowing efficient combinatorial semi-bandit methods
to be employed (with performance retained from the aforementioned smaller problem
settings), we transform country-wide road network graphs into graphs with pre-
computed feasible paths (of least travel time) between charging stations. Then, we
model the time of each charging session as a function of the energy to be charged
(dependent on the preceding path selected by the algorithm), the waiting time for
the charging station and the available charging power.

Through this approach, only parameters associated with vertices need to be
explored and estimated by the applied CMAB methods. Since the number of vertices
(charging stations) is significantly lower than the number of edges (feasible shortest
paths), and the regret incurred by many CMAB algorithms (e.g., Thompson sampling)
scales with the number of base arms, this results in a combination of good CMAB
performance and computational efficiency.

We demonstrate this by performing simulation experiments on problem instances
characterized by the real-world country-wide road networks2 of Sweden (with road
and feasibility graphs shown in Figure 3.3), Norway and Finland, combined with data
on the specifications of the actual charging locations in each of the countries. We
focus on source and target vertex pairs corresponding to major cities, and evaluate the
performance of various CMAB methods applied to the problem instances. Despite the
assumption of sub-exponential base arm feedback distributions (relaxed relative to
the more common sub-Gaussian assumption for MAB problems), the performance of
Thompson sampling and BayesUCB on these larger problem instances is comparable
to the performance exhibited by the methods when applied to the earlier problem

2Road networks are based on map data copyrighted OpenStreetMap contributors and available
from https://openstreetmap.org.

https://openstreetmap.org
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(a) Road graph: Sweden (b) Feasibility graph: Sweden

Figure 3.3: Road and feasibility graphs for Sweden, with Thompson sampling
exploration of paths in red and charging stations in green, where the opacity
indicates degree of exploration for both.

settings of Paper 1 and Paper 2. Moreover, the measured run-time performance
shows the viability of the methods for addressing real-world problems.

3.4 Paper 4
Finally, in Paper 4, we consider a problem which is separate from (but still relevant
for) the navigation setting considered in Papers 1-3, i.e., the problem of cost-efficient
online decision-making (not to to be confused with sequential decision-making, though
we utilize a CMAB perspective in this work to address and analyze the problem). It is
closely related to the problems of adaptive information acquisition and online feature
selection, and concerns a setting where a decision-maker can perform a number of tests
to collect enough information before making a single decision based on the observed
test results. Since these tests can be costly, the objective is to reduce the number
of tests performed while still ensuring good decisions. Methods for this problem
setting may be used for applications including e.g., medical diagnosis, interactive
troubleshooting or adaptive surveys for driver charging preferences (loosely relating
to the theme of the thesis).

In this work, we cast the online decision-making problem as a sequential decision-
making problem under uncertainty, where a decision-maker sequentially performs
series of tests followed by decisions. The objective is to improve the way in which tests
are selected over time, to eventually reduce the expected cost of necessary testing. We
address the task by formulating it as a combinatorial semi-bandit problem, enabling
combination of CMAB methods (Thompson sampling and BayesUCB) with efficient
adaptive information acquisition strategies like equivalent class edge cutting (EC2,
see Golovin et al. 2010) and information gain (IG, see Dasgupta 2005). We also
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develop variants of the latter methods, adapted to handle stochastic test costs, which
we call weighted EC2 (W-EC2) and weighted IG (W-IG), respectively.

To evaluate the performance of the methods, we perform an experimental study
where we apply them to data sets from different domains. We also analyze the
approach by deriving a Bayesian regret bound of Õ

(
mn
√
T
)

for a hypothetical
perfect CMAB oracle (where both W-EC2 and W-IG are approximate oracles) used
together with Thompson sampling.



Chapter 4

Concluding Remarks and Future
Work

In this thesis, we study a variety of different problems and perspectives related to the
navigation of electric vehicles in uncertain environments, and propose strategies based
on combinatorial semi-bandits for targeted collection of data to improve navigation
performance. The problems considered are particularly amenable to Bayesian CMAB
methods, since we often have access to domain-specific knowledge which can be used
for assigning prior beliefs to probabilistic model parameters.

Whereas navigation systems for conventional vehicles (i.e., with internal combustion
engines) only need to consider travel time, charging sessions for BEVs can significantly
impact the total duration of a trip. In addition, while expected travel time may
be estimated using data from many different sources (cellular devices, connected
vehicles, road sensors, etc.), parameters associated with vehicle energy consumption
or charging stations might be specific to certain vehicle models, road segments or
charging locations, considerably reducing the number of agents available for data
collection and increasing the relative benefit of being economical with agent resource
utilization.

With the goal of achieving this, we adapt combinatorial versions of Thompson
sampling and BayesUCB to various kinds of base arm feedback (e.g., energy con-
sumption, traffic congestion or charging time), different expected reward functions
with associated offline optimization oracles (e.g., shortest paths or minimax paths),
as well as types of graphs (e.g., small, large, dense or sparse). We also demonstrate
the performance and potential of the methods through both empirical and theoretical
analyses, where Thompson sampling, in particular, consistently performs well.

With the exception of Paper 3, we almost exclusively consider fixed and independent
base arm feedback distributions with sub-Gaussian noise. Assumptions like these are
very common in the MAB literature, and allow us to focus on specific aspects in our
theoretical analyses (e.g., batched feedback or non-linear expected reward functions)
with clean proofs which may be extended by later works for more complex settings
(e.g., Sandberg et al. 2023). Another benefit of using (relatively) simple models is
that they are computationally efficient, and consequently viable for implementation
in real navigation systems.

27
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Nonetheless, the aforementioned assumptions are unlikely to hold in realistic traffic
environment settings, where traffic conditions differ significantly between rush hours
and other times of the day, as well as between weekdays and weekends. Furthermore,
traffic patterns might also vary during the year due to changing weather conditions.

Hence, for future work, it may be worthwhile to consider ways in which the methods
can be extended to sufficiently capture any time-dependency associated with the
feedback. One potential way forward is to model this aspect as a (combinatorial)
contextual multi-armed bandit problem, where contextual information (possibly the
time itself, or some useful proxy for the time-dependency) is revealed to the agent
before it has to select an arm. Then, the objective is to learn the way in which
the feedback depends on the context (see, e.g., Sandberg et al. 2023, for contextual
CMAB methods applying Gaussian processes to problems similar to the ones studied
in Paper 1).

One central issue with using such an approach, for large-scale online shortest path
problems in particular, is that the contextual information may be outdated when
locations far from the source vertex are reached by the agent (since the arrival time
of a location depends on the path traversed to reach it). In fact, it is shown by Dean
(2004) that even in a full-knowledge setting, in general, finding the path of least time
in a time-dependent graph is an NP-hard problem. This gives an indication of the
difficulty of the problem, though a possible approach might be to develop sufficiently
good approximation oracles (see, e.g., W. Chen et al. 2013).

Relating to the electric vehicle navigation problem described in Paper 3, where
the main problem considered is the selection of charging stations to explore, another
interesting aspect to consider is that a human agent may be less likely to accept a
specific charging connector (e.g., due to personal preferences, distance to amenities,
etc.) than the general charging location (e.g., a larger parking lot). A possible
future research direction connected to this can be to investigate how this affects the
performance of the methods and if it is beneficial to explicitly model this aspect.
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