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Abstract
Injuries to the hamstring muscles are one of the most common injuries in
sports such as football, sprinting, and running. Imaging plays a key role
in diagnosing and managing athletes with muscle injuries, and particularly
magnetic resonance imaging is usually required to diagnose muscle ruptures.
Unfortunately, this imaging modality is both costly and availability is limited.
The aim of this work is to explore the possibility of using a microwave imaging
system to aid in the diagnosis of a muscle rupture and eventually supplement
or perhaps even replace current imaging modalities. A microwave based imag-
ing system could help improve availability and bring the cost down leading to
improved and more accurate diagnostics.

The microwave imaging system consist of several antennas placed on a semi
circular array. The antennas consists of monopole antennas and a lossy (con-
ductive) gel. The lossy gel serves the purpose of reducing the effects of signals
taking undesired paths outside the body under test and improves the image
quality. In this work, different gels were manufactured and evaluated in imag-
ing experiments. The results show that the lossy gels can effectively reduce
the undesired signals, resulting in significantly more stable and repeatable im-
age reconstructions. The results were consistent in several different imaging
experiments with targets of different size and location.

Furthermore, a software defined radio (SDR) board was explored and bench-
marked against a high-performance Vector Network Analyzer (VNA) with the
purpose to assess whether it could be used as a low-cost and compact alter-
native for the measurements. The measurements showed good repeatability
and accuracy for a transmission loss up to 70 dB, with the option to adapt
the system gain to handle even higher transmission losses in specific channels.

Keywords: Microwave imaging, medical diagnosis, antenna system, muscle
rupture, SDR.
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CHAPTER 1

Background

Muscle strains and complete ruptures are common for athletes across many
disciplines, representing 30% or more injuries seen by clinicians in sports
medicine practice [1]. This normally happens in sports such as sprinting, run-
ning, soccer, and gymnastics [2], [3], and can happen anywhere in the body
but are most common in the muscles composing the hamstring [4]. Along with
a physical examination, imaging plays a key role in the diagnosis and manage-
ment of athletes with muscle injuries. The gold standard diagnosing method
chosen by radiologists and clinicians is magnetic resonance imaging (MRI) [5],
Unfortunately, MRI is a very limited and expensive resource. Especially for
non-elite sports teams, this is not a viable option since there may be many ath-
letes suspected of having muscle injuries every training that one ideally would
like to examine. Another imaging modality that is becoming popular is sonog-
raphy since they are portable and low cost[6]. Unfortunately, sonography still
needs a specialized operator and the result of the examination is extremely
operator dependent [5]. The operator needs to have specific knowledge of
compartmental muscle anatomy as well as experience in assessing normal and
abnormal muscle tissue during different healing phases[7]. Ultimately these
imaging methods are only used in cases where there are acute injuries due to
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Chapter 1 Background

the costs and inconvenience accompanying these imaging modalities. It is not
necessary to be a professional or semi-professional athlete to get these types
of injuries. More people are participating in recreational sports, and these in-
juries are also occurring in people among the general population. Regrettably,
the prevalence of hamstring tears in recreational sports and non-sporting sit-
uations is not well defined [8], [9] but if imaging is already to some extent
limited for professional athletes, when the non-professionals or recreational
athletes get injured it might not be valued as enough to afford the costs asso-
ciated with imaging, even in cases where it would be favorable for the diagnose
and, therefore, treatment of the patient. This is where microwave imaging can
be a game changer. Microwave imaging has seen an increase in the last cou-
ple of years due to advances made by cellular technology, we are developing
a technology that can be cheap to manufacture and portable. Our vision is
that a device developed with this new technology could be present in sports
clubs or game locations and used by coaches or medical staff present to help
diagnose and triage the presence of a muscle rupture and administer proper
care for the athlete.

1.1 Anatomy and injuries of hamstring area
The thigh is composed of three compartments, that is to say, three limited
spaces with big muscle groups that are separated by connective tissue mem-
branes (called fascia)[10]. A cut through a cross-section of the thigh (Figure
1.1) shows the adductor (medial compartment), the quadriceps in the anterior
compartment, and the hamstring in the posterior compartment. Figure 1.2
shows the three long muscles in the posterior compartment of the thigh that
compose what is known as the hamstring: the biceps femoris caput longum,
biceps femoris caput breve, semimembranosus and semitendinosus muscles.
The hamstring muscles flex the leg at the knee joint and extend the thigh
at the hip joint, they also function as rotators. Muscle strains can be wear
and tear or impact injuries. These injuries in the thigh are common in sports
that involve explosive moments like football and running as well as in sports
where jumping is involved. All muscles in the thigh can be affected but the
most affected muscles are the ones composing the hamstring area [11]. Ham-
string injuries often happen in the biceps femoris and semimembranosus 66%
of the time. Multiple injuries involve the biceps femoris and the semitendi-
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1.1 Anatomy and injuries of hamstring area

Figure 1.1: Medial cross-section of thigh showing three compartments.

nosus around 33% of the time. For elite athletes in track and field, the biceps
femoris muscle was the most commonly affected muscle being involved in 75%
of injuries and the connection between the muscle and tendon (musculotendi-
nous junction) was involved in 93% of lesions [12]. In English professional
football (premier and football league) hamstring strains accounted for 12% of
the total injuries seen over two seasons, this being the most prevalent injury,
with 53% of the injuries involving the biceps femoris muscle [13]. Each English
club sustained an average of five hamstring injuries per season, a comparable
result with Australian football where clubs averaged 6 hamstring strains per
season [14].

One explanation for the high incidence of injuries in the area is that this
muscle group functions between two joints, therefore it needs to stretch at
more than one point [15]. Additionally, the hamstring muscles have a muscle-
tendon junction for almost the entire length of the muscles creating weak spots
in the muscle and making it possible to have a muscle strain at any point in
the muscle [10], [11].

These types of injuries have a high percentage of relapse, between 12-43%
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Chapter 1 Background

Figure 1.2: Anatomy of the hamstring muscles and muscle ruptures.
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1.1 Anatomy and injuries of hamstring area

[11], [13] with the re-injury rate being the biggest frustration when dealing
with hamstring injuries [13], [16]. These injuries represent a high percentage
of downtime for athletes[11], [13], [14]. Symptoms often persist for a long time
and healing time can reach up to 12 months in severe cases [16]. In rugby,
on average, injuries resulted in 17 days of lost time, with recurrent injuries
presenting a longer lost time compared to new injuries [17] and recovery time
ranging from 2 to 6 weeks in track and field athletes[12].

Clinical evaluation
The symptoms of a rupture in the hamstring muscles is intense pain in the
back of the thigh that arises after a sudden movement. It could typically feel
like being stabbed by a knife [11] and the pain can be even more severe when
the injured muscle is moved. It has been shown that a secondary effect of the
injury is inflammation and edema [18]. After the symptoms start a clinical
evaluation should be done within 1 or 2 days [11].

The evaluation can include the following tests [12]: inspection for bruising,
ability to walk without pain, palpation of the posterior thigh with the athletes
in the prone position (face down) to feel the presence of tenderness in the area,
pain in movements like hip flexion, measurement of active range of motion
(AROM) of the knee in the injured and uninjured side. In more extensive
ruptures a gap can sometimes be felt in the musculature, but this is not
typical for smaller ruptures.

After the clinical evaluation, the grade of the injury will be assessed as
well as the treatment options. Muscle strains are divided into three grades
depending on the severity of the injury (Figure 1.2). Grade I represent a
minimal injury representing less than 5% of the muscle injured with only a
few muscle fibers torn. Grade II is a partial tear that involves between 5-50%
of the muscle and can be treated with physiotherapy starting a couple of days
after the injury. In some cases, a hematoma can make it necessary to have
a fasciotomy to relieve pressure in the compartments of the thigh. Grade III
represents a complete rupture and should be treated with surgery [11], [19].

Most hamstring injuries that are diagnosed are managed with conserva-
tive treatment, meaning that imaging is not always performed [15]. Whether
imaging is necessary for the assessment of posterior thigh injuries in athletes
is a debated topic [12]. Using a conservative diagnosis, by only performing a
clinical evaluation as the one described before, is not a bulletproof approach
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since there are other structures other than the hamstring muscles themselves
that can be responsible for posterior thigh pain, and a correct diagnosis is
essential to find adequate treatment. For example, minor-grade hamstring
injuries have considerable overlap in clinical features with injuries involving
referred pain (when the pain felt in one part of the body is actually caused
by pain or injury in another part of the body)[20].

Current imaging methods
When deciding to use imaging techniques, the clinician must take into con-
sideration the cost factor. Imaging techniques, such as MRI show detailed
information about the injury where even minimum injuries involving less than
5% of the muscle can be identified [11]. However, simpler clinical techniques
would be preferred from a cost and availability point of view [21]. On the
other hand, ultrasound is a cheaper and more accessible modality but even
taking this into account some clinicians do not use ultrasound scans for grade
I and grade II injuries in an attempt to keep the diagnosis at a lower cost [12].

Imaging should be done in the same time window as the clinical evaluation
(1-2 days), so there is a time constraint. Imaging is more likely to be performed
early in elite athletes, in cases where there is severe pain [15]. Minor injuries,
like minor strains (injuries that may impair performance but do not limit
participation), are usually not deemed important enough to afford the cost of
imaging and thus are also less likely to be recorded in literature [22]. Minor
injuries, grade I and II, should not be completely disregarded as they may
lead to more serious re-injuries, and here is where microwave imaging would
be the most useful.

1.2 Introduction to microwave imaging
Microwave based imaging and diagnostics have gained increasing popularity
in recent years and could be a competing technique or supplement for the cur-
rent imaging modalities used for muscle rupture detection. Microwave imaging
has been used for decades in long-range applications like marine radars and
weather radars but in recent years short-range applications have gained at-
traction, an example of this is surveillance for concealed weapons in airports
[23]–[25].
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1.2 Introduction to microwave imaging

There are two reasons why this technology is interesting for biomedical
applications. The first is the operating frequency range. The technology
exploits electromagnetic radiation that goes from several hundred MHz to
several hundred GHz with wavelengths (λ) ranging from 1 m to 1mm. These
wavelengths are similar to dimensions inside the body [26], [27]. This allows for
enough resolution to create an image presenting a map related to the dielectric
properties in a region of the body. The choice of an appropriate frequency
range to use in this application is vital, the higher the frequency the shorter
the distance the field can penetrate into the body. Therefore, frequencies
above 10 GHz might not give much information about the deeper part of the
body making them more appropriate for surface applications instead. The
second is that there is a contrast in the dielectric properties, permittivity (ϵr)
and conductivity (σ), that is naturally found in different tissues in the body
[28], [29]. When an electromagnetic wave encounters the interface between
tissues with different properties the wave will divide, a part of the wave will
continue to transmit and a part of the wave will reflect. The proportion of
the wave transmitted and reflected will depend on the difference in properties
between the tissues in the interface, this will create a change in the magnitude
and phase of the electromagnetic wave that can be sensed using an antenna.
These factors make microwave diagnosis and imaging of different ailments
possible due to changes and abnormalities in the dielectric properties.

Microwave imaging has been studied in many applications over the years.
The medical diagnosis applications are for example: breast imaging [30]–[32],
brain imaging [33], [34], kidney imaging [35], cardiac imaging [36], bone den-
sity measurements [37] and compartment syndrome [38].

Approaches to microwave imaging
There are two main approaches to microwave imaging. One approach called
microwave tomography forms images of dielectric properties from measure-
ments of electromagnetic waves that have propagated through the tissue [39].
Microwave tomography belongs to a group of imaging techniques based on
solving inverse scattering problems. Reconstruction algorithms are used to
create maps of the dielectric property distribution of the body part [40]. Many
tomographic algorithms optimize the solution by comparing the measurements
with the results of numerical simulations that are iteratively refined to better
fit the measured data.
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Chapter 1 Background

A second group is radar-based approaches which use time-of-flight measure-
ments to form images that indicate the location of strongly scattering objects
[41]. Radar-based imaging, also called Confocal Microwave Imaging, creates
an intensity map showing the location of a strong scattering object, rather
than creating a map of the distribution of dielectric properties. In our appli-
cation to detect muscle ruptures, the algorithm takes advantage of reflections
from within the leg due to the presence of blood [42]. It provides less detailed
information about the body but uses simpler imaging algorithms. Radar-
based systems have a lot in common with ground penetrating radar systems
for object detection as both systems detect an anomaly in a heterogeneous
background [27].

Properties of leg tissue in microwave region
The permittivity in the MHz to GHz range is mostly dependent on the water
content found in the tissue, for example, the permittivity of low water content
tissues like fat and tumors is lower than high water content tissues like muscle
and skin (Figure 1.3a). On the other hand, conductivity depends mainly on
the presence of ionized atoms due to different dissolved substances, like salts
or sugars in the tissue (Figure 1.3b). Additionally, the dielectric properties of
tissues exhibit strong dependence on frequency (frequency dispersion) in the
RF and microwave bands.

Phantoms and tissue-like media
In order to do measurements it is desired to make phantoms that are designed
with similar permittivity and conductivity to the dielectric properties found
in the leg. Phantoms can be made using liquids, like glycerin [43], using
Triton X-100 [44] gels [45], rubber like liquids, and solid materials [46]–[48].
For the experiments explained in later chapters, muscle and blood phantoms
were manufactured using water, salt and sugar to act as a solvent, control
the conductivity and control the permittivity respectively. Agar was used to
make the phantom mix solid [49]. We decided to use water, salt, and sugar
because the manufacturing process is simple, the ingredients are harmless and
the mimicking of the dielectric properties of the body is good enough for
proof-of-concept experiments. The properties of the phantoms can be found
in Paper A.
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1.2 Introduction to microwave imaging

(a) Relative permittivity ϵr

(b) Conductivity σ(S/m)

Figure 1.3: Permittivity and conductivity of different tissues in the leg.
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1.3 Aim and thesis outline
The aim of this project is to explore the possibility of using microwave imag-
ing for the diagnosis of muscle rupture. The aim is to create a radar-based
imaging system that, as a long-term strategy, also permits the use of tomo-
graphic algorithms. Although a successful diagnostic method could be based
on confocal imaging algorithms, it is not unreasonable to look for a solution
that also works with tomographic imaging as the dielectric properties may
contain important information that can help diagnose a patient with muscle
ruptures. In the spirit of making the running time of tomographic algorithms
shorter, the use of simple antennas (e.g., monopoles and dipoles) is desired
to avoid complexity in the numerical models needed for the optimization of
these algorithms. Therefore, the aim is to create an imaging system using
monopole antennas. To accomplish this aim the use of lossy gels is explored
to help attenuate multipath signals and increase image quality while using
low-profile antennas such as monopoles, as shown in papers A and B. Another
aim is to study the measurement quality of the Software Defined Radio (SDR),
a system that is used for wireless communications, for medical applications.
This is explained thoroughly in paper C.

The thesis contains two parts. Part I has 5 chapters. Chapter 1 provides a
background for a better understanding of the problem and states the aim of
the thesis. Chapter 2 gives a brief overview of measurement systems as well as
antenna arrays, the antenna used in this project is introduced as well as some
results obtained using the lossy gel. Chapter 3 the different approaches to mi-
crowave imaging are explained with some experimental image reconstructions
shown. Chapter 4 presents a summary of the appended papers. Finally, chap-
ter 5 concludes the thesis and discusses possible directions for future work.
Part II contains the main contributions of the author in the form of appended
papers.
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CHAPTER 2

Experimental systems

Microwave imaging systems consist of a measurement system, an antenna
array, and a computer that contains the microwave imaging algorithm. In
this section, we will briefly introduce and discuss measurement systems and
antenna arrays.

2.1 Measurement systems
Microwave imaging systems can be based on single frequency, multiple fre-
quency, or ultrawide band (UWB) data, Where UWB refers to a bandwidth
greater than 20% of the center frequency or 500 MHz. In practice, measure-
ments can be carried out using frequency domain systems or time domain sys-
tems. There are many examples of each type of system used in research [50]–
[54]. Most of the research aiming at proof-of-principle has been conducted us-
ing costly and bulky lab equipment like VNAs or oscilloscopes, however more
compact and low cost measurement systems are desired to facilitate clinical
adaptation. This is the reason why many research groups have started working
on the minimization of systems using either compact commercial instruments
or custom build systems [34], [55]–[58].

13



Chapter 2 Experimental systems

Figure 2.1: System block diagram of a time domain measurement system for mi-
crowave imaging.

Time domain systems

The system block diagram of a typical UWB time domain measurement con-
sists of a pulse generator that illuminates the object under test (OUT) and
the time domain response signal is acquired by the receiving antenna where it
is sampled and digitized for use in the image reconstructions. This is depicted
in Figure 2.1. Time domain systems usually use a sampling or high speed
real-time oscilloscope as receivers.

These types of systems are attractive for medical applications since they
have the inherent advantage of having a fast acquisition of UWB data since
some real-time oscilloscopes are capable of acquiring a pulse with single shot
measurement. There are many examples of experimental systems working in
the time domain [50], [51], [59].

Breast cancer imaging is one application where UWB data has been uti-
lized and there are several examples where solutions have been developed
for the miniaturization of systems. In [55] an integrated stepped-frequency
continuous-wave (SFCW) UWB radar transceiver was custom designed to
work in a breast imaging system. An integrated circuit pulse radio was used
in [57] to replace a bulky and expensive pulse generator. Zeng et al. worked
towards the development of miniaturized systems for microwave tomography
with the long term goal of having a system-on-chip [56], [60].
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2.1 Measurement systems

Frequency domain systems
Another common method to perform microwave measurements is through
the frequency domain. An example of such technology is a Vector network
analyzer (VNA).

The architecture of VNA is shown in Figure 2.2. The measurement pro-
cedure starts with a radio-frequency (RF) generator that produces a single
frequency test signal which is used to illuminate the OUT. The response of
the object at this frequency is recorded by the receiving antenna. The received
signal is first amplified using a low noise amplifier (LNA) and down-converted
to an intermediate frequency (IF) through a mixer. The signal is passed
through a narrow band IF filter that is used to eliminate interfering signals
at other frequencies and this output is sampled and digitized with an analog-
to-digital converter (A/D) with high accuracy and the output digital data
is processed with a digital signal processing module (DSP). Amplitude and
phase are obtained.

The response of the OUT at several different frequencies can be obtained by
step-wise changing the frequency of the generated test signal. A time domain
pulse can be synthesized with a Fourier transform from the frequency domain
scattering data obtained [61], [62].

VNAs are supported with powerful measurement platforms as well as cal-
ibration functions that can provide ready to use high accuracy solutions for
experimental use, making them really relevant in research [52]–[54], [63], [64].
A disadvantage is that VNAs suffer from long settling times due to the need
for narrowband filters or slow synthesizers. Therefore, the measurement speed
is quite limited, especially when doing UWB measurements.

In recent years there has been a trend in developing compact VNAs and
most major manufacturers offer a variety of alternatives. Compact VNAs
have been used to make portable systems to facilitate clinical trials in stroke
detection [34], [65], as well as to detect head injuries in experiments using
phantoms[58].

Software defined radio
Software Defined Radio (SDR), refers to a wireless communication technology
in which the transmitter modulation is generated or defined by a computer
[66]. Large parts of the waveform are defined in software, giving the flexibility
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Chapter 2 Experimental systems

Figure 2.2: System architecture of VNA for microwave imaging.

to change the waveform within certain bounds, also extend the flexibility to
multi-band transmission. The demand for flexibility in communication appli-
cations has made the SDR a technology that is useful in many areas within
wireless systems. It is very interesting in particular for the military sector,
an area that has been the driving force in the development of this technol-
ogy[67]. As mentioned before, for pre-hospital diagnosis a small, cheap, and
accurate system is necessary. SDRs are very compact in size and are signifi-
cantly lower in cost compared to a VNA, therefore it is interesting to explore
if such systems could replace VNAs in microwave diagnostic applications.

As a device made for wireless communications the SDR cannot be com-
pletely classified as a frequency domain system or a time domain system since
it presents qualities found in both types of systems, but due to its flexibility,
it has the possibility of being operated in a way that resembles a frequency
domain system.

Figure 2.3 shows the principal block diagram of a typical one channel SDR
system. A single tone signal is created in the digital domain (DSP), this
digital signal is then interpolated through the digital up converter (DUC) and
converted to an analog signal by the digital-to-analog converter (D/A). The
analog signal will then be further filtered, modulated to a higher frequency,
and amplified before being transmitted out by an antenna using the mixer and
a variable gain power amplifier (VGPA). A similar process will be followed by
the received signal. The received signal will be amplified with the necessary
gain (using a variable gain amplifier(VGA)) and then down-converted to an
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2.1 Measurement systems

Figure 2.3: Simplified system architecture of SDR.

intermediate frequency in order to facilitate the analog to digital conversion
(A/D). The obtained digital data will be further down-sampled by the digital
down converter (DDC) before being transferred to a DSP for processing.

Also with an SDR, wide-band measurements can be done with a stepped
frequency approach and due to the variable gain in both transmitters and
receivers the system can potentially give a high dynamic range. This makes the
system appealing for medical applications where the signal varies in strength.

In paper C the measurement quality of an SDR board is explored. The
investigated system is a two-channel SDR board USRP 2901 from national
instruments [68] which is equivalent to the Ettus Research USRP B210 board.

For imaging applications, accurate measurements of both amplitude and
phase are desired. A common problem found in SDRs is the use of two dif-
ferent phase-locked loops (PLLs) to generate the carrier frequencies for the
transmitter and the receiver. Both of them use the same reference input clock
but the output clock signals are not synchronized so the phases of the gen-
erated clocks are random and vary from run to run. As consequence, the
measured phase will also be random and cannot be correlated to the object
response. A calibration strategy is shown in paper C to make these phase
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Chapter 2 Experimental systems

measurements stable.
In [69] Marimuthu et al. have proposed a monostatic SDR based UWB head

imaging system where they demonstrated image reconstructions of simple ob-
jects and in [70] eventually developed a multistatic imaging system composed
of a SDR board and a switching matrix. Meaney et al reported a sixteen
channel tomographic system that is composed of nine SDR boards [71].

2.2 Antennas and antenna arrays for imaging
Antennas are used to transmit microwave signals into the OUT and to receive
them once they have propagated and scattered through the OUT. To date,
numerous different antennas have been proposed for microwave imaging ap-
plications in different parts of the body [30], [72]–[77]. These antennas are
configured into an array, which for biomedical applications, usually is a circu-
lar configuration. However, other configurations are also possible such as half
circles, and half spheres [39], [72], [78], [79]

A typical measurement system consists of an antenna array as shown in
Figure 2.4 with the OUT in the center of the array. All antennas can be op-
erated as both transmitters and receivers, whereby one antenna at the time
usually transmits whereas the other antennas receive. Measurements are re-
peated until all possible combinations of transmitting and receiving antennas
have been used.

Multipath signals
The interesting parts of the signals are those that originate from the trans-
mitter, enter into and scatter within the object, and are picked up by the re-
ceivers. As seen in Figure 2.4 the antennas are positioned close to each other,
which inevitably will result in other signal paths than through the OUT, for
example, reflections from parts of the antenna system and the surrounding en-
vironment, direct coupling, and multipath signals between antennas. As these
signals also tend to be large in amplitude, and even very small variations from
measurement to measurement can introduce unpredictable inconsistencies in
the signals. As a result, image reconstruction becomes prone to containing
artifacts, which is shown and discussed in papers A and B.

The signals taking alternative routes, like surface waves, reflections and
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2.2 Antennas and antenna arrays for imaging

Figure 2.4: Schematic representation of an imaging system.

scattering from the antennas themselves, reflections of supporting structures,
cables, the surrounding environment, or the cross-channel leakage in the elec-
tronic system [80] are undesired and carry no information from within the
OUT. These unwanted signals cannot be filtered out easily since they all orig-
inate from the same source as the desired signals, use the same frequency, and
only appear as interference. In near-field applications especially in biomedical
applications, where the signals are heavily attenuated by tissue the multipath
propagation can become problematic and the useful signal can drown in the
much stronger but unwanted signal paths. Additionally, the dielectric prop-
erties of biological tissue are very different from the dielectric property of air,
this leads to a high degree of scattering from the interface between the air and
the body part, leading to low signal power entering into the OUT.

In order to decrease the signals going around the object and reflecting from
surrounding structures, it is desired to maximize the power penetrating into
the body while minimizing the power propagating on the outside of the OUT.
For deeper penetration two approaches have been proposed [24]: design an-
tennas with a high directivity that focuses a larger part of the energy into
the OUT or use coupling liquids that help couple the energy into the OUT
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by impedance matching and at the same time attenuate energy outside the
OUT.

Directive antennas

In this approach, both off-body and on-body antennas are designed to max-
imize the energy that is coupled into the OUT and minimize the power ra-
diating in other directions. With a good impedance matched antenna and
the main radiation lobe directed towards the body, the multipath effects from
waves traveling outside and around antennas are minimized. There are sev-
eral examples of such antenna designs [30], [72]–[77]. These antennas usually
come with the advantages of having broader operating bandwidths, and uni-
directional radiating patterns with high gain. They can also be designed to
be relatively small in order to have a sufficient number of antennas in the
imaging system.

Unfortunately, these antennas also come with the disadvantage of increased
complexity, which is a problem in microwave tomographic algorithms as it re-
sults in more complex and more computationally demanding simulation mod-
els [52], [81]. This means that these antennas are less suited for tomographic
algorithms, but more suited for radar-based algorithms.

Coupling liquids

This approach uses coupling liquids to lower the contrast between the me-
dia and the biological tissue. The first coupling medium used in experiments
was water by Larsen and Jacobi [82], [83]. Since then many different liquids
have been explored [84]–[86]. In some systems, saline solutions, or mixtures
of glycerine and water have been used to create a lossy coupling bath [52],
[87]. By immersing antennas and OUT in a lossy coupling bath unwanted
multipath signals can be attenuated [86]–[88]. At the same time, the cou-
pling liquids provide impedance matching between the antennas and objects,
thus maximizing the energy coupled into the OUT. The lossy liquid has the
additional advantage of broadening the operating bandwidth of the antennas
due to resistive loading. This permits the use of low profile antennas, such as
monopoles or dipoles, in a wide frequency band [89] which are less complex
to model and therefore more suitable for tomographic imaging.
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2.3 Antennas for muscle rupture detection

As explained before even though our hypothesis is that muscle rupture diag-
nostics could be attempted using radar-based imaging, quantitative imaging
would give more information about dielectric properties that may be impor-
tant for the diagnosis of the patient. This is the reason why a design using
simple monopole antennas is suggested in this work.

Simpler monopole antennas seem to be effective in applications that aim
for quantitative image reconstructions [52], [90], [91] and a fast reconstruction
algorithm based on the 2D discrete dipole approximation was developed by
Hosseinzadegan et al.[52]. This algorithm takes advantage of the low profile
monopole antennas, which can be modeled efficiently as a line source. A
lossy coupling bath, made of water glycerine mixtures, ensures the reduction
of unwanted multipath signals, for example, scattering from the wall of the
imaging tank and the antenna elements themselves.

A liquid coupling bath is not very practical for the muscle rupture appli-
cation as it means that the leg needs to be immersed in the bath for the
measurements. Our goal was instead to investigate the design principles of an
antenna system that is adapted for muscle rupture imaging without having to
immerse the entire leg, in a tank filled with liquid.

In paper A, we present an antenna design that makes use of a semisolid gel
consisting of a mix of saline water and agar to recreate the effects of antennas
in a lossy bath [86], [88]. The goal was not to completely eliminate multipath
signals but to attenuate them sufficiently to avoid corruption in the measured
signals and image reconstruction.

The antennas we use for the muscle rupture detection application are shown
in Figure 2.5. These are monopole antennas manufactured by peeling off the
outer conductor from a semi-rigid coaxial cable. The radiating element has a
length of 35 mm. The monopole was bent 90◦, such that it could be mounted
through a hole in the back of the plastic container. The figure also shows the
gel present inside the container.

The antennas were mounted in a semicircular array with a 16-cm diameter
and an angular spacing of 20◦ between the individual antennas as shown in
Figure 2.6. The measurement system used was the Rohde & Schwarz ZNBT8
16-channel vector network analyzer, this VNA has a dynamic range of up to
140 dB and operates within the frequency range of 9 kHz to 8.5 GHz, even
though we only measured within the range of 0.5 GHz to 2.0 GHz with eight

21



Chapter 2 Experimental systems

(a) (b)

Figure 2.5: Monopole antenna with cup full of gel: (a) top view of antenna; (b)
side view of antenna taken from paper A.

transmitting/receiving antennas connected via flexible coaxial cables.

Experiments
The experiments were performed using a simplified environment with only two
tissues: muscle and blood mimicking phantoms. Muscle mimicking material
was used to model the leg of the patient and blood mimicking material as the
bleeding accompanying a muscle rupture. Other tissues in the leg such as fat,
bone, and skin were omitted for simplicity. The muscle and blood phantoms
can be seen in Figure 2.6b. During the measurements, the antennas were
applied in direct contact with the surface of the muscle phantom, such that
the monopole elements were also in direct contact with the phantom.

To investigate the effects of the different attenuating properties of the gel
two different gels were manufactured: a low loss made from regular tap water
and 1.5 weight percent (wt%) agar; and a high loss gel made from a mixture
of tap water, 1.5 wt% agar and 10 wt% NaCl. The water gel had permittivity
ε = 79.54 and conductivity σ = 0.235 S/m and the lossy gel had permittivity
ε = 61.37 and conductivity σ = 11.98 S/m at 1 GHz. More details about the
phantoms and gels are given in paper A.

Figure 2.7 shows a few examples of the measured transmission coefficients
(S21 and S41) for the low-loss and high-loss gel. The first notable observation
is that the overall amplitude for the high-loss gel was lower than that for the
low-loss gel for both S21 and S41. Another observation is that the curve for
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(a) (b)

Figure 2.6: Measurement setup for probe measurements and image reconstruction:
(a) semicircular antenna array consisting of 8 antennas; (b) muscle
phantom in the antenna array, with probes taken from paper A.

the high-loss gel is much smoother than for the low-loss gel. The measured S
parameters of the low-loss gel showed a strongly alternating amplitude that
appeared to be caused by the multipath waves interfering with the desired
object response. In paper A it is shown that the field amplitude inside the
muscle phantom was preserved while the surrounding multipath signals were
dampened when using the high-loss gel. The lower amplitude seen in this fig-
ure for the high-loss gel is a sign that the multipath signals had been removed
and the scattering amplitudes from the phantom had been preserved. This is
favorable in the subsequent signal processing and image reconstruction.

As shown in Figure 2.7, the low-loss gel had a low conductivity and, there-
fore a significant level of multipath signals around the system is to be expected.
These signals interfere with each other and make the high losses unpredictable
as any small change in the experimental setup can create large fluctuations in
the measured signals.
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(a)

(b)

Figure 2.7: Comparison of transmission coefficients obtained from measured data
for low loss and high loss gel : (a) results for S21; (b) results for S41.
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CHAPTER 3

Imaging

Microwave imaging can either show patterns and shapes (qualitative imaging)
or imaging of dielectric properties and their spatial distribution (quantitative
imaging). Qualitative methods are normally known as radar-based and quan-
titative methods as tomographic. In this chapter, we will briefly introduce
these methods and also discuss the method chosen for our work.

3.1 Tomographic algorithms
Microwave tomographic imaging reconstructs the dielectric properties of the
imaging domain using inverse scattering algorithms. These algorithms often
involve non-linear and iterative optimization algorithms for image reconstruc-
tion and require solving two types of electromagnetic numerical problems:
forward and inverse scattering problems. In the forward problem, the electro-
magnetic propagation in a medium with known dielectric properties and an-
tenna array is calculated; this is a relatively straightforward problem to solve
with numerous commercial numerical solvers available. In the inverse prob-
lem, the task is to calculate the properties of the dielectric medium based on
measured (or simulated) electromagnetic waves that have propagated through
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the medium between pairs of antennas in the array; this problem is harder
to solve since the relationship between the dielectric properties in the imag-
ing domain and the scattered field, in general, is not linear. Several different
iterative methods have been developed and used in microwave tomographic
applications, like Distorted Born Iterative Method [92], Newton-based meth-
ods [93], and Contrast Source Inversion (CSI) [94] can be used.

The iterative inversion methods use simulated electric fields in addition
to the measured electric fields. In each iteration, a dielectric distribution is
updated incrementally from the previous iteration, and the forward problem
is solved. The simulated fields are compared to the measured fields and the
dielectric distribution is updated so the difference between the simulated and
measured fields is minimized. After multiple iterations, of iteratively refining
the dielectric distribution of the corresponding simulated fields, hopefully,
converge to a solution that resembles the original dielectric distribution.

The forward problem can be solved using a variety of different methods
such as the Finite-Difference Time Domain (FDTD) method [95], [96], the
Finite Element method (FEM) [97], [98], Method of Moments (MoM)[99] or
the Discrete Dipole Approximation (DDA)[52], [100].

Non-linear reconstruction algorithms require large computational resources
and reconstruction times can be very long, up to many hours. This is clearly
unfeasible, particularly in clinical settings where an image is often promptly
needed. This is true, particularly for three-dimensional (3D) imaging, there-
fore two dimensional (2D) models and reconstructions are more attractive[52].
Additionally, these inverse problems require regularization due to ill-posedness
[101].

3.2 Radar based algorithms
Radar based microwave imaging is another approach used to reconstruct an
image. These algorithms exploit time-of-flight measurements of pulses that
are transmitted through and scattered by high dielectric contrast objects in
the imaging domain[41]. Unlike microwave tomography, where the aim is to
reconstruct quantitatively the dielectric parameters within the object, radar
based algorithms aim at only reconstructing information on the shape, size,
and location of the scatterers[102].

Although providing less detailed information about the object, radar based

26



3.3 Early-time content removal algorithms

approaches use less complex algorithms and an image can usually be recon-
structed faster compared to a tomographic algorithm.

Radar based approaches use ultra-wideband pulses that are sent into the
imaging domain with the purpose of detecting reflected and scattered pulses
from strong scatterers [27].

The reconstruction algorithm uses estimated propagation times between
antennas and individual pixels in the imaging domain that are correlated with
the corresponding measured signals. If a scatterer is present in a particular
location the correlation between scattered signals from different directions is
high; if a scatterer is not present the correlation is low. An image of the
scatterer is created by repeating this process for each pixel in the region of
interest. Therefore, the highest intensity point in this intensity map will
correspond to the location of the dielectric scatterer [103].

Several imaging algorithms have been reported in the literature examples
of such algorithms are the Delay-And-Sum (DAS) beamformer [31], [102],
Delay-multiply-And-Sum (DMAS) beamformer [104], Microwave Imaging via
Space Time (MIST) [105] and Generalized Likelihood Ratio Test (GLRT)
[106], Standard Capon Beamformer(SCB) [107], [108], and Multistatic Adap-
tive Microwave Imaging (MAMI) beamformer [109].

Despite the fact that these algorithms are much simpler, there are still many
challenges involved in this approach. A particular challenge is processing the
received signal effectively. The received signals include early-time and late-
time content. The early-time content is dominated by reflections from the
skin and the late-time content is dominated by the object response. The
early-time content needs to be removed from the signal before imaging is
done. Otherwise, the desired object response will be drowned in the much
larger skin reflection.

3.3 Early-time content removal algorithms
Different methods can be applied to reduce the early-time content. One
method includes the use of a priori measurements of a tissue that resembles
the object under tests such as lesion-free phantoms, or healthy tissue [104].
An alternative is to use the average of all signals recorded at each channel to
estimate the early-time content [31], rotation substraction [78] and the use of
different adaptive filtering algorithms [110], [111].
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To use the method with a priori data, a reference signal needs to be ob-
tained from measurements of healthy tissue. The reference signal is subtracted
from the signal with the object response and since the only change between
the healthy and injured signals is the object (in or case blood) then the re-
sulting signal only contains the late time content with the object response.
For experimental investigations on phantoms, it is usually possible to perform
these before and after measurements. For example, in our experiments, we
had a muscle phantom that could be used as healthy tissue (reference) and an
injured version (when a blood phantom was inserted) we subtracted the ref-
erence signal from the signal coming from the injured version of the phantom
to obtain our input to the imaging algorithm. The use of a priori data may
not always be possible for clinical applications as it requires measurements
of the patient taken before and after injury. In this case, adaptive filtering
algorithms may be more suitable.

These algorithms aim to estimate the early-time skin response so it can
be removed from the signals before reconstructing the image [42]. Therefore,
they are sensitive to measurement variability and noise in the scattering data.
Even a small change can create errors or uncertainties in the estimation and
removal of the early time signal that could also corrupt the late time object
response that one intends to preserve. One important step to help mitigate
these problems is to reduce the variability in measurement data and to keep
the signals free from undesired scattering that originates from other sources
than inside the body.

3.4 Multipath signals deteriorating reconstructed
images

As mentioned in 2.3 in paper A, we present an antenna design that makes use
of a semisolid gel consisting of a mix of saline, water, and agar. This design
helps reduce the variability of the S-parameters by attenuating the signals
going outside and around the muscle phantom while still preserving the field
amplitude inside the muscle phantom.

In paper A image reconstruction experiments were also realized to show
the effectiveness of the antenna using a priori data and the DMAs algorithm.
We used phantoms with and without bleeding, subtracted, and, used the
differential signals to reconstruct images. The blood phantom had a diameter
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(a) Low-loss gel (b) High-loss gel

Figure 3.1: Sample reconstructions using phantom measurements: (a) low-loss gel;
(b) high-loss gel. Taken from paper A.

of 4 cm and when making measurements it was inserted 3 cm above the bottom
of the phantom.

Two datasets were used: the low-loss gel and the high-loss gel. For each
gel, 15 measurements were taken as a priori measurement (before adding the
blood that represents the muscle rupture) and 15 measurements with the
blood phantom inserted into the muscle phantom. This means that for each
gel, 15 differential signals could be obtained and used as the input signal to
the DMAS algorithm. The reason for using multiple measurements (15) was
to gather some statistics on the variability in the reconstructed images using
the two different gels.

Figure 3.1 shows a few selected reconstructions that were obtained with
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the measured data for the low-loss gel and the high-loss gel. The reconstruc-
tions from the measured data for the low-loss gel showed great variability
between images. On the other hand, the reconstructions for the high-loss gel
showed fewer artifacts in the background and the blood phantom was always
reconstructed in the correct position.

For the case of images reconstructed using the low-loss gels, the reconstruc-
tion could be sometimes considered successful like the upper image that looked
quite good but with stronger artifacts close to the bottom edge compared to
the images obtained using the high-loss gels. Other images looked like the
other two images, where some of the artifacts were even larger in amplitude
than the reconstructed blood phantom.

Instead of showing all 15 image reconstruction a plot of the reconstructed
amplitude were drawn at the vertical line crossing through the center of the
muscle phantom. The reconstructed amplitudes are shown in Figure 3.2 and
they show the same pattern discussed before.

In paper B the work in paper A was confirmed using blood phantoms with
different size and different positions.

(a) (b)

Figure 3.2: Reconstructed data along the line through the center of the imaging
domain for 15 images: (a) low-loss gel; (b) high-loss gel. Taken from
paper A.
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CHAPTER 4

Summary of included papers

This chapter provides a summary of the included papers.

4.1 Paper A
Laura Guerrero Orozco, Lars Peterson, Andreas Fhager
Microwave Antenna System for Muscle Rupture Imaging with a Lossy
Gel to Reduce Multipath Interference
Published in Sensors 2022, 22, 4121
©https://doi.org/10.3390/s22114121 .

The paper presents a novel antenna design and a microwave antenna system
for imaging with the purpose of detecting and diagnosing muscle ruptures. A
lossy gel was introduced on the back and side of the antennas to attenuate
the outgoing and sideways moving waves and contribute to a reduction in un-
desired multipath signals. Measurements, using tissue-mimicking phantoms,
representing muscle and blood, were performed with gels with low loss and gels
with high loss. For comparison, corresponding simulations were performed.
The results obtained from the simulated and experimental data were in good
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agreement, they showed that the field amplitudes on the transmission coeffi-
cients between antennas decreased with an increased lossiness in the gel while
only showing a slight change in the field strength inside the muscle phantom.
Additionally, in repeated image reconstruction experiments using the DMAS
beamformer algorithm, the high-loss gel antennas showed a more stable and
repeatable image reconstruction accuracy in comparison to the low-loss gel.
Therefore, we conclude that a reduction in the multipath signals made the
signals less corrupted with unpredictable artifacts due to unwanted multipath
scattering.

4.2 Paper B
Laura Guerrero Orozco, Lars Peterson, Andreas Fhager
Muscle Rupture Microwave Imaging with a Lossy Gel to Reduce Multi-
path Interference
Acepted for publication at 17th European Conference on Antenna and
Propagation.

This paper present an expansion of the results found in Paper A while using
different blood phantom sizes and positions. Measurements were performed
using tissue-mimicking phantoms together with both a low-loss gel and a high-
loss gel. Two different sizes were used for the blood phantom as well as
two different positions inside the muscle phantom. The results confirmed the
conclusions found in paper A in different imaging scenarios and showed that
reconstructions made with the high-loss gel were more repeatable and stable
than the low-loss gel for both sizes and positions.

4.3 Paper C
Xuezhi Zeng, Laura Guerrero Orozco
Measurement quality of a software defined radio system for medical di-
agnostics
Published in the Journal of Engineering-JOE, Volume 2022, Issue 12
December 2022 Pages 1162-1172
©http://dx.doi.org/10.1049/tje2.12196 .
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4.3 Paper C

The paper presents a study on the measurement quality of a software-
defined radio (SDR) system with the aim to assess if it could be used in
microwave applications for medical diagnostics. Sufficient measurement qual-
ity is crucial in microwave applications for medical diagnostics and is directly
related to diagnostic accuracy. Particularly the high lossy characteristics of bi-
ological tissues make the measurements challenging. Therefore, the SDR was
tested in order to determine its measurement accuracy and to assess whether
it would provide sufficient accuracy to be considered in microwave medical
diagnostic systems. In paper C an extensive investigation of the measurement
quality of a single SDR board-based system, a two-channel SDR board USRP
2901 from national instruments which is equivalent to the Ettus Research
USRP B210 board, was performed. Measurements were performed on an
antenna system as well as on a variable attenuator with 70 dB adjustable at-
tenuation range with the purpose of imitating a typical measurement scenario
in medical diagnostics. Measurement repeatability, also known as signal-to-
noise ratio (SNR), is used to characterize the measurement stability of the
system. Previous simulation work showed that an SNR over 15 dB is suffi-
cient for the reconstruction of a specific breast model by using a time-domain
tomography approach, and in this work, we showed that this level of accuracy
can be achieved with the investigated SDR board. Additionally, we found
that the performance of the SDR is superior to a custom-built pulsed time
domain system which usually has a maximum SNR of about 40 dB in the
investigated frequency range. Furthermore, a calibration strategy is shown in
paper C to calibrate the random phase caused by the two different PLLs in the
transmitter and the receiver. The calibration strategy made the phase mea-
surements stable. We found there was good measurement repeatability and
measurement accuracy of the investigated SDR board benchmarked against
a high-performance VNA for a transmission loss up to 70 dB, sufficient for
some diagnostics applications.
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CHAPTER 5

Concluding Remarks and Future Work

In this thesis, we present the background and results of our work on microwave
imaging of muscle rupture detection. The aim of this project is to develop a
microwave imaging system that is able to diagnose muscle ruptures. The goal
is to develop a system that can complement or in the longer term even replace
current imaging modalities, like MRI.

In this thesis, the design and measurement of an antenna with a lossy gel
that helps attenuate unwanted multipath signals were presented. This helped
attenuate undesired fields outside and around the object under test used in
experiments while the results showed that the signal levels inside the object
only decreased slightly.

We noted some inconsistencies between the amount of attenuation in the
simulated and measured results for the field probe outside of the antenna
array. This was possibly due to imperfections in the experiment as well as an
overly simplified simulation model. However, the measured trend was clear
and in agreement with the simulations, the high-loss gels do attenuate the
outgoing signals. Additionally, in image reconstruction experiments using the
DMAS algorithm the antennas with the high-loss gel showed more repeatable
and stable image reconstruction in comparison to gel with low loss. This
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indicates that our proposed antenna is feasible in this application.
The measurement quality of a software defined radio (SDR) was explored

for biomedical applications. We found that the SDR board has a high enough
SNR for microwave tomography.

The next step in this research project is to adapt the antenna array to fit
different sizes of legs or phantoms and fine-tune and optimize the antenna
characteristics, which may further improve the reduction in unwanted multi-
path signals and result in enhanced imaging accuracy.

With the phase measurements stabilized, we want to continue exploring the
use of the SDR board as a measurement system for the microwave imaging
array with the aim to replace the VNA and make the system size smaller and
decreasing the cost of the imaging system.

Another future work is the implementation of an early-time content removal
algorithm that does not require the a priori measurement of healthy tissue.
Future work should also include the use of more realistic phantoms and pa-
tients to investigate how image reconstruction is affected by other tissues like
bone and fat.
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