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“Everything existing in the universe is the fruit of chance and necessity.”

- Democritus (460 – 370 BC)





Abstract
Astrochemistry is the study of the formation and evolution of molecules in the
interstellar medium (ISM) of the Milky Way and other galaxies. Molecules
start to accumulate in the coldest and densest regions of the ISM, namely
molecular clouds, and as of this date, 307 interstellar molecules are identified.
The major focus of this thesis is on a particular group of interstellar molecules,
so-called complex organic molecules (COMs), i.e., carbon-bearing molecules
composed of at least six atoms. Interstellar COMs and other molecules are
studied by a combination of observations, experiments, and models, with the
focus of this thesis being on observations. Another focus will be on observa-
tions of COMs in very cold (< 10 K) and dense (> 105 cm−3) molecular cloud
regions.

This thesis is separated into two parts: part I is giving an overview about
various important concepts and methods related to the detection, identifi-
cation, and analysis of interstellar molecules (chapters 1 – 4), and part II is
presenting the published paper this thesis is based on. Chapter 1 provides
some background to my motivation to obtain a degree in astrochemistry, and
to some basic concepts related to the formation of interstellar molecules. Some
fundamental physical concepts widely used throughout this work will be in-
troduced in that chapter as well. Chapter 2 introduces some important con-
cepts and methods related to the derivation of molecular abundances from
radio astronomical observations. Chapter 3 then gives a brief summary of the
published paper this thesis is based on. Lastly, chapter 4 introduces some
currently running and future projects (which I am part of) with the goal to
add to the overall understanding of COM formation in the cold ISM.

Keywords: ISM – molecules, ISM – molecular clouds, dark clouds, astrochem-
istry, astrobiology
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CHAPTER 1

Preliminary Thoughts and Motivation

Molecules in the interstellar medium can be studied for very different reasons:
they can give insights into physical processes and conditions, but can also be
intriguing study objects in their own right. Interstellar molecules can there-
fore be regarded as auxiliary tools in the field of astrophysics, but as the main
objects of study in the field of astrochemistry, where the focus is on building
an understanding for the formation and evolution of molecules in the Milky
Way and other galaxies.

Section 1.1 of this chapter summarizes my motivation to obtain a doctoral
degree in the field of astrochemistry, which is largely based on the unique
way in which this field relates input from astronomy, astrophysics, chemistry,
biology, geology, and planetology. Section 1.2 then provides a rather broad
overview about the process of molecule formation in the interstellar medium,
as studied by observation, experiment, and theory. Lastly, section 1.3 intro-
duces some crucial physical concepts that are used throughout the following
chapter 2.
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Chapter 1 Preliminary Thoughts and Motivation

1.1 From Molecular Clouds to Stars, Planets, and
Life – An Astrochemical Perspective

Since the time of the ancient Greek philosophers, it has become increasingly
more apparent that every bit of visible matter in the cosmos is constructed
out of the very same building blocks. From the chemical perspective, these
building blocks are the elements which can occur in different states (ionized
or neutral, atomic or molecular) and in different phases (plasma, gas, liquid,
solid), depending on the ambient physical conditions. On terrestrial planets
like the Earth, most of the available matter is compressed into silicate-bearing
minerals that surround a core of metal, mostly iron. At the surface, gravity
can bind lighter, volatile elements to form an atmosphere of gases, which might
be able to partly condense to form a hydrosphere, or to crystallize to form a
cryosphere. If the conditions are right, molecules can even come together to
form self-sufficient and replicating living organisms. What these conditions
are and what particular molecules are required to induce this process is still
not very well understood1. Some very basic facts, ideas, and principles related
to those questions are discussed throughout this section.

On other planetary bodies, the conditions can be very similar but also ex-
tremely different from what we know from Earth. For example, deep inside
the interior of Jupiter, the pressure becomes so high that hydrogen, Jupiter’s
main constituent, is forced into a liquid, forming the largest "ocean" of the
solar system (NASA, 2023c). Under the icy crust of Jupiter’s moon Europa
(Fig. 1.1, left) lies another ocean which might contain twice the amount of wa-
ter of Earth’s oceans combined (NASA, 2023a). Saturn’s moon Titan is the
only solar system body other than Earth with an active hydrosphere. How-
ever, the liquid is not water but methane and ethane that fall as rain, carve
rivers into the solid H2O bedrock, and accumulate in lakes (NASA, 2023e).
Interestingly enough, on Earth, living organisms are found in the most curi-
ous and hostile places one could imagine, including sea ice, hyperacidic lakes,
volcanoes, and even inside of Chernobyl’s collapsed nuclear reactor (Merino
et al., 2019; Royal Society of Biology, 2023). This gives strong reason to be-
lieve that (primitive) life might have settled on other planetary bodies where

1Even less is understood about the process behind the actual transition from non-living
to living matter (Pross, 2016).
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1.1 From Molecular Clouds to Stars, Planets, and Life

conditions are similar to those observed in extreme environments on Earth.
In the solar system, the most promising candidates to look for signs of ancient
or present life are Mars and the icy-ocean worlds around Jupiter and Saturn
(NASA, 2023d).

The vast number of 5 557 identified exoplanets and 10 028 exoplanet candi-
dates around other stars (as of 23-12-16; NASA, 2023b) drastically increases
the range of planetary conditions, as well as the number of potentially hab-
itable bodies in the Milky Way. First and foremost, the habitability of a
planetary body is confined by a combination of parameters that govern the
availability of liquid water and the protection from harmful radiation. The
general term "habitable zone" is defined as the zone around a star in which
liquid water can be stable solely based on the radiative power of the star2.
One major goal of exoplanetary research is to increase the number of Earth-
like exoplanets located in that zone. According to a conservative estimate,
24 such exoplanets are identified (as of 23-12-16; University of Puerto Rico
at Arecibo, 2023) and available for more detailed studies of e.g., exoplanetary
atmospheres with state-of-the-art instruments like the James Webb Space
Telescope (JWST). In combination with a planetary magnetic field, an atmo-
sphere can provide crucial protection of the planetary surface from harmful
radiation. It can furthermore increase the surface temperature of a body by
means of the greenhouse effect, and thereby extend the range of circumstellar
distance at which liquid water might be stable. Lastly, if life has settled on
a planet, organisms can alter the composition of the atmosphere by adding
characteristic chemicals, so-called bio-signatures, that can indicate the pres-
ence of life.

Further important parameters that define the habitability of a planetary
body are the availability of a stable energy source to drive metabolic reac-
tions, as well as the availability of biotic molecules. It is known from Earth
that living organisms can use different forms of energy, mainly sunlight (pho-
tosynthesis) and chemical energy (chemosynthesis), to drive metabolic reac-
tions. It is assumed that potential ocean life on Europa or Enceladus, just

2As is the case for some of the moons of Jupiter and Saturn, tidal heating between a giant
planet and a small satellite can provide the energy to heat the interior of the satellite
sufficiently to allow for the presence of liquid water in circumstellar zones well outside
the habitable zone of a star (Breuer and Moore, 2015; Hussmann, 2015).

5



Chapter 1 Preliminary Thoughts and Motivation

like some deep-sea life on Earth, would entirely depend on chemosynthesis. In
this scenario, living organisms could develop in hydrothermal vent systems at
the ocean floor, using minerals and chemicals coming through the vents and
out of the body’s interior (Fig. 1.1, right). In fact, the first living organisms
on Earth could have formed by means of exactly this scenario (Weiss et al.,
2016), but there are other possibilities like the early development in so-called
warm little ponds (Pearce et al., 2017).

Figure 1.1: Left: Jupiter’s moon Europa as captured by Galileo. Credit: NASA
(2023a). Right: deep-sea hydrothermal vent. Credit: Science News (2019).

There is also no consensus about the origin of the biotic molecules required
for the development of life. These molecules include different sugars, amino
acids, nucleobases, and phosphor compounds. The main theories suggest that
they might have been created inside of Earth’s primordial atmosphere (Laz-
cano and Bada, 2003), or that they have been delivered by organic-rich bodies
during Earth’s accretion (Botta and Bada, 2002). Of course, also a combina-
tion of both mechanisms is feasible. Experiments have shown that a number
of biotic amino acids and nucleobases could have formed from simple precur-
sor species such as CO, H2O, CH4, and NH3 inside of Earth’s early atmo-
sphere (Borquez et al., 2005; Cleaves et al., 2008; Ferus et al., 2017; Johnson
et al., 2008, 2009; Miller, 1953). In addition, analyses of meteoritic sam-
ples have revealed a wealth of extraterrestrial amino acids, including many
biotic ones, all five canonical nucleobases, and various types of sugars, in-
cluding the RNA sugar ribose (Callahan et al., 2011; Cooper and Rios, 2016;
Furukawa et al., 2019; Koga and Naraoka, 2017; Kvenvolden et al., 1970;
Oba et al., 2022; Pearce and Pudritz, 2015). Observations of the comae of
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1.1 From Molecular Clouds to Stars, Planets, and Life

comets 67P/Churyumov–Gerasimenko and 81P/Wild 2 have further revealed
the presence of the simplest biotic amino acid glycine and different phosphor
compounds (Altwegg et al., 2016; Elsila et al., 2009; Hadraoui et al., 2019).
Different chemical pathways could lead to the in-situ formation of amino acids
and nucleobases in sub-surface layers of meteoritic host bodies (Ioppolo et al.,
2021; Lee et al., 2009; Pearce and Pudritz, 2015). However, there is evidence
that e.g., the glycine in comet 67P might be inherited from a time before the
formation of the Sun (Hadraoui et al., 2019).

Conceptually, what relates all minor and major planetary bodies of the so-
lar system as well as the exoplanets around other stars of the Milky Way,
is the fact that they are all made of the very same interstellar material as
their host star. This basic principle was first formulated as a hypothesis,
called the Kant-Laplace theory, more than 200 years ago (Lissauer and de Pa-
ter, 2013). Today, there is no doubt that planetary bodies form in so-called
circumstellar disks of gas and dust around young stars on timescales of mil-
lions of years (Fig. 1.2, top). However, the details of this process are still not
completely understood. In recent models, it is assumed that hydrothermal
instabilities can cause over-dense filamentary structures in a disk, which can
gravitationally collapse to form planetesimals very quickly. In volatile-rich
outer disk regions, the planetesimals can then grow to gas and ice giants by
pebble and gas accretion3. In the volatile-poor inner disk, terrestrial planets
can form by planetesimal collisions and pebble accretion (Drążkowska et al.,
2023; Johansen et al., 2021). It can be assumed that the flux of meteorites
and comets onto terrestrial protoplanets is much higher than what is observed
in the solar system today. Impacting meteorites and comets can thereby de-
liver organic materials and water to a growing protoplanet. In addition, the
pebble accretion model assumes a constant flux of pebbles from outer to inner
disk regions, which can further add significant amounts of water and organics.
Thereby, observations of organics in meteorites and micrometeorites, simu-
lations of cometary impacts, and recent pebble accretion models show that
large amounts of water and organics can survive the entry into a protoplane-
tary atmosphere (Botta and Bada, 2002; Johansen et al., 2021).

3Pebbles are solid particles that are not defined based on size but based on aerodynamic
properties, coupling them to the surrounding gas (Drążkowska et al., 2023). Therefore,
the gas drag assumes a key role in the pebble accretion model of planet formation
(Lambrechts and Johansen, 2012).
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Chapter 1 Preliminary Thoughts and Motivation

Figure 1.2: Top: the background image shows the surroundings of the young
protostar HL Tauri as seen by HST (Hubble Space Telescope). The image in
the box shows the circumstellar disk around HL Tauri as seen by ALMA (At-
acama Large Millimeter/submillimeter Array). Credit: ESA (2023). Bottom:
streamer is feeding the HL Tauri circumstellar system. Images are created from
ALMA HCO+(3 − 2) data. Image (a) shows the peak intensities, and image (b)
shows the velocities of the intensity peaks. The white cross marks the location
of the HL Tauri protostar, and the white ellipse indicates the extension of the
surrounding disk. Credit: Yen et al. (2019).

In the Milky Way, new stars are continuously formed within the coldest
(10 – 50 K) and densest (∼ 104 cm−3) large-scale structures of the interstellar
medium, i.e., molecular clouds (see also Tab. 1.1). Observations have shown
that molecular clouds are pervaded by networks of over-dense filaments that
can gravitationally collapse to spheroidal dense cores, if a certain (critical)
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1.1 From Molecular Clouds to Stars, Planets, and Life

mass per unit length is exceeded (André et al., 2010) (Fig. 1.3). If the den-
sity is high enough, such cores will further collapse to form a protostar at
their center. Observations show that young protostars (class 0/I), which are
embedded in an envelope of gas and surrounded by a circumstellar disk, gets
fed by so-called streamers with material from the surrounding filament (Hsieh
et al., 2023; Pineda et al., 2020; Valdivia-Mena et al., 2022, 2023; Yen et al.,
2019) (Fig. 1.2, bottom). It can be assumed, that the process of planet forma-
tion has already started at this stage (Drążkowska et al., 2023). This means
that circumstellar systems around young protostars are far from being isolated
units (Max-Planck-Gesellschaft, 2023), but that there is a direct transfer of
chemical compounds from the interstellar medium to planet forming regions.

Figure 1.3: .(a): HSO (Herschel Space Observatory) 250 µm dust continuum
map of a part of the Polaris Flare. (b): corresponding H2 column density map.
The light blue lines indicate a network of over-dense filaments. The critical mass
per unit length is expressed in terms of the stability parameter MLine/MLine,Crit.
Credit: André et al. (2014).

In the outer mid-plane-regions of a circumstellar disk, where temperatures
are low, it can be assumed that interstellar material gets incorporated into
pebbles and minor planetary bodies without being strongly altered. Astro-

9



Chapter 1 Preliminary Thoughts and Motivation

nomical observations have shown that so-called complex organic molecules
(COMs), defined as carbon-bearing molecules composed of at least six atoms4,
can be present in dense molecular cloud cores even before the formation of a
protostar (see following section). Major goals of recent astrochemical research
are to understand (i) the formation pathways of such COMs at very low tem-
peratures prevalent in "star-less" environments (see following section), as well
as (ii) their degree of alteration through subsequent phases of star and planet
formation. In addition, since the first detection of amino acids in meteorites it
has been speculated that biotic organic molecules might partly originate from
interstellar space (Ehrenfreund and Charnley, 2000; Hoyle and Wickramas-
inghe, 1977), which would have important astrobiological consequences. Since
several decades, astronomers are therefore searching the interstellar medium
for signs of such molecules. In this regard, interesting recent detections in-
clude hydroxylamine (NH2OH) and urea (NH2CONH2), which have been ob-
served in the giant molecular cloud G+0693-0.027 near the galactic center
(Jiménez-Serra et al., 2020; Rivilla et al., 2020b). Both species can be con-
sidered precursors of RNA ribonucleotides. In addition, the important cell
membrane molecule ethanolamine (NH2CH2CH2OH) has been tentatively de-
tected in the same source as well (Zeng et al., 2021). Some other studies have
revealed the presence of comparatively high amounts of phosphorous monox-
ide (PO) in the star-forming regions W51, W3, and AFGL 5142 (Rivilla et al.,
2016, 2020a). Paper A of this thesis presents a deep-search for the simplest
amino acid glycine (NH2CH2COOH) in the cold low-mass source Barnard 5
in Perseus. In a second paper, which is currently in preparation, we further
investigate possible COM formation mechanisms by studying the distribution
of COMs in the same source (see following section and chapter 4).

1.2 Molecule Formation in the Interstellar Medium
The term "interstellar medium" (ISM) includes all baryonic matter in a galaxy
that is not bound in active stars, brown dwarfs, or stellar remnants, i.e.,
roughly 10 % of the matter in the Milky Way. Measurements have shown that
the ISM of the Milky Way is composed of 70 % hydrogen, 28 % helium, and
2 % heavier elements. Around half of the heavier elements is bound in dust

4This definition is quite loose because sometimes, also species like formaldehyde (H2CO)
or ketene (CH2CO) are listed as COMs in the literature.
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1.2 Molecule Formation in the Interstellar Medium

grains, leading to an average dust-to-gas mass ratio of about 0.01 (Bennett
et al., 2010; Palme et al., 2014; Yamamoto, 2017).

Depending on the ambient temperature and density, the ISM gas assumes
different states in different regions (see Tab. 1.1). In shock-heated and strongly
photoionized regions (hot ionized medium and H-II regions), temperatures are
extremely high and densities extremely low, such that atoms occur in their
ionized form. Going to regions with lower temperatures and higher densities
(H-I regions), atoms start to become neutral (Draine, 2011). Only at temper-
atures < 100 K and densities > 100 cm−3 (diffuse clouds), atoms start to form
first simple molecules such as H2, CO, CN, CH, OH, or NH. In the coolest and
densest regions of the ISM (molecular clouds), newly formed molecules are ef-
ficiently shielded from harmful radiation by the presence of interstellar dust
or by means of "self-shielding", leading to the first long-term accumulations
of molecules and the progressive evolution to remarkably complex molecular
species. In regions of ongoing star formation (protostellar cores and circum-
stellar disks), high temperatures and strong stellar radiation fields give rise
to even more chemical pathways and a very rich molecular inventory (Caselli
and Ceccarelli, 2012; Draine, 2011; Yamamoto, 2017).

Table 1.1: ISM regions with their typical temperatures T , densities n(H),
and states of matter (SOMs). Values from: Draine (2011); van Dishoeck et al.
(2013).

T n(H) SOMs
[K] [cm−3]

hot ionized medium > 105 ∼ 0.004 at.; ion.
H-II regions ∼ 104 ∼ 0.3 at.; ion.
H-I regions 100 – 5000 0.6 – 30 at.; ion., neut.
diffuse clouds 30 – 100 ∼ 102 at., mol.; ion., neut.
molecular clouds 10 – 50 ∼ 104 at., mol.; ion., neut.

starless cores 7 – 15 > 105

protostellar cores 7 – 200 105 – 109

circumstellar disks 7 – 3000 106 – 1015

at.: atomic; mol.: molecular; ion.: ionized; neut.: neutral
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Chapter 1 Preliminary Thoughts and Motivation

As of February 2024, 307 molecules have been clearly identified in inter-
stellar and circumstellar regions (Universität zu Köln, 2024). Most of these
are di- and triatomic molecules, but there are also many with seven to ten
atoms, and several with more than twelve atoms. The gas phase formation
of even the most basic (as most abundant) interstellar molecule, i.e., molec-
ular hydrogen (H2), can be very challenging at the low densities prevalent in
diffuse and molecular clouds5. This comes down to the fact that the reaction
energy released during the formation of a di-atomic molecule can disrupt the
molecule right away if it is not carried away by a third body. However, the
probability that three gas phase atoms meet at the same spot at low densities
is vanishingly small, such that three-body gas phase reactions do virtually
not occur in the ISM (Yamamoto, 2017). For that reason, interstellar dust
grains (carbon and silicates) play a crucial role for the formation of interstel-
lar molecules, as they provide the surface on which chemical reactions can
take place. They can be regarded as both catalysators for chemical reactions
as well as the third body for three body reactions (Cuppen et al., 2017; Ya-
mamoto, 2017). Fig. 1.4 (left) summarizes the fundamental principles related
to gas-grain interactions: gas phase atoms and molecules, simply called "par-
ticles" in the following, can attach to a dust grain, move across its surface, and
react when close enough to a reaction partner. Particles move across a grain
surface mainly by means of thermal diffusion, but also quantum tunneling can
be important (Cuppen et al., 2017; Nyman, 2021; Taquet, 2013; Vasyunin et
al., 2017). Reactions proceed mainly by the so-called Langmuir-Hinshelwood
mechanism, in which particles have to move to encounter a reaction part-
ner. Alternatively, particles can react immediately upon accretion via the
so-called Eley-Rideal mechanism, i.e., when a gas phase particle directly ac-
cretes at the site of a reaction partner (Cuppen et al., 2017; Taquet, 2013;
Yamamoto, 2017). A set of further non-diffusive reaction mechanisms was
introduced in Jin and Garrod (2020), as discussed in chapter 4. Particles can
also desorb back into the gas phase before, after, or upon reaction by means
of (i) thermal desorption, (ii) photo-desorption, (iii) cosmic ray desorption,
and (iv) chemical desorption (Cuppen et al., 2017; Taquet, 2013; Yamamoto,
2017).

5Even though molecular clouds are high-density ISM regions, densities of around 104 cm−3

correspond to high vacuum conditions in terrestrial terms.
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1.2 Molecule Formation in the Interstellar Medium

Figure 1.4: Left: gas-grain interactions (accretion, diffusion, reaction, and des-
orption) lead to the build up of solid ices at the surface of refractory, interstellar
dust grains. Credit: Taquet et al. (2012). Right: early ice species include H2O,
CH4, and NH3, that form by subsequent hydrogenation of O, C, and N. Credit:
College Sidekick (2024).

Observations, experiments, and models over the past decades have demon-
strated that, by the process of gas-grain interactions, interstellar dust grains
in cold molecular clouds get covered by comparatively thick ice mantles (see
Fig. 1.4, right). The average radius of the bare grains is approximately 0.1 µm,
and the ice mantles can reach a thickness of a quarter to a third of that6

(Caselli and Ceccarelli, 2012; Taquet et al., 2012). Infrared observations
towards stellar background sources show that interstellar ice mantles are
mainly composed of water (H2O), carbon monoxide (CO), carbon dioxide
(CO2), methane (CH4), ammonia (NH3), and methanol (CH3OH). Through
all phases of ice evolution, the overall ice composition is always dominated by
H2O (Boogert et al., 2008, 2015; Yamamoto, 2017). It is assumed that the for-
mation of H2O, CO2, CH4, and NH3 starts at T < 90 K and n(H) ≥ 103 cm−3

(Boogert et al., 2015; Chuang et al., 2022), i.e., at the transition from diffuse
clouds to molecular clouds. The formation of H2O, CH4, and NH3 likely pro-
ceeds by the subsequent hydrogenation of O, C, and N, respectively (Boogert
et al., 2015; Chuang et al., 2018, 2022; Yamamoto, 2017), while CO2 is as-
sumed to be formed mainly via CO + OH (Boogert et al., 2015). CO is mostly
formed in the gas phase, and widely distributed in diffuse clouds and molecu-

6Fig. 1.4 (right) clearly overestimates the mantle thickness.
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lar clouds. The accretion rate of CO onto grains is generally increasing with
decreasing temperature and increasing density, such that a layer of CO forms
on top of the earlier ice layer inside of molecular clouds at ∼ 104 cm−3. At
even higher densities > 105 cm−3, prevalent in cold dense cloud cores, a "catas-
trophic" CO freeze-out is observed. This ultimately leads to a third ice layer
that is dominated by CH3OH, which forms by subsequent hydrogenation of
CO7 (Boogert et al., 2008, 2015; Caselli and Ceccarelli, 2012; Tielens et al.,
1991; Yamamoto, 2017). The above picture of interstellar ice formation is very
general, and it should be kept in mind that local variations in gas composition
can alter the final ice composition (Boogert et al., 2015). The JWST has the
potential to deepen our understanding of the composition of interstellar ices,
tremendously, thanks to its excellent capabilities to observe in the infrared
(McClure et al., 2023).

After the fist detections of gas phase COMs in high-mass star forming re-
gions and around young protostars, it was first assumed that they are mainly
the product of thermal/radiative processing of interstellar ices (Caselli and
Ceccarelli, 2012; Yamamoto, 2017). However, the detection of gas phase
COMs in cold molecular cloud environments (Bacmann et al., 2012; Friberg
et al., 1988; Jiménez-Serra et al., 2016; Marcelino et al., 2007; Matthews
et al., 1985; Taquet et al., 2017; Vastel et al., 2014), where temperatures
can be < 10 K, has shown that this picture cannot account for all observa-
tions. The presence of COMs such as acetaldehyde (CH3CHO), di-methyl
ether (CH3OCH3), and methyl formate (CH3OCHO) at such low tempera-
tures and in the absence of surrounding stellar sources indicates that (i) the
formation of COMs starts even before the onset of star formation, and (ii) that
efficient non-thermal formation and desorption pathways must exist for those
COMs. In this regard, recent models favor scenarios in which chemical des-
orption is key8. The details of these scenarios can be however quite different,
and one can roughly separate between two major scenarios. The first assumes
the formation of COMs at the surface of ice-covered grains, followed by the

7Especially at low temperatures, H atoms are the only mobile species on dust grain sur-
faces, which is the reason why hydrogenation reactions are so important. However, other
species can become mobile at higher temperatures, thereby decreasing the importance
of hydrogenation reactions (Yamamoto, 2017).

8Chemical desorption (or reactive desorption) describes the process in which the chemical
energy of an exothermic reaction is used to overcome the bonds of a reaction product
to the ice surface. This process is discussed in some more detail in section 4.1.
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immediate release into the gas phase by chemical desorption (Jin and Garrod,
2020). The second assumes the formation of precursor molecules and radicals
at grain surfaces, followed by chemical desorption and COM formation in the
gas phase (Vasyunin et al., 2017). Of course, also a combination of both sce-
narios could be feasible (Chuang et al., 2018). We aim to set constraints on
these scenarios with observations of gas phase COMs and radicals around the
methanol hotspot in Barnard 5 (see chapter 4).

In view of the possible existence of biotic COMs in the interstellar medium,
it is interesting to note that possible formation pathways for many biotic
species have been revealed in laboratory and theoretical studies. For example,
experiments indicate that the sugars of both RNA and DNA, i.e., ribose and 2-
dioxyribose, can be formed during UV irradiation of interstellar ice analogues,
which translates to the warm-up stage of star formation (Nuevo et al., 2018).
Furthermore, a combined experimental and theoretical study has shown that
the simplest biotic amino acid glycine can be formed on interstellar ices even
in the absence of any energetic irradiation (Ioppolo et al., 2021). The latter
study is a key reference in our publication on the search for glycine in the cold
molecular cloud source Barnard 5 (see paper A).

1.3 Basic Concepts
This section introduces the basic equations of some fundamental physical con-
cepts used throughout the following chapter 2, i.e., the Boltzmann distribution
(section 1.3.1), Planck’s law of thermal radiation (section 1.3.2), and the ab-
sorption and emission of radiation by atoms and molecules (section 1.3.3).

1.3.1 The Boltzmann Distribution
One of the most fundamental concepts in physical chemistry is the Boltzmann
distribution. It is a measure of how the energy of a collection of particles (e.g.,
atoms, ions, or molecules) is distributed in thermal equilibrium at a certain
temperature. The term "thermal equilibrium" describes a steady state in the
energy distribution, meaning that there is no net change of energy between
the particles (see also section 2.3.2).
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Assuming a total number of particles ntot of the same kind, the Boltzmann
distribution calculates the number of particles ni with energy Ei as a fraction
of ntot and as a function of temperature T , i.e.,

ni

ntot
= 1
q

exp
(

− Ei

kBT

)
, (1.1)

where q is a partition function (acting as a normalization constant), defined
as

q =
∑

i

exp
(

− Ei

kBT

)
, (1.2)

and kB is the Boltzmann constant (Atkins et al., 2018). It can be seen that, as
the temperature increases, higher energy states are populated at the expense
of states with lower energy (see Fig. 1.5).

The Boltzmann distribution can also be used to calculate the number of
particles in one state with energy Ei relative to the number of particles in
another state with energy Ej > Ei (Atkins et al., 2018), i.e.,

ni

nj
= exp

(
− (Ej − Ei)

kBT

)
= exp

(
− ∆E
kBT

)
. (1.3)

Here, it becomes apparent that the relative population of any two states de-
creases as the energy separation between the considered states increases.

It is furthermore important to note the distinction between energy states
and energy levels (Atkins et al., 2018). Eq. (1.3) calculates populations of
energy states, but several states might have the same energy, and any one
of these states has the same population. This effect can be considered when
instead calculating the relative population of energy levels, by taking into
account the degeneracies (statistical weights) gi and gj of the levels with
energies Ei and Ej . Eq. (1.1) then becomes

ni

ntot
= gi

Q
exp
(

− Ei

kBT

)
(1.4)
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Figure 1.5: Arbitrary Boltzmann distribution for a collection of particles at
different temperatures, according to Eq. (1.1) and assuming a continuous range
of energies. With increasing temperature, the number of particles in higher energy
states increases at cost of the number of particles in lower energy states.

with partition function

Q =
∑

i

gi exp
(

− Ei

kBT

)
, (1.5)

while Eq. (1.3) becomes

ni

nj
= gi

gj
exp
(

− ∆E
kBT

)
. (1.6)

1.3.2 Planck’s Law of Thermal Radiation

Another important concept that is frequently used for the interpretation and
modelling of astronomical data is Planck’s law of thermal radiation, describing
the properties of blackbody radiation. Conceptually, a blackbody is an object
in thermal equilibrium with its surroundings, absorbing all electromagnetic
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radiation it receives. In order to stay in equilibrium, a blackbody has to emit
radiation at the same rate as it absorbs it (Atkins et al., 2018; University
of California San Diego, 2023). Although perfect blackbodies do not exist in
nature, the radiation emitted by many natural objects like stars, planets, light
bulbs, and also humans can be approximated to a high degree as blackbody
radiation in a certain frequency range (Bennett et al., 2010).

Assuming a spherical blackbody at a certain distance from an observer,
Planck’s law of thermal radiation can be used to calculate the spectral inten-
sity Bν(T ) of the body. The spectral intensity gives the emitted energy E per
unit time t, per unit frequency ν9, per unit solid angle Ω, received per unit
area A, i.e.,

Bν(T ) = dE
dtdν dΩ dA , (1.7)

such that it has dimensions of J s−1 Hz−1 sr−1 m−2. The emitted energy, which
is proportional to the number of photons emitted per unit solid angle, is the
same in each direction of space. However, the received energy, proportional
to the number of photons collected per unit area, depends on the distance
to the observer. The emitted energy furthermore depends on the considered
frequency range. According to Planck’s law, the spectral intensity is calculated
as

Bν(T ) = 2hν3

c2

[
exp
(
hν

kBT

)
− 1
]−1

, (1.8)

where h is the Planck constant, ν is the frequency, c is the speed of light, kB
is the Boltzmann constant, and T is the temperature. The explicit units of
Bν(T ) are J m−2, which means that the remaining units, i.e., s−1 Hz−1 sr−1,
are implicit10. Integrating the spectral intensity over frequency gives the total
intensity B(T ) of the body, i.e.,

B(T ) =
∫ ∞

0
Bν(T )dν . (1.9)

Fig. 1.6 shows the spectral intensity of blackbody radiation for a range of fre-
quencies and different temperatures. It can be seen that, as the temperature

9Equivalent expressions can be given in terms of wavelength or wavenumber.
10Even though the units of time and frequency cancel each other, they should be kept to

keep track of the complete physical setting.
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increases, the peak spectral intensity is shifting towards higher frequencies
(Wien’s displacement law) while the total intensity, described by Eq. (1.9),
increases.

Figure 1.6: Spectral intensity Bν(T ) of blackbody radiation for a range of
frequencies and different temperatures, calculated from Eq. (1.8). With increasing
temperature, the peak spectral intensity shifts towards higher frequencies while
the total intensity (

∫
Bν(T )dν) increases. The red dashed line indicates the

Rayleigh-Jeans approximation (Eq. 1.10) for 10 000 K.

An important approximation to Planck’s law often used in radio astronomy
is the so-called Rayleigh-Jeans approximation. It is a good approximation to
the spectral intensity of a blackbody in the limit hν ≪ kBT , i.e., in the linear
part of the graphs in Fig. 1.6, and is simply written as

Bν(T ) = 2kBTν
2

c2 (1.10)

(Condon and Ransom, 2016). In fact, before Planck’s invention of energy
quantization, the Rayleigh-Jeans approximation was the best theoretical de-
scription of experimentally derived blackbody spectra. However, it is only a
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good description at low frequencies, while the modelled intensities are going
to infinity at higher frequencies (see red dashed line in Fig. 1.6). This behavior
became known as the "ultra-violet catastrophe" (Atkins et al., 2018). Essen-
tially, Planck’s law can also be written as a combination of the Rayleigh-Jeans
approximation and a quantum correction factor α, i.e.,

Bν(T ) = 2kBTν
2

c2 α , (1.11)

with

α = hν

kBT

[
exp
(
hν

kBT

)
− 1
]−1

. (1.12)

One can conclude that the intensity of a blackbody is well described by the
Rayleigh-Jeans approximation only if α → 1 (Condon and Ransom, 2016).

1.3.3 Absorption and Emission of Radiation
Observations of molecules in interstellar space are based on the analysis of
molecular emission and absorption spectra. Such spectra are the result of pho-
tons being emitted or absorbed during transitions between different molecular
energy levels. The corresponding absorption and emission processes can be
broken down to the following three:

(1) stimulated absorption,

(2) stimulated emission,

(3) spontaneous emission.

Stimulated absorption describes the process in which a transition from a
lower energy level l to an upper energy level u is driven by the absorption
of a photon whose energy equals the energy difference between both levels
(∆E = hν). Thereby, the rate of absorption is proportional to the spectral
intensity Iν of the incident radiation at the absorption frequency ν = ∆E/h.
That is, the greater the radiation intensity the greater the number of photons
impinging on the molecule and the greater the probability that a photon will
be absorbed. The rate is also proportional to the number of molecules in
the lower level nl, because the greater the population of that level, the more
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likely it is that a photon will encounter a molecule in that level. The rate of
stimulated absorption can therefore be written as

Wlu = BlunlIν , (1.13)

where Blu is the so-called Einstein coefficient of stimulated absorption (Atkins
et al., 2018).

Stimulated emission is the process in which a photon is emitted during a
transition from an upper energy level to a lower energy level. The rate of
stimulated emission is proportional to the intensity of incident radiation at
the transition frequency as well as to the number of molecules in the upper
energy level nu, i.e.,

W ′
ul = BulnuIν , (1.14)

where Bul is the Einstein coefficient of stimulated emission. Finally, in spon-
taneous emission, a molecule can spontaneously emit a photon by making
the transition from an upper energy level to a lower energy level even in the
absence of radiation. The rate of spontaneous emission is therefore only pro-
portional to the number of molecules in the upper state and can be written
as

W ′′
ul = Aulnu , (1.15)

where Aul is the Einstein coefficient of spontaneous emission. When both
spontaneous and stimulated emission are taken into account, the total rate of
emission is

Wul = Aulnu +BulnuIν (1.16)

(Atkins et al., 2018).

Assuming thermal equilibrium, the rates of emission and absorption are
equal (Kirchhoff’s law of thermal radiation; Yamamoto, 2017), which means
that the rate of change from one energy level to another is zero. Furthermore,
the spectral intensity of radiation can be expressed in terms of blackbody radi-
ation at temperature T . Considering the above expressions for the transition
rates, this can be written exemplary for the lower energy level as

dnl

dt = Aulnu +BulnuBν(T ) −BlunlBν(T ) = 0 , (1.17)
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which can be re-arranged to give an expression for the blackbody radiation,
i.e.,

Bν(T ) = Aul
nl
nu
Blu −Bul

. (1.18)

Here, the relative population of energy levels nl/nu can be expressed in terms
of a Boltzmann distribution (Eq. 1.6), such that the above equation can be
expressed as

Bν(T ) = Aul

Bul

[
gl

gu

Blu

Bul

]−1[
exp
(
hν

kBT

)
− 1
]−1

. (1.19)

Comparing this to Planck’s law for the spectral intensity of a blackbody
(Eq. 1.8), one can conclude that, at thermal equilibrium,

guBul = glBlu (1.20)

and
Aul = 2hν3

c2 Bul . (1.21)

If follows that, if the value of only one Einstein coefficient is known, the values
of the other two coefficients can be directly derived from it.
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CHAPTER 2

Derivation of Molecular Abundances from Observations

This chapter introduces the physical background and the basic methods em-
ployed for the derivation of molecular abundances from astronomical observa-
tions. According to the focus of the attached scientific work, the focus of this
chapter will be on molecules in cold molecular cloud sources.

Section 2.1 gives a broad overview about the field of rotational spectroscopy,
which forms the very basis of observational studies focusing on gas phase
molecules in cold molecular clouds. Section 2.2 then discusses the physical
parameters that govern the shape and width of molecular spectral lines. In
section 2.3, it is discussed how the population of molecular (rotational) en-
ergy levels depends on the ambient physical conditions. Section 2.4 introduces
some of the most basic concepts related to the measurement, modelling, and
interpretation of spectral line emission from molecular clouds. Lastly, sec-
tion 2.5 covers the basic equations and methods to derive molecular column
densities from measured spectral line intensities.
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Chapter 2 Derivation of Molecular Abundances from Observations

2.1 Rotational Spectroscopy
At very low temperatures, characteristic for cold (< 10 – 50 K) molecular cloud
sources, molecules are mostly in their electronic and vibrational ground states,
and only their rotational energy levels are populated. Therefore, the radiation
from cold molecular clouds is mainly produced by transitions between distinct
molecular rotational energy levels1. Photons associated with such transitions
have frequencies in the radio range of the electromagnetic spectrum, and can
be observed with single-dish radio telescopes or interferometers. In the follow-
ing, I will first briefly introduce the classification scheme of molecules in the
framework of rotational spectroscopy (section 2.1.1). Then, the basic equa-
tions for the calculation of rotational energy levels and spectra are discussed
along with some crucial related concepts (section 2.1.2).

2.1.1 Molecular Classification
In the framework of rotational spectroscopy, molecules can be separated into
five major classes, based on their moment of inertia (MoI). The MoI of any 3D
body is described by a symmetric, second-rank tensor I. If it is assumed for
an arbitrary molecule that the underlying coordinate system (with origin at
the center of mass) rotates when the molecule rotates (molecule-fixed axes),
the MoI tensor becomes diagonal, and is written as

I =

Ia 0 0
0 Ib 0
0 0 Ic

 , (2.1)

where Ia, Ib, and Ic are the principal MoI components (Gordy and Cook, 1984;
Hollas, 1998, 2004; Yamamoto, 2017). Using the principal axes theorem, the
MoI tensor can be further transferred into its quadric form, which describes
the surface of an ellipsoid, i.e.,

f(x) =
(

x1√
1/Ia

)2

+
(

x2√
1/Ib

)2

+
(

x3√
1/Ic

)2

. (2.2)

1It is also possible to observe rotational transitions of molecules in their first excited
vibrational states at relatively low temperatures, but I will neglect this possibility and
focus on pure rotational spectra.
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Figure 2.1: Ellipsoidal quadric surfaces resulting from different, relative MoI
components (Ia, Ib, and Ic) in Eq. (2.2): (a) sphere (Ic = Ib = Ia), (b) prolate
spheroid (Ic = Ib > Ia), (c) oblate spheroid (Ic > Ib = Ia). A triaxial ellipsoid
(Ic ̸= Ib ̸= Ia) is a mixture of figures (b) and (c).

In rotational spectroscopy, it is convention to chose that

Ic ≥ Ib ≥ Ia (2.3)

(Atkins et al., 2018; Hollas, 2004). In that case, and depending on the actual
values of the principal MoI components, the quadric surface representing the
MoI tensor will assume different shapes (Hollas, 1998, see Fig. 2.1):

(1) if Ic = Ib = Ia, the quadric surface is a sphere,

(2) if Ic = Ib > Ia, the quadric surface is a prolate spheroid,

(3) if Ic > Ib = Ia, the quadric surface is an oblate spheroid, and

(4) if Ic ̸= Ib ̸= Ia, the quadric surface is a triaxial ellipsoid.

The classification of molecules in rotational spectroscopy follows directly from
the four cases above (Hollas, 1998, 2004; Yamamoto, 2017):

(1) molecules with Ic = Ib = Ia are called spherical rotors,

(2) molecules with Ic = Ib > Ia are called prolate symmetric rotors,

(3) molecules with Ic = Ib > Ia = 0, i.e., special cases of (2), are called linear
rotors,
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(4) molecules with Ic > Ib = Ia are called oblate symmetric rotors, and

(5) molecules with Ic ̸= Ib ̸= Ia are called asymmetric rotors.

In fact, those five classes can be reduced to three when summing up classes
(2), (3), and (4) under the term symmetric rotors (Atkins et al., 2018). As
can be seen, the symmetry of molecules decreases from class (1) to class (5).
Based on that, the equations for the calculation of rotational energies become
increasingly more complex with increasing molecular asymmetry.

2.1.2 Rotational Energy Levels, Spectra, and Selection Rules
The rotational energy of a molecule is a quantized property, and the rota-
tional energy eigenvalues can be obtained by solving the time-independent
Schrödinger equation with the rotational Hamiltonian operator. This way,
analytical expressions for the calculation of rotational energies can be found
for all molecular classes, except asymmetric rotors. For that class, it is neces-
sary to use the concepts of matrix mechanics to derive approximate solutions2

(Atkins et al., 2018; Gordy and Cook, 1984; Hollas, 2004; Yamamoto, 2017).
In this section, I will not cover the explicit equations for the calculation of
rotational energies for the different molecular classes, but rather give a broad
overview about some important concepts and approaches.

As a first order approximation, molecules in rotational spectroscopy can be
considered as point-masses connected by stiff (rigid) interatomic axes with
fixed lengths. This picture of a molecule is summarized under the term rigid
rotor approximation. However, the interatomic axes of a molecule are actually
not rigid, but undergo lengthening due to centrifugal forces upon rotation.
Considering this effect in the calculation of rotational energies requires the
use of molecule-dependent rotational distortion constants (Atkins et al., 2018;
Gordy and Cook, 1984; Yamamoto, 2017). Distortion constants are a measure
of stiffness along the bonds in a molecule (Atkins et al., 2018) and tabulated
values (derived from experiments or theory) can be found for many molecules
in the literature or in databases.

2In matrix mechanics, quantum mechanical operators are treated as matrices, and the
problem of solving the Schrödinger equation is shifted to a matrix diagonalization prob-
lem (Gordy and Cook, 1984).
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The rotational energies of all molecular classes are described by at least
two good quantum numbers J = 0, 1, 2, . . . and MJ = ±1,±2, . . . ,±J , which
are the respective spectroscopic equivalents of the total angular momentum
quantum number and the magnetic quantum number, defined for the general
case of a rotating quantum object. In the absence of a surrounding electro-
magnetic field, the rotational energies of a molecules do not directly depend
on the value of MJ . However, each level is (2J + 1)-fold degenerate because
there are 2J + 1 values of MJ for each value of J . The independence of the
rotational energy on quantum number MJ can be interpreted in the sense that
the energy is independent of the direction of rotational motion (Atkins et al.,
2018). The quantum numbers J and MJ are sufficient for the description of
spherical and linear rotor molecules. However, additional quantum numbers
are required for more complex molecules with lower symmetry (i.e., prolate
and oblate rotors and asymmetric rotors), and if spectral fine and hyperfine
structures are considered (Atkins et al., 2018; Gordy and Cook, 1984; Hirota,
2011; Hollas, 2004; Yamamoto, 2017).

In the presence of an external electromagnetic field, interactions between
a molecule and the field electrons can give rise to fine-splittings in molecular
rotational spectra due to effects like the Zeemann effect (magnetic field) or the
Stark effect (electric field) (Gordy and Cook, 1984). For example, the Stark
effect partly removes the degeneracy associated with the quantum number
MJ = 0,±1,±2, . . . ,±J such that the rotational energy levels of a molecule
become split into J sub-levels, where each sub-level except the one associated
with MJ = 0 is doubly degenerate (Atkins et al., 2018; Hollas, 2004). In
addition to interactions with external field electrons, "internal" coupling in-
teractions of the electron spin and orbital angular momenta among themselves
as well as with the nuclear spin angular momentum and the total molecular
angular momentum can cause fine and hyperfine splittings of rotational energy
levels. Such interactions occur in molecules with one or more unpaired elec-
trons (often in radicals such as OH∗, CH∗, or CN∗) and/or non-zero electron
orbital angular momentum, as well as in molecules with at least one nucleus
with non-zero nuclear spin angular momentum. Examples for the latter case
include molecules that contain e.g., H (I = 1/2), D (I = 1), 13C (I = 1/2),
N (I = 1), or 15N (I = 1/2); I is the nuclear spin quantum number (Hirota,
2011; Mangum and Y.L. Shirley, 2015; Yamamoto, 2017).
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Figure 2.2: Parallel and anti-parallel spins of the otherwise identical hydrogen
nuclei in water give rise to two spectroscopically separable forms of water, i.e.,
ortho-H2O and para-H2O. Credit: Natur’Eau Quant (2014).

An important point to note is that some molecules (including H2, H2O,
CH3OH, and CH4) can be spectroscopically separated into two or more sym-
metry forms based on the relative nuclear spin of their constructing hydrogen
nuclei (Chapovsky and Hermans, 1999). For example, the two hydrogen nuclei
in water can have parallel spins or anti-parallel spins, leading to the definitions
of ortho-H2O and para-H2O, respectively (see Fig. 2.2). These two forms of
water have not only different rotational energies but also different physical
properties (including differences in melting point, boiling point, thermal con-
ductivity, and magnetic properties; London South Bank University, 2009). In
addition to such variations, molecules can also have multiple stable atomic
configurations (conformers), giving rise to a slightly different rotational be-
havior, and therefore, different rotational energies. One example is glycine
(NH2CH2COOH), which has several stable conformers (see also Fig. 1 in pa-
per A; Hu et al., 1993).

In the matrix mechanics formalism, the rotational energy eigenvalues EJ

of a molecule can be found by diagonalization of the Hamiltonian matrix for
rotational motion Ĥr, i.e., (neglecting centrifugal distortion)

EJ = ⟨ψJ,MJ
| Ĥr |ψJ,MJ

⟩ = ⟨J,MJ | Ĥr |J,MJ⟩ . (2.4)

For a molecule-fixed coordinate system with principal axes a, b, and c, the
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rotational Hamiltonian matrix has the form

Ĥr = 1
2

(
L̂2

a

Ia
+ L̂2

b

Ib
+ L̂2

c

Ic

)
= L̂2

2I , (2.5)

where L̂ is the total angular momentum operator. It can be shown that its
corresponding eigenvalues are

⟨J,MJ | L̂ |J,MJ⟩ = ℏJ(J + 1) . (2.6)

Furthermore, the eigenvalues of the square magnitude of angular momentum
are

⟨J,MJ | L̂2 |J,MJ⟩ = ℏ2J(J + 1) . (2.7)

The exact form of the Hamiltonian matrix changes for the different classes of
molecules based on their symmetry and the related moment of inertia compo-
nents (Atkins et al., 2018; Gordy and Cook, 1984; Hollas, 2004; Yamamoto,
2017).

In spectroscopy, the quantity that is actually measured is not energy but
frequency3. Therefore, energies are commonly converted to so-called term
values with dimensions of frequency (Atkins et al., 2018; Yamamoto, 2017). In
general, assuming a set of discrete rotational energies Erot, the corresponding
term values F are calculated as

F = Erot

h
. (2.8)

Furthermore, using the term value expression, the transition frequency ν for
a transition between any two levels with Fi and Fj (where Fi > Fj) is given
by

ν = Fi − Fj . (2.9)

A set of such transition frequencies is what generally defines a rotational
spectrum. Of course, similar expression are found for electronic or vibrational
energies.

3Units of wavelength or wavenumber are also used in some spectroscopic disciplines, but
I will stick to frequency, which is the commonly used unit in rotational spectroscopy
(Hollas, 1998).
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It is important to stress that all molecules have a theoretical rotational spec-
trum, but not necessarily an observable rotational spectrum. This is due to
the fact that not all possible transitions are also allowed. In general, time-
dependent perturbation theory is used to derive the spectroscopic selection
rules that govern which transitions are allowed and forbidden. Thereby, if the
transition rate between two distinct energy levels is zero, this transition is
called forbidden. Conversely, all transitions with non-zero transition rates are
allowed transitions. By using semi-classical radiation theory, it can be shown
that all possible transitions between rotational energy levels of molecules with-
out a permanent electric dipole moment have zero transition rates. Therefore,
such molecules are usually not able to produce an observable rotational spec-
trum. However, even a molecule without a permanent electric dipole moment
can produce observable rotational spectral lines if it has e.g., a non-zero mag-
netic dipole moment or an electric quadrupole moment. The transition rates
related to such higher-order poles are however very low. The requirement
that a molecule needs to have a permanent electric dipole moment in order
to produce an observable rotational spectrum is therefore called the electric
dipole approximation (Haken and Wolf, 2006; Norwegian University of Science
and Technology, 2023; University of California, Berkeley, 1997). Examples of
molecules with higher-order poles observed in the ISM are O2 and H2, which
both lack an electric dipole moment, but O2 has a non-zero magnetic dipole
moment and H2 has a non-zero electric quadrupole moment [J. Black; priv.
comm.]. In general, most homo-nuclear, di-atomic molecules and all spherical
rotor molecules have no permanent electric dipole moment and therefore, no
observable rotational spectrum in the electric dipole approximation. However,
some spherical molecules like silane (SiH4) can become sufficiently distorted
during rotation to acquire a small electric dipole moment, resulting in observ-
able spectral lines (Atkins et al., 2018).

In addition to entire classes of molecules that have no observable rotational
spectra, most pairs of molecular energy levels are characterized by zero transi-
tion rates, even for molecules that do have an observable rotational spectrum.
For all symmetric rotor molecules, and for the good quantum numbers J and
MJ , it can be found that the selection rules for allowed transitions in the
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electric-dipole approximation are generally

∆J = ±1 (2.10)

and
∆MJ = 0,±1 (2.11)

(Atkins et al., 2018; Gordy and Cook, 1984; Griffiths, 1995; Hollas, 2004;
Norwegian University of Science and Technology, 2023; Yamamoto, 2017).
There are additional selection rules for prolate and oblate symmetric rotors
and asymmetric rotors, as those molecules are governed by additional quantum
numbers (see e.g., Atkins et al., 2018; Gordy and Cook, 1984; Hollas, 2004;
Yamamoto, 2017).

2.2 Spectral Line Shape
Spectral lines are not actual, infinitely narrow "lines" at one single frequency,
but have a width that spreads over a range of frequencies. This width directly
depends on the ambient physical conditions, most importantly pressure and
temperature, but is also affected by fundamental quantum effects. In the fol-
lowing, the effects of lifetime broadening (section 2.2.1), pressure broadening
(section 2.2.2), and thermal Doppler broadening (section 2.2.3), are intro-
duced and discussed for the CO(1 − 0) spectral line. Only in this section, I
will use the symbols "v" for velocity and "f" for frequency, to not confuse v
and ν.

2.2.1 Lifetime Broadening and Natural Linewidth
A gas phase molecule that is in a certain state at a certain instant will not
remain in that state indefinitely. It will rather change its state by interactions
with radiation or other particles (compare sections 1.3.3 and 2.3.1). The life-
time τ and the energy E of a state are related to each other by the uncertainty
principle as

∆τ∆E ≈ ℏ . (2.12)

That is, the energy is uncertain (spread out) as ∆E ≈ ℏ/∆τ , from which
it follows that the associated frequency f is also spread out over a range of
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frequencies as
∆f = ∆E

h
≈ 1

2π∆τ . (2.13)

If the lifetime is very well determined the spread in frequency is at its maxi-
mum and the spread in lifetime can be replaced by the value τ , i.e.,

∆f ≈ 1
2πτ . (2.14)

As can be seen, the spread in frequency increases with decreasing lifetime.
Spectral lines that result from transitions involving the considered state will
be accordingly spread out in frequency. This phenomenon is known as the
lifetime broadening of spectral lines (Atkins et al., 2018; Gordy and Cook,
1984; University of St Andrews, 2023).

If it is assumed that a molecule is completely isolated from radiation or
other particles it can only change from an excited state u by means of spon-
taneous emission, characterized by the corresponding Einstein coefficient Aul
(see section 1.3.3). The lifetime of the molecule in state u is then given as

τu = 1
Aul

, (2.15)

and the resulting spread in frequency of a spectral line is called its natural
linewidth (Atkins et al., 2018; Gordy and Cook, 1984; University of St An-
drews, 2023).

Considering only the effect of lifetime broadening, the frequency profile of
a spectral line ϕ(f) is Lorentzian with

ϕ(f) = z/4π2

(f − f0) + (z/4π)2 , (2.16)

where
z =

∑
j<i

Aij , (2.17)

and f0 is the rest frequency of a given transition. Aij is the Einstein coefficient
of spontaneous emission for transitions between levels i and j. Furthermore,
in the presence of radiation, the rates of stimulated emission have to be added
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as well (University of St Andrews, 2023). The blue line in Fig. 2.3 shows the
natural linewidth of the CO(1 − 0) spectral line with ν0 = 115.271 GHz and
z = Aul = 7.2 × 10−8 s−1, calculated from Eq. (2.16).

Figure 2.3: Effects of lifetime broadening (Eqs. 2.16 and 2.17; blue line), pres-
sure broadening (Eqs. 2.16 and 2.19; purple line), and thermal Doppler broaden-
ing (Eqs. 2.23 and 2.24; red line) on the shape of a CO(1 − 0) spectral line (see
text for further explanations). The frequency axis was converted to velocity by
using v = c(f0 − f)/f0. The vertical dashed black line marks the CO(1 − 0) rest
frequency f0 at v = 0, and the horizontal dashed black line marks the Doppler
line width.

2.2.2 Pressure Broadening

Collisions between molecules in the gas phase are an efficient way to induce
changes in molecular states (compare section 2.3.1). Considering a collisional
de-excitation rate Cul from level u to level l, the collisional lifetime of a state
can be defined as

τcol = 1
Cul

. (2.18)

33



Chapter 2 Derivation of Molecular Abundances from Observations

The associated contribution to the width of a spectral line is referred to
as collisional broadening or, because the collision frequency is proportional
to pressure, as pressure broadening (Atkins et al., 2018; Gordy and Cook,
1984; University of St Andrews, 2023). Taking into account both the natural
linewidth and pressure broadening, the frequency profile ϕ(f) is still described
by Eq. (2.16), but now

z =
∑
j<i

(Aij + 2Cij) (2.19)

(Gordy and Cook, 1984; University of St Andrews, 2023). The purple line in
Fig. 2.3 shows the profile of a pressure broadened CO(1 − 0) line, calculated
from Eqs. (2.16) and (2.19). For collision partner H2, the CO(1−0) collisional
rate coefficient is γul = 3.3 × 10−11 cm3 s−1 at Tk = 10 K (Leiden University,
2023; Schöier et al., 2005). The collisional de-excitation rate is then given
as Cul = n(H2)γul, where n(H2) is the volume density of H2. A value of
n(H2) = 1012 cm−3 has been chosen for the example in Fig. 2.3. At lower
values, the pressure broadened line profile coincides with the natural line
profile4. It follows that the process of pressure broadening is negligible for
spectral lines produced by molecules in molecular clouds where H2 densities
are typically in the range of 104 – 107 cm−3 (van Dishoeck et al., 2013).

2.2.3 Thermal Doppler Broadening

The molecules in a gas mixture move at different velocities v and in different
directions relative to an observer at rest. In thermal equilibrium, the velocities
are distributed according to a Maxwell-Boltzmann distribution, that depends
on the gas temperature. Along the line of sight of the observer, some molecules
will approach while others will recede. According to the Doppler effect, the
frequency of emitted radiation from the molecules will be different depending
on weather they approach or recede. For molecules moving perpendicular to
the line of sight, the radiation frequency will be unaffected (Atkins et al., 2018;
Gordy and Cook, 1984). Assuming a transition rest frequency f0 and non-
relativistic velocities v ≪ c, the frequency of radiation emitted by approaching

4Considering the collisional rate coefficient for higher temperatures does not change this,
as the value of γul for CO(1 − 0) increases only slightly to 3.8 × 10−11 cm3 s−1 at the
maximum available temperature of 3 000 K (Leiden University, 2023; Schöier et al., 2005)
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and receding molecules is given by

fapp = (1 + v

c
)f0 (2.20)

and
frec = (1 − v

c
)f0 , (2.21)

respectively. That is, the observed frequency will be higher than the rest
frequency for approaching molecules, but lower than the rest frequency for
receding molecules. The corresponding shift between observed frequency and
rest frequency (due to the Doppler effect) is therefore

∆fD = fobs − f0 = ±v

c
f0 (2.22)

(Atkins et al., 2018). Considering only one velocity component, say vx, the
molecular velocities are Gaussian distributed, from which it follows that the
observed frequency shifts will be also Gaussian distributed5. Furthermore,
the width of the velocity distribution depends on temperature, such that the
frequency distribution depends on temperature as well. It is generally increas-
ing with increasing temperature. The broadening of spectral lines due to the
described shift of observed frequencies is therefore called (thermal) Doppler
broadening (Atkins et al., 2018; Gordy and Cook, 1984; University of St An-
drews, 2023).

The frequency profile ϕ(f) of a Doppler broadened spectral line is described
by the Gaussian profile

ϕ(f) = exp(−∆f2
D/δf

2
D)

δfD
√
π

, (2.23)

where

δfD = f0

c

√
2kBT

m
(2.24)

is the (Doppler) linewidth at half maximum (Atkins et al., 2018; Gordy and
Cook, 1984; University of St Andrews, 2023). Turbulent gas motions can be

5The consideration of only one velocity component is sufficient for the characterization of
the line-of-sight molecular velocities (University of St Andrews, 2023).
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considered as well by adding a term for the root-mean square of the turbulent
gas velocity sturb to the Doppler linewidth, which then becomes

δfD = f0

c

√
2kBT

m
+ s2

turb (2.25)

(University of St Andrews, 2023). The red line in Fig. 2.3 shows the shape of
a Doppler broadened CO(1 − 0) spectral line. It is calculated from Eqs. (2.23)
and (2.24), i.e., without added turbulence, for a temperature of 10 K, typi-
cal for cold molecular cloud environments. The horizontal dashed black line
shows the Doppler line width. As can be seen, the effect of Doppler broad-
ening clearly dominates over the effects of lifetime broadening and pressure
broadening at typical molecular cloud conditions.

The frequency profile of a spectral line considering the combined effect of
lifetime broadening, pressure broadening, and Doppler broadening is described
by a Voigt profile (convolution of a Lorentzian and a Gaussian profile), which
has no simple analytical form. Most basically, a Lorentzian profile falls off
slower than a Gaussian profile such that the core of a spectral line is best
described by a Gaussian while the wings are better described by a Lorentzian
(University of St Andrews, 2023). However, as indicated above, spectral lines
emitted by molecules in molecular cloud environments are usually well fitted
by simple Gaussians, as their shape is largely dominated by Doppler broad-
ening.

2.3 Population of Molecular Energy Levels
Assuming a large total number of molecules of a particular kind within a
molecular cloud source, the physical conditions of the source, most impor-
tantly its H2 density and kinetic temperature, determine the most probable
distribution of particles among the distinct rotational energy levels of the
molecule. This distribution is commonly referred to as the level population.
For a given set of conditions, and within a resulting population, some energy
levels are much higher populated than others, meaning that some transitions
are much more likely to occur than others. This directly effects the relative
strength (or intensity) of spectral lines in a molecular rotational spectrum.
In the following, I will briefly describe the basic excitation and de-excitation

36



2.3 Population of Molecular Energy Levels

processes that govern the level population at each instant, starting from a
two-level system (section 2.3.1). Then, the concepts of local thermodynamic
equilibrium (LTE; section 2.3.2) and maser emission (section 2.3.3) will be
introduced. Lastly, the formulations for the two-level system are expanded to
multi-level systems at LTE and non-LTE conditions (sections 2.3.4 and 2.3.5,
respectively).

2.3.1 The Two-Level System
In general, only two types of processes can drive transitions between the dif-
ferent energy levels of a molecule, i.e.,

(1) radiative processes,

(2) collisional processes.

Fig. 2.4 summarizes all possible radiative and collisional processes in terms of
the involved coefficients. Shown is an exemplary two-level system, consisting
of a lower energy level l and an upper energy level u, separated by an energy
∆E.

Figure 2.4: Transitions between the energy levels of a two-level system are
driven by radiative processes (Blu, Bul, and Aul) and collisional processes (γlu
and γul). ∆E is the energy separation between both levels, nu and nl are the
numbers of molecules in the upper and lower levels, respectively, and gu and gl
are the statistical weights of both levels.

An overview about radiative processes, in which photons are either ab-
sorbed or emitted during transitions between energy levels, is already given
in section 1.3.3. As a recap, and assuming there is some radiation to interact

37



Chapter 2 Derivation of Molecular Abundances from Observations

with the molecules, radiative processes can either cause excitation l → u by
means of stimulated absorption, or de-excitation u → l by means of stimu-
lated and spontaneous emission. Thereby, the rates of absorption and total
emission depend on (i) the spectral intensity of incoming radiation at the
transition frequency ν = ∆E/h, (ii) the number of particles in the lower level
nl (absorption) or in the upper level nu (emission), and (iii) a coefficient that
depends on the molecular species and the considered level pair, i.e., Blu (ab-
sorption), Bul (stimulated emission), and Aul (spontaneous emission).

Collisional processes are those in which excitation and de-excitation is driven
by collisions between molecules with other particles in the gas phase, typically
other molecules, atoms, ions, or electrons. Unlike radiative transitions, colli-
sional transitions are generally not confined by strict selection rules (Tennyson
and Faure, 2019), such that collisional transitions can, in principle, also oc-
cur between distant pairs of J-levels. However, it can be generally assumed
that the collisional transition probability decreases with increasing ∆J , i.e.,
with increasing ∆E, such that a large number of transitions with very low
transition probability can be excluded from the set of possible transitions [P.
Bergman; priv. comm.].

The rates of collisional excitation and de-excitation between two levels u
and l, i.e., Clu and Cul, respectively, are highly species dependent and related
to each other as

glClu

guCul
= exp

(
− hν

kBTk

)
, (2.26)

where Tk is the kinetic temperature (Yamamoto, 2017). Values of Cul can be
derived from tabulated values of so-called collisional rate coefficients γul as

Cul = n(X)γul , (2.27)

where n(X) is the number volume density of the collision partner (van der Tak
et al., 2007). Commonly, γul has units of cm3 s−1, and tabulated values can be
found in databases for different collision partners, kinetic temperatures, and
level pairs. Obtained values of Cul can then be related to Clu via Eq. (2.26).
Most basically, collisional rate coefficients are calculated from the potential
energy surface of interaction between the collision partners, which is then used
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in a quantum scattering calculation to derive collisional cross sections σul for
transitions between levels u and l. The thermal average of the cross sections
is then calculated over a range of collisional energies Ec, and used as a major
input to calculate the rate coefficient as

γul(Tk) =
[

8
πµ(kBTk)3

]1/2 ∫ ∞

0
Ecσul(Ec) exp

(
− Ec

kBTk

)
dEc , (2.28)

where µ = mAmB/(mA + mB) is the reduced mass of collision partners A
and B, having masses mA and mB (Dagdigian, 2019; Lique et al., 2020).
Collisional coefficients are extremely difficult to measure in the laboratory
and astronomical models rely almost exclusively on theoretical calculations
(Faure, 2019). If collisional coefficients are not available in a database for
a certain molecule it is common to use the coefficients for a similar-sized
molecule. For a typical molecular cloud environment, it is often assumed that
collisional excitation and de-excitation is entirely driven by collisions between
a target molecule and molecular hydrogen, because H2 is by far the most
abundant other molecule in the gas phase. However, also collisions with hy-
drogen atoms and electrons can be important under certain circumstances6

(Yamamoto, 2017).

Considering all radiative and collisional excitation and de-excitation pro-
cesses for a two-level system, affected by a radiation field with spectral in-
tensity Iν , the number of molecules n in the lower level changes over time
according to

dnl

dt = Aulnu +BulnuIν + Culnu −BlunlIν − Clunl . (2.29)

By using the relations between the Einstein coefficients (Eqs. 1.20 and 1.21),
as well as the relation between the collisional excitation and de-excitation
rates (Eq. 2.26), Eq. (2.29) can simply be written as

dnl

dt = βnl + δnu = 0 , (2.30)

6Even collisions with water molecules can be important e.g., in cometary comae [P.
Bergman, E. Wirström; priv. comm.].
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where

β = −gu

gl

[
Aul

c2

2hν3 Iν + Cul exp
(

− hν

kBTk

)]
(2.31)

and
δ = Aul

c2

2hν3 Iν +Aul + Cul . (2.32)

Figure 2.5: Excitation temperature Tex corresponding to the level population
nu/nl of the CO(1 − 0) two-level system as a function of H2 density, calculated
from Eq. (2.34). The population of levels is calculated from Eqs. (2.30) and (2.33).
As can be seen, Tex approaches the assumed background temperature (2.725 K;
dashed blue line) at low densities, but the assumed kinetic temperature (10 K;
dashed red line) at high densities. The shaded orange areas mark the approximate
densities at which the underlying population of levels is dominated by either
radiation or collisions. The vertical dashed black line labelled "ncrit" marks the
critical density of CO(1 − 0), as calculated from Eq. (2.37).

It is furthermore assumed that a steady state is obtained for the energy
level population (dnl/dt = 0). When considering particle conservation, i.e.,
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the requirement that
nl + nu = ntot , (2.33)

Eqs. (2.30) and (2.33) give a system of equations that can be solved for nl and
nu [P. Bergman; priv. comm.].

This is done in the following for the CO(1 − 0) two-level system, which is
characterized by gu/gl = 3, ν = 115.271 GHz, Aul = 7.2 × 10−8 s−1, and γul =
3.2 × 10−11 cm3 s−1 (for collisions with H2 at Tk = 10 K) (Leiden University,
2023; Schöier et al., 2005). The spectral intensity of radiation is assumed to
be described in terms of blackbody radiation at temperature Tbg = TCMB ≈
2.725 K, i.e., Iν = Bν(Tbg), where TCMB is the temperature of the cosmic
microwave background. Level populations are calculated for this system for
ntot = 100 cm−3, Tk = 10 K, and n(H2) ∈ [10, 106] cm−3. The value of n(H2)
determines the collisional de-excitation rate Cul via Eq. (2.27), and eventually,
each value of n(H2) gives a unique level population nu/nl, which is related
to one specific "excitation" temperature Tex via the Boltzmann distribution
(Eq. 1.6) as

nu

nl
= gu

gl
exp
(

− hν

kBTex

)
. (2.34)

Fig. 2.5 shows the change in excitation temperature as a function of H2 density.
As can be seen, Tex approaches Tbg at low densities, but Tk at high densities.
This is due to the fact that in Eqs. (2.31) and (2.32), the terms including Aul
dominate at low densities, whereas the terms including Cul dominate at high
densities. In these two limits, the relative population of levels nu and nl can
therefore be approximated as

nu

nl
≈ gu

gl
exp
(

− hν

kBTbg

)
, (2.35)

and
nu

nl
≈ gu

gl
exp
(

− hν

kBTk

)
, (2.36)

respectively. That is, in the low density limit, the level population is thermal-
ized by the background radiation, while in the high density limit, the level
population is thermalized by collisions between particles in the gas (shaded
orange areas in Fig. 2.5). In intermediate areas, the level population is deter-

41



Chapter 2 Derivation of Molecular Abundances from Observations

mined by a combination of radiation and collisions (Yamamoto, 2017).

In order to observe emission from an interstellar molecule, and to prevent
cooling by radiation, the upper energy level of a specific transition must be
sufficiently populated by collisions. The H2 density necessary to fulfill that
criterion can be estimated (to an order-of-magnitude) by equilibrating the
collision and emission rates, i.e., Cul = Aul. The so-called critical H2 density
then follows from Eq. (2.27) as

ncrit(H2) = Aul

γul
(2.37)

(Yamamoto, 2017). The critical H2 density for the CO(1−0) two-level system
is plotted as the vertical dashed black line in Fig. 2.5. Critical densities can
be directly related to the typical spatial distribution of observed emission for
certain interstellar molecules. For example, the J = 1 − 0 transitions of HCN
has a spontaneous emission coefficient of 2.4 × 10−5 s−1 and a collisional rate
coefficient of 2.4×10−11 cm3 s−1. Therefore, the critical density of HCN(1−0)
is ∼ 1 × 106 cm−3, as compared to ∼ 2 × 103 cm−3 for CO(1 − 0). This means
that CO(1 − 0) emission can arise from regions with far lower density com-
pared to HCN(1 − 0) (Yamamoto, 2017).

The described excitation and de-excitation processes can be directly trans-
ferred to multi-level systems, as is done in sections 2.3.4 and 2.3.5. Thereby,
the set of allowed collisional transitions is always larger than the set of allowed
radiative transitions, because collisional transitions are not confined by strict
selection rules.

2.3.2 Local Thermodynamic Equilibrium
Assuming a system of molecules of the same kind and a large number of energy
levels (i.e., a multilevel system), we can separate three possible equilibrium
cases:

(1) statistical equilibrium,

(2) thermal equilibrium,

(3) thermodynamic equilibrium.
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In each of these cases, no net change is observed in the total energy level
population over time, i.e., there is a constant number of molecules in each
energy level i, giving dni/dt = 0. Then, each pair of energy levels nu/nl is
characterized by an excitation temperature Tex, according to Eq. (2.34). If the
excitation temperature changes from one level pair to another, the system is
in statistical equilibrium. If, on the other hand, the excitation temperature
is constant for all level pairs, the system is in thermal equilibrium, and the
level population is well described by a Boltzmann distribution (Eq. 1.6) at
that temperature. The system is furthermore in thermodynamic equilibrium,
if the constant temperature is equal to the thermodynamic temperature T of
the system. It is common to separate a large system into subsystems, and to
allow for variations in e.g., temperature and pressure between the subsystems,
while assuming that each subsystem for itself is in so-called local thermody-
namic equilibrium (LTE).

Based on the above definitions, both the low-density and high-density limits
introduced in the previous section via Eqs. (2.35) and (2.36), respectively, are
describing systems in thermal equilibrium. In the low-density limit, where
the level population is determined by the radiation background temperature
Tbg, the thermal equilibrium can be further specified as a radiative equilib-
rium. Systems in the high-density limit, characterized by the (H2) kinetic
temperature Tk of the system, are often assumed to be not only in thermal
equilibrium but in (local) thermodynamic equilibrium. Therefore, whenever
discussing "LTE conditions" in the following text, it will be assumed that
Tex = Tk = T . However, because this equality is often just an approximation,
I will not make the replacements in the equations. Furthermore, whenever
discussing "non-LTE conditions", I am referring to conditions in which a sys-
tem is neither in thermodynamic nor in thermal equilibrium, but in statistical
equilibrium, i.e., to conditions in which Tex must be considered as a variable.
It should be however noted that the possibility of having thermal equilibrium
is not strictly excluded from the term "non-LTE conditions", when considering
that a system can be in thermal equilibrium without being in thermodynamic
equilibrium.

In astrochemical studies of molecular clouds, it is common to start from the
assumption of LTE conditions. However, if LTE conditions are evidently not
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met for a molecular species in a certain source region, non-LTE treatments
must be considered7. As will be discussed in section 2.5.4, the population
diagram method can be used as an indicator if LTE conditions are met. In
general, the distinction between LTE and non-LTE conditions is crucial for
the analysis and modelling of spectral line data, and will be discussed further
at various places in the following sections.

2.3.3 Maser Emission

Usually, the lower energy level of a pair of levels is higher populated than
the upper level, giving nugl/nlgu < 1. However, for certain level pairs and
under specific conditions, the upper level can become higher populated than
the lower level, i.e., nugl/nlgu > 1, which is called population inversion. This
arises from highly non-LTE conditions because, according to Eq. (2.34), an
inverted population always corresponds to a negative excitation temperature.
Population inversion results in an exponential amplification of stimulated
emission by the background radiation, and the corresponding phenomenon is
known as microwave amplification of stimulated emission of radiation (maser).
However, population inversion only occurs for certain molecules, for a limited
number of level pairs, and in a limited range of physical conditions. Therefore,
maser emission, though very bright, often originates from localized source re-
gions. In the interstellar medium, maser emission has been observed for some
transitions of e.g., OH, SiO, H2O, H2CO, and CH3OH (Yamamoto, 2017).

2.3.4 Multilevel Systems at LTE Conditions

At LTE conditions, the energy level population of a multi-level system is
simply described in terms of a Boltzmann distribution at (thermodynamic)
temperature T = Tex, which is often assumed as the (H2) gas kinetic tem-
perature Tk in a molecular cloud setting. Thereby, the population ni of the
energy level with energy Ei relative to the population nj of another energy
level with Ej < Ei, as well as relative to the total particle population ntot is

7Because excitation and de-excitation rates are highly species-dependent, it can differ from
species to species if LTE conditions are met or not.
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respectively determined from Eqs. (1.6) and (1.1), written slightly adjusted as

ni

nj
= gi

gj
exp
(

− hν

kBTex

)
(2.38)

and
ni

ntot
= gi

Qrot
exp
(

− Ei

kBTex

)
, (2.39)

where Qrot is the so-called rotational partition function, defined via Eq. (1.5)
as

Qrot =
∑

i

gi exp
(

− Ei

kBTex

)
. (2.40)

Figure 2.6: Left: rotational energy level diagram of the prolate rotor methyl
acetylene (CH3CCH), created from tabulated values in CDMS (Cologne Database
for Molecular Spectroscopy; https://cdms.astro.uni-koeln.de/; Müller et al.,
2001, 2005), and showing energy levels with E(J, K) < 175 K. Right: equilibrium
energy level population, calculated from Eq. (2.39) for two different excitation
temperatures Tex, i.e., 30 K (orange marks) and 50 K (red marks). Credit: P.
Bergman (OSO) for providing the Python-code used to create this plot.
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The left panel of Fig. 2.6 shows the rotational energy level diagram of methyl
acetylene (CH3CCH) for energy levels with E(J,K) < 175 K. Furthermore,
the right panel shows the equilibrium population of energy levels, calculated
from Eq. (2.39) for two different excitation temperatures Tex, i.e., 30 K (or-
ange marks) and 50 K (red marks). As can be seen, higher energy levels get
populated at the expense of lower energy levels as the temperature increases.
Because the population in a certain upper level is directly proportional to the
emission rate of photons during transitions u → l, the equilibrium tempera-
ture directly affects the set and relative strengths of observable spectral lines
(see discussion of the population diagram method in section 2.5.4). In the par-
ticular case shown in Fig. 2.6 (right) for 30 K, the level population is narrow
and concentrated in the lower energy level range. This leads to a relatively
small set of observable spectral lines with comparatively high individual in-
tensities. On the other hand, at 50 K, the level population is broader, leading
to a larger set of spectral lines with lower individual intensities. That is, the
total intensity of CH3CCH emission gets distributed over a larger number of
spectral lines with increasing temperature. However, under the assumption of
thermal radiation, the total intensity is still increasing with increasing tem-
perature.

2.3.5 Multilevel Systems at non-LTE Conditions
Assuming that the system of molecules is neither in LTE nor in thermal equi-
librium, but in statistical equilibrium (SE), each pair of energy levels in the
total energy level population has its own characteristic excitation tempera-
ture, according to Eq. (2.34). In this case, there is no trivial, analytical way
to determine the total energy population for a (rotational) energy level sys-
tem. Instead, numerical approaches have to be used that aim to solve a set of
differential equations, where each equation is similar to the one stated for the
two-level system (Eq. 2.29). The basic principle is the same: each equation
considers the change in the population of one level over time according to the
rates of radiative and collisional transitions. However, in the case of a mul-
tilevel system, there are a multitude of possible excitation and de-excitation
processes, especially considering that significant collisional transitions can be
caused between many pairs of levels. Most basically, assuming a total number
of N energy levels and a radiation source with spectral intensity Iν to interact
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with the molecules, the set of differential equations to be solved can be written
compactly as

dni

dt =
N∑

j ̸=i

njPji − ni

N∑
j ̸=i

Pij = 0 , (2.41)

where

Pij =
{
Aij +BijIν + Cij , if i > j

BijIν + Cij , if i < j
(2.42)

(Rybicki and Hummer, 1991; van der Tak et al., 2007). In the case of a
multilevel system and a total number of molecules ntot, particle conservation
requires that

N∑
i

ni = ntot . (2.43)

It will be discussed in section 2.4.5 how the above set of equations can be
implemented into physical models describing the radiation intensity from cold
molecular cloud sources at non-LTE conditions.

2.4 Observing Radiation From Cold Molecular
Clouds

Molecules in cold molecular cloud environments are emitting radiation as spec-
tral lines over narrow frequency intervals. In order to analyse the abundances
of molecules in a certain source region, the emitted spectral intensity Iν from
that source must be captured with a radio telescope in a certain bandwidth.
Some background to the measurement and calibration of radio signals is given
in section 2.4.1, focusing on observations with single-dish telescopes. An in-
troduction to the radiative transfer equations used to describe the intensity
from a source is then given in section 2.4.2. Afterwards, the equations for
the description of spectral line radiation are specified in section 2.4.3. Lastly,
sections 2.4.4 and 2.4.5 are covering the treatment and interpretation of spec-
tral line radiation for the cases of having molecules at LTE and non-LTE
conditions, respectively.
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2.4.1 Temperature Intensity Scale and Instrumentation
Effects

Radio astronomers are often operating in the limit hν ≪ kBT , such that the
received intensity Iν from a source can be well described by the Rayleigh-Jeans
approximation (Eq. 1.10) (Condon and Ransom, 2016; Yamamoto, 2017). By
using this relation, the source intensity at a certain frequency ν can also be
expressed in terms of the corresponding source temperature TS as

TS(ν) = Iνc
2

2kBν2 . (2.44)

However, when measured with a radio antenna, the source signal is superim-
posed on signals from the cosmic microwave background (TCMB), other radio
background sources in the sky (Tsky), the atmosphere (Tatm), the ground be-
neath the antenna (Tground), and the receiver system (TRX)8. The overlay of
the measured signals is what defines the total system temperature, i.e.,

Tsys = TS + TCMB + Tsky + Tatm

[
1 − eτatm

ν

]
+ Tground + TRX + . . . , (2.45)

where τatm
ν is the optical depth of the atmosphere at frequency ν (Condon

and Ransom, 2016). Of course, the system temperature and all contributions
to it are frequency-dependent, but for simplicity, this dependence is neglected
in the notation above. The system temperature further defines the RMS (root
mean square) noise temperature σT , which is approximately given by the ideal
radiometer equation as

σT ≈ Tsys√
∆νtint

, (2.46)

where tint is the integration time, and ∆ν is the bandwidth (Condon and
Ransom, 2016). As can be seen, the system noise can be largely reduced by
using longer integration times. In addition, different calibration and switching
methods are used to minimize the effects from distracting signals, and to filter
out the desired source signal.

When targeting an astronomical source with a telescope inside of Earth’s

8Additional noise sources arise from artificial radio frequency interference (RFI) from e.g.,
television, radio, and mobile network.
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atmosphere, the source signal gets attenuated by the optical depth of the
atmosphere at the observed wavelength. However, the optical depth is not
strictly constant, but changes over time due to short-term changes in atmo-
spheric conditions, including temperature, pressure, and humidity. An inte-
gral part of all observation runs is therefore the repeated determination of
those parameters, followed by the calibration of the receiver system to the
determined values. Thereby, the intervals between calibration measurements
depend on the actual weather conditions. In radio astronomy, a common cal-
ibration method is the so-called chopper-wheel method (Jewell, 2002; Wilson,
2013).

In Eq. (2.45), the contribution from the receiver system is commonly mini-
mized by cooling it to cryogenic temperatures. Effects from the CMB, other
radio background sources, the atmosphere, and the ground, are furthermore
minimized by using different switching methods like position-switching, beam-
switching, and frequency-switching. In position- and beam-switching, the sig-
nal from a reference position at a certain offset from the source is measured in
repeating intervals during an observation run, and then subtracted from the
source signal. Thereby, the offset to the source position must be large enough
such that it is completely free of any target radiation. In position-switching,
the main reflector of the telescope is moved to switch between both positions,
while in beam-switching, only the sub-reflector is moved. Therefore, the offset
can be arbitrary in position-switching, but is limited in beam-switching due
to mechanical reasons. The switching is faster and more stable with beam-
switching, but the maximum offset must be considered when observing very
extended sources. It is common to observe the same time on-source and off-
source. In frequency switching, the center frequency is switched to an offset
frequency for half of the observation time, and the spectra observed at the off-
set frequency are then subtracted from those observed at the center frequency.
This switching method can save plenty of observation time as the spectra at
offset frequency still contain the signal and can be integrated together with
the spectra at center frequency after some processing. However, this method
is most suitable for observations of a limited number of known target signals,
because there is otherwise the risk of loosing signal during subtraction [E.
Wirström, P. Bergman, C. Horellou; priv. comm.].
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The underlying principle in the three switching methods is essentially the
same. That is, during approximately half of the observation time, either the
on-source or on-frequency intensity Ion

ν is measured in a certain bandwidth,
while the remaining observation time is used to observe the off-source or off-
frequency intensity Ioff

ν . The intensity difference

∆Iν = Ion
ν − Ioff

ν (2.47)

is then obtained and converted to the corresponding radiation temperature
TR, which is given as

TR(ν) = ∆Iνc
2

2kBν2 (2.48)

in the Rayleigh-Jeans limit (Mangum and Y.L. Shirley, 2015; Wilson, 2013;
Yamamoto, 2017). This temperature is now very close to the desired source
temperature as would be measured by a radio telescope outside of Earth’s
atmosphere.

It is important to note that the source temperature TS is related to the
spatial extension of the source on the sky via the source solid angle ΩS. That
is, the effective units of source spectral intensity in the temperature scale are
K sr−1. It follows that also the radiation temperature TR measured for a source
against a reference position depends on the solid angle of the source. Thereby,
the source temperature distribution is usually described in terms of a Gaussian
distribution. Furthermore, the actually measured antenna temperature of a
telescope is given as

TA(ν) = Pν

kB
, (2.49)

where Pν is the received spectral power. Essentially, the antenna temperature
is an average over the beam solid angle ΩA, which is frequency-dependent and
has Gaussian shape (see next paragraph). When pointing an antenna at a
source with ΩS, the antenna temperature, radiation temperature, source solid
angle, and beam solid angle are related as

TA(ν)
TR(ν) = ΩS

ΩA(ν) = f , (2.50)

where f is called the filling factor (Condon and Ransom, 2016; Mangum and

50



2.4 Observing Radiation From Cold Molecular Clouds

Y.L. Shirley, 2015; Wilson, 2013). That is, if a source fills the entire antenna
beam, f = 1, and the measured antenna temperature is a good measure of
the source temperature distribution, i.e., TA = TR. On the other hand, if
the source solid angle is smaller than the beam solid angle (e.g., for a point
source), f < 1, and the measured antenna temperature is only a fraction of
the source temperature, i.e., TA = fTR. This effect is commonly called beam
dilution. However, for extended sources in nearby molecular clouds, it can
often be assumed that f = 1 (Wilson, 2013). Nevertheless, the effect of beam
size must be considered with care when dealing with e.g., emission from more
complex molecules that might originate from only a small sub-region of a
source, or with maser emission, which always originates from very small sub-
regions (see section 2.3.3) [E. Wirström, P. Bergman; priv. comm.]. Choosing
a single-dish telescope with a higher angular resolution (smaller beam) or an
interferometer can be appropriate in such cases.

Figure 2.7: Left: field pattern f(l) of a parabolic reflector, calculated from
Eq. (2.51). Right: power pattern P (l) = f2(l) of a parabolic reflector.

The beam size of a single-dish antenna is derived from the power pattern of
a parabolic reflector, which is given by the square of the electric field pattern.
Assuming a cosine-tapered illumination by incoming plane waves from a far
distant source, the electric field pattern of a parabolic reflector can be written
as

f(l) = cosπl
1 − 4l2 , (2.51)

where l is a measure of the reflection angle at different points of the reflector
(Condon and Ransom, 2016). Fig. 2.7 shows a plot of the field pattern (left),
and the corresponding power pattern P (l) = f2(l) (right). The beam size θ
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(in radian) is commonly expressed in terms of the so-called half-power beam
width (HPBW), which can be approximated as

θHPBW(λ) ≈ 1.2 λ

D
, (2.52)

where λ is the wavelength of incoming radiation, and D is the aperture diam-
eter (Condon and Ransom, 2016). The half-power beam width is indicated
by the red dashed line in Fig. 2.7 (right). It can be furthermore shown that a
two-dimensional Gaussian beam covers a solid angle of approximately

ΩA(λ) ≈ 1.133 θHPBW(λ)2 (2.53)

(Condon and Ransom, 2016).

There are some further steps and requirements to make sure that the an-
tenna gain G(ν, θ, ψ) (which is directly proportional to the received spectral
power) is always at maximum during observations. First of all, the gain de-
pends on the surface accuracy ηsurf of a parabolic dish, which can of course
not be modified during observations but is set during telescope construction.
If σsurf is the surface error and λ is the wavelength of observation, the surface
accuracy is given by

ηsurf(λ) = exp
[

−

(
4πσsurf

λ

)2]
. (2.54)

Essentially, a radio telescope works reasonably well for wavelengths λ >

16σsurf (Condon and Ransom, 2016) (see Fig. 2.8, left). Another requirement
in order to maximize the gain during an observation is that the telescope is
pointed straight at the source at every time with highest precision. If G0 is
the peak gain of a dish, the fractional gain G/G0 is a function of the pointing
error σpoint, i.e.,

G

G0
= exp

[
−4 ln 2

(
σpoint

θHPBW

)2]
(2.55)

(Condon and Ransom, 2016). Thus, keeping pointing errors within 10 % of
the beam size ensures that the gain G is > 97 % of the peak gain G0 (see
Fig. 2.8, right). Another important definition is the main beam solid angle
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Ωmb, defined via the gain as

Ωmb(ν) = 1
G0

∫
mb
G(ν, θ, ψ) dΩ . (2.56)

Essentially, the main beam is the region in Fig. 2.7 (right) that contains the
principal response out to the first zero. Any responses outside this region are
called sidelobes, or very far from it, stray radiation. The main beam solid
angle is related to the (total) beam solid angle as

ηmb(ν) = Ωmb(ν)
ΩA(ν) , (2.57)

where ηmb is called the main beam efficiency. With the definition of main
beam efficiency, the measured antenna temperature is usually converted to
the so-called main beam temperature

Tmb(ν) = TA(ν)
ηmb(ν) , (2.58)

which then provides a better estimate for the actual source temperature (Con-
don and Ransom, 2016).

Figure 2.8: Left: surface accuracy ηsurf of a parabolic dish, calculated from
Eq. (2.54). A radio telescope works reasonably well for λ > 16σsurf . Right:
fractional gain G/G0 of a telescope as a function of pointing error σpoint.
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2.4.2 Radiative Transfer and Source Intensity
The intensity from a cold molecular cloud source is conceptually defined via
the equations of radiative transfer. Then, it is assumed that the cloud interacts
with some background radiation field, having spectral intensity Iν = Bν(Tbg).
Upon entering the molecular cloud, the background radiation will start to in-
teract with molecules inside the cloud by means of absorption and stimulated
emission, causing transitions between energy levels and the absorption and
emission of photons. In addition, the molecules release photons by means of
spontaneous emission. Furthermore, collisions between molecules and other
particles in the cloud lead to further transitions between energy levels (com-
pare section 2.3). Thereby, every emitted photon in the cloud can interact
with molecules in between the position of release and the edge of the cloud,
leading to a non-trivial chain of absorption and emission processes. The effec-
tiveness of these processes depends on the composition and physical conditions
(largely density and temperature) of the cloud, but can be generally quantified
in terms of the absorbance αν (m−1) and the emissivity ϵν (W Hz−1 sr−1 m−3),
that are both position-dependent. With these two parameters, any change in
spectral intensity dIν of the radiation due to absorption and emission along
an infinitesimal propagation dx in the cloud can be written as the following
radiative transfer equation:

dIν(x) = −αν(x)Iν dx+ ϵν(x) dx . (2.59)

The spectral intensity Iν emerging from the cloud at x = L can be obtained
by integration of Eq. (2.59) over all positions x along the path through the
cloud, i.e.,∫ L

0
dIν(x) = Iν(L) − Iν(0) =

∫ L

0

[
−αν(x)Iν + ϵν(x)

]
dx , (2.60)

from which it follows that

Iν(L) = Iν(0) +
∫ L

0

[
−αν(x)Iν + ϵν(x)

]
dx . (2.61)

This means that the spectral intensity at x = L is given by the initial spec-
tral intensity of the background plus an integral factor taking into account
the absorption of incoming radiation by molecules in the cloud as well as the
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intrinsic emission of the molecules.

It is common to rewrite Eq. (2.59) in terms of the so-called source function
Sν with dimensions of spectral intensity (W Hz−1 sr−1 m−2) as well as the
(differential) optical depth dτν (dimensionless), respectively defined as

Sν(x) = ϵν(x)
αν(x) (2.62)

and
dτν(x) = αν(x) dx . (2.63)

Assuming a physically and chemically homogeneous medium inside the cloud,
both the emissivity and the absorbance as well as the source function and
differential optical depth do not longer depend on position, but are constant
everywhere, i.e.,

Sν = ϵν
αν

(2.64)

and
dτν = αν dx . (2.65)

Dividing now both sides of Eq. (2.59) by αν while inserting Eqs. (2.64) and
(2.65) yields

dIν = −Iν dτν + Sν dτν . (2.66)

The integration to derive the final spectral intensity is therefore no longer over
position but over optical depth τν , i.e.,∫ τL

ν

0
dIν , (2.67)

where τL
ν is the optical depth at x = L, defined as

τL
ν = ανL , (2.68)

while, in general, the optical depth at any depth x into the cloud is defined as

τν = ανx , (2.69)

such that the initial optical depth at x = 0 is zero.
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Figure 2.9: When background radiation with spectral intensity Iν(0) = Bν(Tbg)
enters a molecular cloud at x = 0, it starts to interact with molecules via ab-
sorption and stimulated emission. The source function Sν considers the ratio of
emissivity ϵν and absorbance αν at a certain position. Based on the optical depth
τν of the medium, Eq. (2.74) calculates the final spectral intensity Iν(L) coming
from the cloud at x = L, taking into account all possible processes of emission,
absorption, and re-absorption.

The integration in Eq. (2.67) is approached by first moving Iν dτν in Eq. (2.66)
to the left while multiplying by the integration factor exp(τν), i.e.,

eτν

[
dIν + Iν dτν

]
= eτνSν dτν (2.70)

eτν dIν + eτν Iν dτν = eτνSν dτν (2.71)

d
[
eτν Iν

]
= eτνSν dτν (2.72)
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Integrating the last equation from the starting point τν = 0 at x = 0 with
initial value I0

ν gives∫ τL
ν

0
d
[
eτν Iν

]
= eτL

ν Iν(L) − Iν(0) =
∫ τL

ν

0
eτνSν dτν , (2.73)

which can be rearranged to give

Iν(L) = Iν(0) e−τL
ν +

∫ τL
ν

0
e−[τL

ν −τν ]Sν dτν . (2.74)

That is, each slab dτν contributes Sν dτν exp
(

−
[
τL

ν − τν

])
to the emitted ra-

diation, where Sνdτν corresponds to the intrinsic emission of molecules in the
cloud and exp

(
−
[
τL

ν − τν

])
corresponds to the attenuation of this radiation

by molecules in between the emitting slab and the edge of the cloud at x = L

(see Fig. 2.9) (Draine, 2011). Assuming that the source function is constant
under the integration, Eq. (2.74) simplifies to

Iν(L) = Iν(0) e−τL
ν + Sν

[
1 − e−τL

ν

]
(2.75)

= Bν(Tbg) e−τL
ν + Sν

[
1 − e−τL

ν

]
(2.76)

where the last expression describes the case in which Iν(0) can be approx-
imated as the spectral intensity of a blackbody at background temperature
Tbg (Eq. 1.8). The above equations are of course valid at any depth x into
the cloud, and in the following, the specification "L" will therefore be removed
when writing the optical depth τν and spectral intensity Iν .

2.4.3 Spectral Line Radiation

The above equations of radiative transfer are valid for both continuum radi-
ation over a large bandwidth as well as spectral line radiation. In general,
spectral lines are associated with a drastic change of emission and absorption
properties over very small frequency intervals (van der Tak et al., 2007). In
the following, the focus will be on spectral line radiation, and in particular,
spectral line emission.
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When the focus is on the description of spectral line radiation, the ab-
sorbance and the emissivity are defined as

αν = hν

4π (nlBlu − nuBul)ϕ(ν) (2.77)

and
ϵν = hν

4πnuAulϕ(ν) , (2.78)

respectively (van der Tak et al., 2007; Yamamoto, 2017). nu and nl are the
populations of an arbitrary pair of upper and lower energy levels at a certain
position x on the path through the cloud. Furthermore, ϕ(ν) is the spectral
line profile, satisfying the normalization relation∫

ϕ(ν)dν = 1 (2.79)

(Yamamoto, 2017). Here, it is assumed that the line profiles for stimulated
absorption, stimulated emission, and spontaneous emission are the same. In
the ISM, spectral lines are predominantly affected by Doppler broadening
(van der Tak et al., 2007) (see section 2.2.3), such that they can be well
approximated as Gaussians. With the above definitions of absorbance and
emissivity, as well as the relations between the Einstein coefficients (Eqs. 1.20
and 1.21), the source function (Eq. 2.64) becomes

Sν = ϵν
αν

= nuAul

nlBlu − nuBul
= 2hν3

c2

[
nl

nu

gu

gl
− 1
]−1

, (2.80)

which is independent of the spectral line profile. Assuming statistical equilib-
rium (SE), the energy levels are populated according to Eq. (2.34), i.e.,

nu

nl
= gu

gl
exp
(

− hν

kBTex

)
.

For the SE case, the source function can therefore be written as

Sν = 2hν3

c2

[
exp
(

hν

kBTex

)
− 1
]−1

. (2.81)
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For a system in thermal equilibrium, it is furthermore true that

Sν = Bν(Tex) (2.82)

(see Eq. 1.8), which requires that the source function respective the spectral
intensity of a blackbody can be described by a constant temperature Tex at
all frequencies. However, in SE, the value of Tex differs with frequency, i.e.,
from one transition (or spectral line) to another (see section 2.3.2).

Using the relations between the Einstein coefficients, it can be furthermore
found that the absorption coefficient can also be expressed as

αν = c2

8πν2
gu

gl
nlAul

(
1 − gl

gu

nu

nl

)
ϕ(ν) , (2.83)

and at SE, this can be written as

αν = c2nuAul

8πν2

[
exp
(

hν

kBTex

)
− 1
]
ϕ(ν) . (2.84)

Based on the general definition of optical depth (Eq. 2.69), the optical depth of
a spectral line in the frequency interval defined by the line profile is obtained
by integration of the absorbance over the path length through the source, i.e.,

τν =
∫ L

0
αν(x) dx (2.85)

= c2Aul

8πν2

[
exp
(

hν

kBTex

)
− 1
]
ϕ(ν)

∫ L

0
nu(x) dx (2.86)

= c2NuAul

8πν2

[
exp
(

hν

kBTex

)
− 1
]
ϕ(ν) . (2.87)

Here, Nu is introduced as the upper level column density, which will be im-
portant again in section 2.5.1. Furthermore, with the normalization relation
in Eq. (2.79), integration over the line profile yields the total optical depth
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associated with the spectral line, i.e.,∫
τν dν = c2NuAul

8πν2

[
exp
(

hν

kBTex

)
− 1
]
. (2.88)

2.4.4 LTE Conditions

For the case of having LTE conditions, the source function for spectral line ra-
diation can simply be written as Sν = Bν(Tex) (Eq. 2.82), where it is assumed
that Tex = Tk = T . Inserting this into Eq. (2.76) gives

Iν = Bν(Tbg) e−τν +Bν(Tex)
[
1 − e−τν

]
. (2.89)

That is, at LTE conditions, the spectral intensity of a molecular cloud source
at a certain frequency ν can be described solely in terms of the (H2) kinetic
temperature Tk = Tex, the background temperature Tbg, and the cloud optical
depth τν .

When carrying out observations towards a molecular cloud source, and as-
suming that the cloud is at LTE conditions, the above definition of spectral
intensity can be used to specify the expression for the radiation intensity in
Eq. (2.48). Essentially, the measured on-source/on-frequency intensity Ion

ν is
then given by Eq. (2.89), while the off-source/off-frequency intensity Ioff

ν can
simply be taken as

Ioff
ν = Bν(Tbg) . (2.90)

Therefore, the measured intensity difference ∆Iν between both positions is

∆Iν = Ion
ν − Ioff

ν =
[
Bν(Tex) −Bν(Tbg)

][
1 − e−τν

]
(2.91)

(Mangum and Y.L. Shirley, 2015; Yamamoto, 2017). Here, it is common to
introduce the Rayleigh-Jeans equivalent temperature of blackbody radiation
intensity as

Jν(T ) = Bν(T )c2

2kBν2 = hν

kB

[
hν

kBT
− 1
]−1

, (2.92)

where Bν(T ) is given by Planck’s law (Mangum and Y.L. Shirley, 2015), i.e
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Eq. (1.8). It then follows that Eq. (2.91) can be rewritten as

∆Iν = 2kBν
2

c2

[
Jν(Tex) − Jν(Tbg)

][
1 − e−τν

]
. (2.93)

In the Rayleigh-Jeans limit, the measured radiation temperature TR can then
be defined as

TR(ν) = ∆Iνc
2

2kBν2 =
[
Jν(Tex) − Jν(Tbg)

][
1 − e−τν

]
. (2.94)

Under the assumption of LTE conditions, and by considering the beam filling
factor f (Eq. 2.50), the relation to the measured antenna temperature is

TA(ν) = fTR(ν) = f
[
Jν(Tex) − Jν(Tbg)

][
1 − e−τν

]
. (2.95)

2.4.5 Non-LTE Conditions
In order to solve the radiative transfer equations for the case of an underlying
SE population of energy levels, 2D or 3D numerical models for the considered
physical setting must be employed. If the considered source can be assumed
to be spherically symmetric, 2D models are sufficient. In the following, the
focus will be on the ALI (accelerated lambda iteration) 2D radiative transfer
(RT) model by P. Bergman (OSO). Towards the end of this section, different
models, approaches, and approximations are briefly discussed. In astrochem-
ical studies, RT models are commonly used to estimate line intensities of a
source before an observation, or to calculate molecular column densities for
the non-LTE case, as discussed in section 2.5.5.

The ALI model is a 2D model that assumes a spherically symmetric molec-
ular cloud source with radius R, internally separated into a number of shells,
and interacting with a background radiation field Bν(Tbg)9. For simplicity,
it is assumed that the cloud only consists of H2 and a target molecule "mol",
and that it has kinetic temperature Tk, volume density n(H2), and abundance
X(mol) = n(mol)/n(H2). The effect of dust opacity (i.e., absorbance) κd can
be included as well, in which case a total source function must be formulated

9It is also possible to consider another blackbody source at the center of the cloud, in
order to model the effect of e.g., a protostar.
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that takes into account the combined effects of absorbance by molecules and
dust. Many of the physical conditions, like temperature, density, and abun-
dance, can be described with constants or with gradients. The major goal of
every non-LTE RT model is to obtain the energy level population of the target
molecule at every position r in a source. According to Eqs. (2.80), (2.83), and
(2.85), the level population can then be used to determine the source function
Sν(r), the absorbance αν(r), and the optical depth τν(r), respectively. Even-
tually, these parameters are used as the input for the RT equations introduced
in section 2.4.2.

Figure 2.10: Spherically symmetric molecular cloud source (see text for expla-
nations). Credit: P. Bergman (OSO).

With a few simple approximations, the number of positions to consider de-
creases significantly [P. Bergman; priv. comm.] (compare Fig. 2.10). First of
all, based on the assumption that the cloud is spherically symmetric, only posi-
tions in one half of a circle, and only one position per shell must be considered
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(if it is assumed that each shell is physically and chemically homogeneous).
For simplicity, these positions can be taken to be points along a line through
the center of the cloud (e.g., points along the z-axis), where the number of
points is then given by the number of shells. The level population at every
point (0, z) is affected by the absorption and emission of photons, i.e., by the
level populations, at other surrounding positions (y, z). To obtain the level
population at exemplary point (0, r), different paths at different possible an-
gles are considered (dashed lines), through which that point receives radiation
from other parts of the cloud. Along every path, is is assumed that the ini-
tial radiation intensity is the background intensity Iν(0) = Bν(Tbg) ("ibg" in
Fig. 2.10). When first entering the cloud, and along with particle collisions,
the background radiation will produce a certain level population at a point
(y, z) close to the edge, according to Eq. (2.41), written slightly adjusted as

d
dtni(y, z) =

N∑
j ̸=i

nj(y, z)Pji − ni(y, z)
N∑

j ̸=i

Pij = 0 , (2.96)

where now

Pij =
{
Aij +BijIν(0) + Cij , if i > j

BijIν(0) + Cij , if i < j .
(2.97)

The level population gives the values of Sν(y, z), αν(y, z), and τν(y, z), which
gives a certain radiation intensity Iν(y, z), according to Eq. (2.75), written
slightly adjusted as

Iν(y, z) = Iν(0) e−τν (y,z) + Sν(y, z)
[
1 − e−τν (y,z)

]
(2.98)

This intensity is then used as the "background intensity" Iν(0) for the next
point (y, z) along the considered path, and so forth until reaching point (0, r).
At that point, the average intensity J̄ν(0, r)10 considering all paths to that
point, is then obtained by integration over solid angle Ω, i.e.,

J̄ν(0, r) = 1
4π

∫
Iν(y, z) dΩ . (2.99)

10Not to be confused with the Rayleigh-Jeans equivalent temperature Jν(T ).
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The final level population at that point is then obtained as

d
dtni(0, r) =

N∑
j ̸=i

nj(0, r)Pji − ni(0, r)
N∑

j ̸=i

Pij = 0 , (2.100)

with

Pij =
{
Aij +Bij J̄ν(0, r) + Cij , if i > j

Bij J̄ν(0, r) + Cij , if i < j .
(2.101)

Of course, the equations above are written for the particular point (0, r),
but can be written more generally for an arbitrary position r as

d
dtni(r) =

N∑
j ̸=i

nj(r)Pji − ni(r)
N∑

j ̸=i

Pij = 0 , (2.102)

with

Pij =
{
Aij +Bij J̄ν(r) + Cij , if i > j

Bij J̄ν(r) + Cij , if i < j ,
(2.103)

where
J̄ν(r) = 1

4π

∫
Iν(r′) dΩ , (2.104)

with
Iν(r′) = I ′′

ν e−τν (r′) + Sν(r′)
[
1 − e−τν (r′)

]
. (2.105)

In the last equation, r′ symbolizes another position at a given distance from
r, while I ′′

ν symbolizes the received spectral intensity at r′, obtained at a pre-
vious position r′′. Thereby, r, r′, and r′′ are lying on a line connecting the
outside of the cloud with point r.

In order to obtain a consistent statistical equilibrium (SE) throughout the
cloud, the above equations must be solved iteratively, and simultaneously for
all considered positions and a number of angles. This process can be separated
into three major steps:

(1) Assume LTE conditions at a constant excitation temperature Tex, giving
the initial level populations nini

i in all shells.

(2) Solve the set of SE and RT equations (Eqs. 2.102 – 2.105) to obtain J̄ν in
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every shell.

(3) Calculate new level populations nnew
i based on J̄ν .

Then, steps (2) and (3) are repeated until convergence, i.e., until the differ-
ence between nnew

i and nold
i is smaller than a considered boundary value11 [P.

Bergman; priv. comm.]. The accelerated lambda iteration (ALI) method is a
way to speed up the underlying matrix manipulations (Rybicki and Hummer,
1991). Eventually, the consistent level populations give values for the source
function Sν and optical depth τν in all shells, which can be used to model
the spectral intensity coming from the cloud via the RT Eq. (2.76), i.e., by
integration along lines through the cloud.

Alternative models exist for both simpler and more complex considerations.
For example, in the non-LTE RT model RADEX, the direct interdependences
of level populations and radiation intensities in different parts of the cloud are
neglected. Instead, a global average intensity J̄ν is obtained by considering a
geometrically averaged photon escape probability β, such that

J̄ν = Sν(1 − β) . (2.106)

Essentially, β depends on the optical depth of the medium and takes differ-
ent values for different approximations and geometries (van der Tak et al.,
2007). An often used approximation is the so-called large velocity gradient
(LVG) model, in which it is assumed that velocity gradients in the cloud are
sufficiently high such that a released photon will not interact with molecules
in between its point of release and the edge of the cloud. In that exemplary
case,

βLVG = 1 − e−τν

τν
(2.107)

(de Jong et al., 1980; Gußmann, 1979; van der Tak et al., 2007), such that
βLVG → 1 if τν ≪ 1, but βLVG ≈ 1/τν → 0 if τν ≫ 1. That is, the escape
probability approaches unity for low optical depths, but assumes small values
for high optical depths12. On the other hand, a more complex treatment is
11In practice, and for a smooth convergence, the current level population is often taken as

(nnew
i + nold

i )/2.
12As will be discussed in section 2.5.3, these two cases define so-called optically thin and

optically thick conditions, respectively.
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provided in e.g., the non-LTE RT model LIME, which is a 3D model that can
treat asymmetrical source geometries (Brinch and Hogerheijde, 2010).

2.5 Column Density Calculation

The column density of an ISM molecule is a measure of its number density per
unit area along a path through the source region. Most basically, if n(mol) is
the number volume density of molecule "mol", the column density is defined
as

N(mol) =
∫ L

0
n(mol) dx . (2.108)

Knowledge about the true physical depth L of a source is often limited, which
means that in such a case, only the column density of a molecule can be derived
from astronomical observations. However, it is possible to calculate relative
abundances for different molecules by comparing their measured column den-
sities, and assuming their spatial distribution is the same. In the following,
I will first introduce the definition of molecular column density based on the
definitions of absorbance and optical depth (section 2.5.1). Afterwards, I will
discuss the cases of having optically thin and optically thick spectral lines
(sections 2.5.2 and 2.5.3, respectively). The population diagram method is
then introduced as an alternative way to derive molecular column densities
(section 2.5.4). Finally, I will discuss the calculation of column densities for
non-LTE conditions (section 2.5.5).

2.5.1 Absorbance, Optical Depth, and Column Density

The basic expression for the total column density Ntot of a molecule can
be derived from the relation between the absorbance and optical depth of
a spectral line, as well as the further related (total) number of molecules in
an upper energy level Nu (Mangum and Y.L. Shirley, 2015; Yamamoto, 2017).

The upper level column density Nu has been already introduced as a pa-
rameter in Eq. (2.87). It essentially gives the number of molecules in an upper
energy level per unit area along a line of sight through the cloud. It can be
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obtained by re-arranging Eq. (2.87), giving

Nu = 8πν2

c2Aul

[
exp
(

hν

kBTex

)
− 1
]−1 ∫

τν dν . (2.109)

Assuming statistical equilibrium, the upper level column density of a molecule
is related to its total column density Ntot as

Nu

Ntot
= gu

Qrot
exp
(

− Eu

kBTex

)
(2.110)

(compare Eq. 2.39). Inserting Eq. (2.109) into Eq. (2.110) then gives

Ntot = 8πν2

c2Aul

Qrot

gu
exp
(

Eu

kBTex

)[
exp
(

hν

kBTex

)
− 1
]−1 ∫

τν dν . (2.111)

In the the following sections 2.5.2, 2.5.3, and 2.5.4, it is assumed that LTE
conditions are met for the molecule under consideration.

2.5.2 Optically Thin Case
As a first order approximation, it can often be assumed that the optical depth
of a molecular transition is much smaller than unity. This defines the so-called
optically thin approximation. Essentially, if τν ≪ 1, and if LTE conditions
are assumed, the expression for the measured antenna temperature towards a
source (Eq. 2.95) can be written as

TA(ν) = f
[
Jν(Tex) − Jν(Tbg)

]
τν . (2.112)

Inserting this into the expression for the total column density of a molecule
(Eq. 2.111), yields

N thin
tot = 8πν2

c2Aul

Qrot

gu
exp
(

Eu

kBTex

)[
exp
(

hν

kBTex

)
− 1
]−1

1
f
[
Jν(Tex) − Jν(Tbg)

] ∫ TA(ν) dν ,
(2.113)
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where
∫
TA(ν) dν, i.e., the antenna temperature integrated over the emission

line, is called the integrated intensity. It is allowed to remove the term includ-
ing Jν(T ) from the integral, because it does not vary substantially across the
frequency extent of a typical spectral line (Mangum and Y.L. Shirley, 2015).
Often, Jν(Tex) ≫ Jν(Tbg), in which case Jν(Tbg) can be neglected. However,
in cold sources where Tex is typically not much higher than Tbg, Jν(Tbg) must
be considered (see e.g., discussion in paper A). Essentially, as TA(ν) is an
average over the antenna beam (see section 2.4.1), the derived column density
is also an average over the antenna beam.

2.5.3 Optically Thick Case

If a spectral line is optically thick, i.e., if τν ≫ 1, the total column density ob-
tained with the optically thin approximation underestimates the true column
density of a molecule. It must therefore be corrected by e.g., considering the
optical depth of the line via a (first order) correction factor, i.e.,

Cτ = τν

1 − e−τν
= 1
βLVG

. (2.114)

The total column density obtained from an optically thick line is then given
as

Ntot = CτN
thin
tot (2.115)

(Goldsmith and Langer, 1999; Mangum and Y.L. Shirley, 2015). As can be
seen, the correction factor is the inverse of the photon escape probability β

for the LVG model (Eq. 2.107). This basically means that optically thin and
optically thick conditions directly refer to high respective low photon escape
probabilities, as βLVG → 1 if τν ≪ 1, but βLVG → 0 if τν ≫ 1. One way
to derive the optical depth of a spectral line is by using the so-called double-
isotopologue method, in which the measured intensities of two isotopologues
with a well established interstellar abundance ratio are required (Yamamoto,
2017). Another way is to solve Eq. (2.111) for the optical depth, starting
from an estimated initial value Ntot = N thin

tot , and then using Eqs. (2.114) and
(2.115) to iteratively update the value of Ntot until convergence [E. Wirström;
priv. comm.]

68



2.5 Column Density Calculation

2.5.4 The Population Diagram Method

Another way to derive the total column density of a molecule is by using the so-
called population diagram method (Goldsmith and Langer, 1999; Yamamoto,
2017). To apply that method, the measured intensities of several spectral
lines of the same molecule must be available. The basis of this method is
the fact that, at LTE conditions, the (rotational) energy levels of a molecule
are populated according to a Boltzmann distribution (compare section 2.3.4).
As the emission rate and the resulting intensity of an emission line directly
depend on the number of molecules in an upper energy level nu, it follows that
the relative intensities of a set of spectral lines are constrained by the same
Boltzmann distribution. Assuming LTE conditions, the corresponding upper
level column density can be derived as

Nu = f
8πkBν

2

hc3Aul

(
1 − e−τν

τν

)∫
TA(ν) dν (2.116)

(Goldsmith and Langer, 1999). If the emission fills the beam (i.e., if f = 1),
and if the considered line is optically thin (i.e., if τν ≪ 1), the above expression
becomes

N thin
u = 8πkBν

2

hc3Aul

∫
TA(ν) dν . (2.117)

If the line is optically thick, it has to be treated as discussed before for the
case of total column density (Goldsmith and Langer, 1999).

The total column density is related to the upper state column density by
Eq. (2.110), which can be rearranged to give

ln
(
Nu

gu

)
= ln

(
Ntot

Qrot

)
− Eu

Tex
. (2.118)

This is the equation of a straight line in the Eu – ln(Nu/gu) – plane, which
defines a so-called population diagram (or rotation diagram). The y-intercept
of this line is ln(Ntot/Qrot), while the slope of the line is −1/Tex (Goldsmith
and Langer, 1999; Mangum and Y.L. Shirley, 2015). If integrated intensities
for several lines of the same molecule are available, they can be used to derive
upper state column densities, which can then be plotted in a population di-
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agram (see Fig. 2.11). Thereby, it is of advantage if the corresponding upper
levels have a large separation in Eu.

Figure 2.11: Hypothetical population diagram for perfect LTE conditions. The
four data points are assumed to be calculated from Eq. (2.117) for spectral lines
resulting from transitions u → l with upper level energies Eu/kB of 20 K, 40 K,
60 K, and 80 K. At perfect LTE conditions, the underlying population of energy
levels is described by a single "equilibrium" temperature Tex = Tk, leading to an
equilibrium distribution of spectral line intensities. In that case, the excitation
temperature (sometimes called rotation temperature), is perfectly constrained by
the slope −1/Tex of the fitted line.

At perfect LTE conditions, the data points will fall on a perfect straight
line, due to the fact that the rotational energy levels are populated according
to a Boltzmann distribution at the excitation temperature Tex. In a popula-
tion diagram, the value of Tex can be derived from the slope of the line, and
at perfect LTE conditions, it is equal to the H2 gas kinetic temperature Tk
in the source region. Furthermore, the total column density of the considered
molecule can be derived from the y-intercept. If LTE conditions are not met
for the molecule at hand, the energy level population cannot be described
in terms of a Boltzmann distribution with a single excitation temperature.
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Rather, each pair of energy levels is characterized by an individual excita-
tion temperature (compare section 2.3.5). It follows that the data points in
a population diagram will deviate from a straight line relation at non-LTE
conditions. As follows from the discussion in that section, a set of intensities
for several spectral lines of the same molecule must be measured to clearly
determine if LTE conditions are met.

2.5.5 Non-LTE Conditions
If it is assumed or evident that LTE conditions are not met for a given
molecule, non-LTE radiative transfer (RT) models must be employed. Just as
in section 2.4.5, the focus will be on the ALI model by P. Bergman (OSO). It
is a 2D model assuming a spherically symmetric source geometry. For a given
set of physical and chemical parameters, i.e.,

- background spectral intensity Iν(0),

- cloud radius R,

- H2 gas kinetic temperature Tk,

- H2 volume density n(H2),

- dust opacity κd,

- target molecule abundance X(mol) = n(mol)/n(H2),

the model will calculate local average intensities J̄ν for spherical sub-shells,
based on radiative interactions between different locations in the cloud, as well
as interactions between the background radiation with molecules in the cloud.
Thereby, the values of Tk, n(H2), and X(mol) can be constant or varying with
radius. The final values of J̄ν are the result of a consistent statistical equi-
librium for the molecular energy level populations ni/ntot at all positions in
the cloud. The corresponding values of fractional level populations nu/nl are
then used to determine values for the source function Sν and optical depth τν

in all shells via Eqs. (2.80) and (2.85). Eventually, these values can be used to
obtain the spectral intensity from the model cloud by integration along lines
through the cloud, using the equations of radiative transfer (see section 2.4.2).
Based on the modelled spectral intensity, it can be calculated what the source
radiation temperature TR(ν) and corresponding antenna temperature TA(ν)
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would be, assuming that the source is at a certain distance from Earth and
observed with a telescope in a given bandwidth and with a certain beam size
(see section 2.4.1).

The obtained antenna temperature can be used to create a model spectrum
for the target molecule at the considered conditions, and to calculate inte-
grated intensities

∫
TA(ν) dν for the modelled spectral lines. If a number of

integrated intensities is measured for the source, a χ2 analysis can be carried
out to compare the measured values to the modelled values for a grid of pa-
rameters, most importantly Tk, n(H2), and X(mol). The best fit parameters
then give estimates for the H2 gas kinetic temperature and volume density of
the source. Furthermore, the column density of the target molecule is directly
given via Eq. (2.108) as

N(mol) =
∫ L

0
n(mol) dx ≈ X(mol)n(H2)L , (2.119)

where L is the length of a line through the source. Assuming that a spherical
cloud with radius R is observed with a Gaussian beam with θHPBW ≥ 2R, the
beam-averaged molecular column density ⟨N(mol)⟩ is approximately given as

⟨N(mol)⟩ ≈ f
2
3X(mol)n(H2)2R , (2.120)

where f is the beam filling factor, defined in section 2.4.1 [P. Bergman; priv.
comm.].
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CHAPTER 3

Summary of Included Papers

This chapter provides a brief summary of the published paper this thesis is
based on, i.e., Carl et al. (2023). The paper is attached in part II of this
thesis. In the presented work, we performed a deep search for the two lowest
energy conformers of glycine in the cold dark cloud Barnard 5.
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3.1 Deep Search for Glycine Conformers in
Barnard 5

In the following sections, I will (i) briefly summarize the motivation behind our
search for interstellar glycine (3.1.1), (ii) introduce the studied source region
and the observations (3.1.2), (iii) present the data analysis methods and the
major results (3.1.3), and (iv) discuss some of the major results (3.1.4).

3.1.1 Background and Motivation
Our search for glycine (NH2CH2COOH) is generally motivated by the astro-
biological hypothesis that important biotic molecules such as amino acids and
nucleobases could be delivered to newly formed planets by small impacting
bodies during the late stages of planet formation. It is known from obser-
vations of primitive solar system bodies (meteorites and comets) that they
contain plenty of such biotic molecules, and it is assumed that some of those
molecules could be partly inherited from very early phases of star formation
(see also section 1). This hypothesis is investigated by astronomers since the
late 1970s, when the rotational spectrum of glycine, i.e., the simplest biotic
amino acid, was first assigned in the laboratory. However, despite many ef-
forts to detect glycine in the interstellar medium, it has not yet been clearly
identified.

3.1.2 Source Region and Observations
In our study, we searched for glycine in the cold dark cloud source Barnard
(B)5, which is located in the Perseus molecular cloud at a distance of ap-
proximately 300 pc. B5 has a filament-like structure and contains a region
of ongoing low-mass star formation in the South, including the protostar B5-
IRS1 and several prestellar condensations (Fig. 3.1, left). Using the Onsala
20 m telescope, we made pointed observations towards the so-called methanol
hotspot in the Northern part of B5 (Fig. 3.1, right), ending up with a total
observation time of roughly 150 hours. The hotspot is a cold (< 10 K) and
dense (> 105 cm−3) source, characterized by very high gas phase abundances
of methanol and water. It is located in between two H2 column density peaks,
called East-189 and East-286, which are however not gravitationally bound
objects. As known from previous observations, the complex organic molecules
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(COMs) acetaldehyde (CH3CHO), di-methyl ether (CH3OCH3), and methyl
formate (CH3OCHO) are also present in the gas phase at the hotspot posi-
tion. In addition to that, both the low and high energy conformers of formic
acid, i.e., t(rans)-HCOOH and c(is)-HCOOH, respectively, are detected with
a highly non-equilibrium abundance ratio of c/t-HCOOH ∼ 6 %. This ratio
might result from the fact that the hydrogenation of low energy t-HOCO∗

on ice surfaces (which is expected to be more abundant than its high energy
form c-HOCO∗) is leading to high energy c-HCOOH, and vice versa. Once
desorbed into the gas phase, c-HCOOH formed by this process can drastically
increase the gas phase c/t-HCOOH ratio.

Figure 3.1: Left: Herschel/SPIRE map of the B5 dark cloud at 250 µm
(orange scale and black contours) and IRAM 30 m integrated intensity map
of the A+-CH3OH(30 − 20) transition (white contours in steps of 5σ, with
σ = 50 mK km s−1); the blue crosses depict the positions of B5-IRS1 in the South
and the methanol hotspot in the North. Credit: Taquet et al. (2017). Right:
enlarged view on the B5 methanol hotspot (blue cross), located in between the H2
column density peaks East-189 and East-286. The green, red, and blue circles in
the bottom right corner represent the beam sizes of the OSO 20 m, IRAM 30 m,
and NRO 45 m telescopes at 3 mm, respectively. Credit: Taquet et al. (2017).

We argue that the same principle can lead to an increased formation of
the high energy glycine conformer NH2CH2COOH-II, denoted Gly-II in the
following. The lower energy conformer will be denoted Gly-I. In that scenario,
we assume that glycine is mostly formed on grain surfaces by reactions between
radicals NH2CH2

∗ and HOCO∗, where Gly-II would then be formed from low
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energy t-HOCO∗. We therefore targeted a set of Gly-I and Gly-II transitions
in the frequency range ∼ 70 – 78 GHz, where emission from glycine is expected
to be strongest at low temperatures. Our study is the first to focus on that
lower frequency range. It is important to note that Gly-II not only has a
higher zero-point energy compared to Gly-I, it also has a six times higher
electric dipole moment, and since spectral line intensity is proportional to the
square of the electric dipole moment, this results in strong Gly-II emission,
making it easier to detect at low abundances.

3.1.3 Data Analysis and Results
Neither Gly-I nor Gly-II was detected in our observations towards the B5
methanol hotspot. However, we used a spectral line stacking procedure to de-
rive sensitive upper limits for both conformers. For that, we first made spectral
cut-outs around the targeted Gly-I and Gly-II lines, followed by a conversion
of the intensity axis into a column density axis. We then averaged the result-
ing column density spectra and derived 3-σ upper limit column densities and
abundances. In order to cover a range of possible excitation conditions for
glycine, we calculated three sets of upper limits for excitation temperatures of
5, 7.5, and 10 K, with 7.5 K being the approximate H2 kinetic temperature at
the hotspot. Some indication of possible sub-thermal excitation comes from a
rotation diagram analysis for acetaldehyde (CH3CHO), that we performed in
our study, and that gave an excitation temperature of ∼ 5.7 K. Depending on
the assumed excitation temperature, the ranges of upper limit abundances of
Gly-I and Gly-II w.r.t. H2 are 2 – 5 × 10−10 and 0.7 – 3 × 10−11, respectively.
We estimate the H2 column density at the hotspot as ∼ 1 × 1022 cm−2, based
on HGBS (Herschel Gould Belt Survey) data.

3.1.4 Discussion and Conclusions
We compare the derived upper limit abundances of Gly-I and Gly-II to previ-
ously published upper limits obtained for comparable sources, and find that
our Gly-II upper limits are the most stringent obtained so far, while our
Gly-I upper limits are mostly on the same order than previously obtained val-
ues. We also compare our upper limits to observed gas phase abundances of
other COMs at the hotspot, ranging between ∼ 2 × 10−10 (acetaldehyde) and
∼ 2 × 10−8 (methanol). Based on a total glycine upper limit of 2 – 5 × 10−10,

76



3.1 Deep Search for Glycine Conformers in Barnard 5

we can not rule out that glycine might be present but undetected at the
methanol hotspot. Jiménez-Serra et al. (2016) calculate a detection limit of
∼ 1.5 × 10−11 for glycine in cold sources, which has not yet been reached by
any study searching for glycine in a cold source.
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CHAPTER 4

Work in Progress

There is no doubt that interstellar dust grains and their coupling to the gas
phase play an important key role for the formation and accumulation of pro-
gressively more complex molecules in the interstellar medium. This is proven
by observations of interstellar ices, experiments with interstellar ice analogues
in the laboratory, and theoretical models. This chapter summarizes current
projects, which I am part of, with the goal to add to the overall understanding
of complex organic molecule formation in cold molecular clouds.

Section 4.1.1 first introduces some key concepts and theories related to
COM formation, with a focus on theoretical models. Section 4.2 then gives
an overview about the state and motivation of some running and future ob-
servational projects I am working on, focusing on gas phase COMs in the cold
dark cloud Barnard 5. Finally, section 4.3 summarizes potential future work
up to my PhD thesis.
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4.1 COM Formation in the Cold ISM
As started being discussed in section 1.2, the detection of complex organic
molecules (COMs) such as methanol (CH3OH), acetaldehyde (CH3CHO), di-
methyl ether (CH3OCH3), and methyl formate (CH3OCHO) towards cold
molecular cloud sources has challenged early astrochemical models in which it
was assumed that interstellar COMs are formed during the warm-up phase at
the transition from the prestellar core stage to the protostellar core stage of
star formation. However, state-of-the-art astrochemical models are generally
able to successfully explain the formation of many COMs in low tempera-
ture environments by coupling gas phase chemistry and ice chemistry, with
the latter being prevalent on and in the ice mantles around interstellar dust
grains. However, important details are still not fully understood. In general,
the process of reactive desorption (RD) is a promising candidate to explain
the presence of gas phase COMs in environments that do not allow for efficient
thermal or radiative desorption. The efficiency of this process, which depends
on the considered reaction as well as on the ice surface, has to be studied in
more detail in experiments, which will allow for a more accurate treatment
of this process in models. Based on the concept of RD, one can furthermore
separate between two different scenarios of COM formation at low tempera-
tures. The first assumes efficient formation of COMs at the surface of ices,
followed by RD, while the second assumes the formation of COM precursor
molecules at the surface of ices, followed by RD and the efficient formation of
COMs in the gas phase. Both scenarios are treated in astrochemical models
and will be discussed in the following section 4.1.1. The focus will be on the
models by Vasyunin et al. (2017), who assume efficient gas phase formation
of COMs, as well as the models by Jin and Garrod (2020) and Garrod et
al. (2022), who assume efficient ice surface formation of COMs. Some more
details on possible gas phase and solid state formation routes for methanol,
acetaldehyde, di-methyl ether, and methyl formate are discussed in sections
4.1.2 and 4.1.3. Lastly, some aspects of the discussed models and scenarios
are critically discussed in section 4.1.4.

4.1.1 Gas-Grain Astrochemical Models
Over the past two decades or so, there have been drastic improvements in the
performance and complexity of gas-grain astrochemical models. The models
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can be separated into stochastic Monte Carlo (MC) models and more classical
rate equation (RE) models. The most basic principles are the same in all
types of models (as introduced in section 1.2): a gas phase particle (atom or
molecule) can accrete to a grain surface to become a surface particle, which
can then move across the surface by diffusion or tunneling, react with other
particles at the surface, and/or desorb back into the gas phase. When running
a model for a set of conditions and an initial gas phase composition, distinct
ice layers (so-called monolayers) will successively build up on top of the bare
grains to form ice mantles. Parts of these mantles are in turn released back
into the gas phase due to different desorption mechanisms. As a result, the
gas phase composition will change over time due to particle accretion onto the
grains, reactions between particles in the gas and on the surface, and particle
desorption back into the gas (Cuppen et al., 2017; Taquet, 2013).

In MC models, the processes of accretion, diffusion, reaction, and desorption
occur in separate, traceable steps based on underlying probabilities, which
drastically limits the number of simultaneously considered grains and reac-
tions. On the other hand, this also allows to study microscopic details of the
final ice mantle structure and composition, such as the exact relative positions
of species in the ice, providing information about e.g., chemical layering and
the porosity of the mantle (Charnley, 1998, 2001; Cuppen et al., 2009, 2017).
In RE models, the mentioned processes are treated with average rate coeffi-
cients, allowing the treatment of very complex chemical networks for a large
number of grains (Cuppen et al., 2017; Taquet et al., 2012; Taquet, 2013).
There are also approaches to modify RE models in such a way that certain
parameters are treated quasi-stochastically (Caselli et al., 1998; Cuppen et
al., 2017; Garrod, 2008). In the following, the focus will be on (modified) RE
models.

State-of-the-art RE models make a separation between the gas phase, the
ice surface (top few monolayers), and the bulk ice (remaining, buried mono-
layers). 2-phase models are those in which reactions are allowed in the gas and
on the ice surface, while 3-phase models further include reactions inside the
bulk ice. Many theoretical and experimental studies have been conducted to
better understand the influence of certain parameters on the efficiency of par-
ticle accretion, diffusion/tunneling, reaction, and desorption. This includes
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parameters such as bare grain and ice surface structure (Chang et al., 2007;
Cuppen and Herbst, 2005, 2007; Nyman, 2021; Taquet et al., 2012), grain size
and temperature (Acharyyam et al., 2011; Gavino et al., 2021; Sipilä et al.,
2020), and ice surface composition (Minissale et al., 2016a).

In astrochemical models describing cold dark cloud chemistry in the absence
of any protostellar source, it is common to assume that the rates of thermal
desorption and photo-desorption are very low because of low grain tempera-
tures and low UV photon fluxes. Thermal desorption is completely negligible
except for H, H2, and He, while photo-desorption can only occur slowly via
photons produced by energetic electrons. In addition, cosmic ray desorption is
also limited, and is proven to be only important on large timescales for species
like CO (Cuppen et al., 2017; Taquet, 2013; Vasyunin and Herbst, 2013). As
discussed in the following paragraphs, state-of-the-art astrochemical models
for cold dark cloud conditions are largely based on reactive desorption1. It
can be furthermore assumed that thermal diffusion rates of species heavier
than H and He are very low at low surface temperatures. In addition to ther-
mal diffusion, it is sometimes assumed that H and H2 can move across an ice
surface by means of quantum tunneling. Reactions are commonly assumed to
occur mostly via the Langmuir-Hinshelwood (LH) mechanism (reaction after
diffusion/tunneling), while the Eley-Rideal (ER) mechanism (reaction upon
accretion) is often neglected2 (Cuppen et al., 2017; Taquet, 2013; Vasyunin
et al., 2017). The bare grain size is often assumed as a constant, reflecting
the average interstellar grain size (∼ 0.1 µm; Sipilä et al., 2020; Taquet et al.,
2012; Taquet, 2013). In the context of cold COM formation, some details of
two particular RE models are discussed in the following. The basic assump-
tions mentioned in this paragraph are used in both models, but there are some
exceptions that will be discussed. In short, both models are largely based on
the concept of reactive desorption, but the treatment of this process as well as
the major assumptions about the chemical pathways towards COM formation
are very different. Furthermore, both models are compared to COM obser-
vations towards the prototypical prestellar core L1544, providing for a good
comparability between the models. However, even though both models are

1It is possible that collisions between ice-covered grains might also cause significant non-
thermal desorption in certain cases (see section 4.2).

2The ER mechanism can be important at very high accretion rates, e.g., during the phase
of catastrophic CO freeze-out (Cuppen et al., 2017).
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describing a very different chemistry, they are both leading to a convincing
agreement with observations, making it difficult to argue for a better validity
of one model over the other. In the following, the focus of discussion will be
first on more general aspects of the models, while possible formation pathways
for selected COMs are discussed in some detail in sections 4.1.2 and 4.1.3. In
addition, some critical discussion of certain aspects of both models can be
found in section 4.1.4.

Figure 4.1: Reactive desorption efficiency ηsemp
RD calculated from Eq. (4.1) as a

function of effective mass M for reactions HCO∗ + H → H2CO (formaldehyde;
green line) and CH3O∗ + H → CH3OH (methanol; blue line), having reaction
enthalpies ∆H of 3.91 eV and 4.56 eV, respectively. The binding energies Eb of
formaldehyde and methanol with water ice are used, i.e., 3200 K and 3700 K,
respectively. Values of ∆H and Eb are taken from Minissale et al. (2016a). The
black dashed lines indicate the effective masses of a water ice surface and a CO
ice surface (values taken from Vasyunin et al., 2017).

The first model to discuss is presented in Vasyunin et al. (2017). It is a
classic RE model that considers the formation of COMs via gas phase forma-
tion routes from precursor molecules, which are assumed to be released from
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grain surfaces by reactive desorption (RD). The RD treatment in the model is
based on experimental work by Minissale et al. (2016a), who studied the RD
efficiency for different surface reactions and surface coverages. In that work,
a semi-empirical ("semp") expression is derived that relates the RD efficiency
ηsemp

RD to the enthalpy of reaction ∆H, the binding energy Eb, and the inter-
nal structure of the desorbing molecules, expressed in terms of its degrees of
freedom N = 3natoms, i.e.,

ηsemp
RD = exp

(
− Eb

ϵ∆H/N

)
, (4.1)

where
ϵ = (M −m)2

(M +m)2 (4.2)

is the fraction of kinetic energy retained by the reaction product with mass
m colliding with a surface element with effective mass M . Fig. 4.1 shows the
RD efficiency for surface reactions HCO∗ + H → H2CO (formaldehyde; green
line) and CH3O∗ + H → CH3OH (methanol; blue line) as a function of M3.
To eventually desorb from an ice surface, a newly formed molecule has to
bounce against the surface to gain velocity in the direction perpendicular to
the surface. Thereby, the RD efficiency can be considered as the probability
that the kinetic energy of the reaction product exceeds its binding energy to
the surface. The effective mass M (in atomic mass units; u) of a surface ele-
ment is typically larger than the mass of an individual surface molecule. The
best fit to the experimental data for desorption of a species from a water ice
surface is determined by Minissale et al. (2016a) as M(H2O) = 48 u. As can
be seen from Fig. 4.1, the RD efficiency for both formaldehyde and methanol
from a water ice surface is predicted to be extremely low (i.e., 1.2 × 10−7

and 4.1 × 10−12, respectively). However, as mentioned in section 1.2, and
further emphasized in Vasyunin et al. (2017), the top ice layers on interstel-
lar dust grains inside of dense molecular cloud regions are characterized by
high amounts of CO, which has a larger effective mass. The value of M(CO)
is yet to be determined experimentally, but Vasyunin et al. (2017) assume a
value between 80 u and 120 u (based on experiments with CO-H2CO ices by
Minissale et al., 2016b), and work with M(CO) = 100 u. Based on that value,

3Here and in the following, radicals are marked with an asteriks.
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the RD efficiency for desorption of formaldehyde and methanol from a CO ice
surface is predicted from Fig. 4.1 as ∼ 5 % and ∼ 2 %, respectively. Just as in
Vasyunin et al. (2017), Fig. 4.1 is based on binding energies of formaldehyde
and methanol for water ice, while the binding energy for CO ice might be
lower, which would increase the RD efficiency. However, this uncertainty is
not likely to exceed the uncertainty in the value of M(CO). A general con-
clusion of Minissale et al. (2016a) is that RD seems to favor small molecules
with low binding energies.

The model of Vasyunin et al. (2017) is a 2-phase model that is largely
based on an earlier model by Vasyunin and Herbst (2013). In that earlier
model, no separation was made between the ice surface and the bulk ice, and
chemical reactions could occur everywhere in the ice, at any instant. The
updated model by Vasyunin et al. (2017) allows only reactions at the ice sur-
face, i.e., in the top four monolayers. For that reason, the authors had to
assume efficient surface tunneling of atomic and molecular hydrogen in order
to produce reasonable COM abundances. In the same work, model results
are compared to observational data for the well-studied prestellar core L1544
in Taurus. The authors report very good agreement between modelled and
observed abundances for acetaldehyde, di-methyl ether, and methyl formate.
However, methanol is overproduced, which might be due to an overestimated
RD efficiency or an overproduction of methanol on grains. Furthermore, the
modelled data reproduces very well the COM peak observed at an offset po-
sition from the L1544 core center (Jiménez-Serra et al., 2016, observed offset:
∼ 0.02 pc, modelled offset: ∼ 0.015 pc), especially with the advanced treat-
ment of RD, provided by the semi-empirical theory in Minissale et al. (2016a).

The second model to discuss here is presented in Jin and Garrod (2020).
It is largely based on the 3-phase, modified RE model MAGICKAL (Model
for Astrophysical Gas and Ice Chemical Kinetics And Layering), which itself
is introduced in Garrod (2013). In contrast to the model by Vasyunin et al.
(2017), the model by Jin and Garrod (2020) assumes that COMs are formed
directly at the surface of dust grains before being released into the gas phase
via RD. The treatment of RD in their model follows that of Garrod et al.
(2007), where the RD efficiency is quantified with the Rice-Ramsperger-Kessel
(RRK) theory. In that theory, the molecule-surface bond is considered as
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an additional vibrational mode, and the RD efficiency is calculated via the
probability P that an energy E > Eb is present in the bond. Assuming that
the energy is provided by ∆H, P is then expressed as

P =
[

1 − Eb

∆H

]s−1

, (4.3)

where s is the number of vibrational modes, with s = 2 for di-atomic species,
and s = 3natoms − 5 for all other non-linear molecules. If a molecule would
have no other means of energy loss than through the surface-molecule bond,
the RD desorption rate would be given as νbP , where νb is the bond frequency.
However, the energy loss to the surface is assumed to be fast, and in order
to obtain the RD efficiency, the competition between energy loss through the
surface-molecule bond and energy loss to the surface must be considered. If
νs is the rate at which energy is lost to the surface, the RD efficiency ηRRK

RD
would then be given as

ηRRK
RD = νbP

(νs + νbP ) = aP

1 + aP
, (4.4)

where a = νb/νs. Garrod et al. (2007) use a generic value of a for all surface
species, and performed model runs for different values for a. They compare
model results to observations of cold cores L134N and TMC-1CP, and con-
clude that the use of the RD treatment according to the RRK theory generally
improves the agreement between models and observations. They report an op-
timum value around a = 0.03. Minissale et al. (2016a) unsuccessfully tested
the RRK treatment to fit their experimental RD data. The main issue is that
this approach makes no clear separation between different surface reactions,
because the value of P is typically very high, while the value of a is largely
unknown and assumed to be the same for all reactions. However, Minissale
et al. (2016a) find that the RD efficiency depends on both the surface reaction
and the composition of the surface itself, with the latter not being considered
in the RRK theory at all. The model presented in Jin and Garrod (2020)
assumes a generic value of a = 0.01.

In contrast to Vasyunin et al. (2017), Jin and Garrod (2020) do not only
include an RD treatment in their model, but also two completely new non-
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diffusive surface reaction mechanisms, and it should be noted that the focus of
their publication is rather on introducing these new reaction mechanisms than
on highlighting the RD treatment. They assume that diffusion is solely ther-
mal, while tunneling is completely neglected. Reactions are assumed to occur
via both the LH and the ER mechanisms. It is then assumed that the product
of an LH or ER reaction can further react with a possible reaction partner in
the close proximity of the product, without the need of any further surface
diffusion. Jin and Garrod (2020) call this mechanism the three-body (3-B)
reaction mechanism. They further define another mechanism in which an LH
or ER reaction product has sufficient excitation energy to overcome the acti-
vation barrier for a reaction with a nearby reaction partner. This mechanism
is called the three-body excited-formation (3-BEF) mechanism. In addition to
these two completely new mechanisms, they further consider a mechanism in
which a newly formed photo-product may immediately react with a nearby re-
action partner. This mechanism is called the photodissociation-induced (PDI)
reaction mechanism, which was introduced previously in Garrod (2019). These
non-diffusive mechanisms are implemented into the underlying rate equations
with so-called appearance rates, considering the probability that a reaction
product is in close proximity to a reaction partner. As in Vasyunin et al.
(2017), Jin and Garrod (2020) compare results for different model setups to
observations of gas phase COMs in L1544. In general, they find that every
non-diffusive reaction mechanism, excluding ER, significantly increases the
gas phase abundance of COMs, especially of di-methyl ether and methyl for-
mate, with the latter only substantially increased via the 3-BEF mechanism.
With their models, the observed COM peak at an offset of ∼ 0.02 pc from the
core center can be reproduced, although the modelled peak offset is ∼ 0.01 pc.

4.1.2 Formaldehyde and Methanol

Of the gas phase COMs observed in cold dark cloud sources, only the forma-
tion of methanol is rather well understood from observations, experiments,
and theory: it is formed on the surface of ice-covered grains by successive
hydrogenation of CO during the stage of catastrophic CO freeze-out (see also
section 1.2), and then released into the gas phase by non-thermal desorp-
tion mechanism(s), like for example reactive desorption. The formation route
of methanol, which has been experimentally confirmed by e.g., Fuchs et al.
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(2009), can be written as

CO(s) +H−−→ HCO∗(s) +H−−→ H2CO(s) +H−−→ CH3O∗(s) +H−−→ CH3OH(s) . (4.5)

formaldehyde is formed as a byproduct in that chain, but could be also effi-
ciently produced in the gas phase via

CH3
∗(g) + O(g) −−→ H2CO(g) + H(g) . (4.6)

On the other hand, methanol has no efficient gas phase formation routes, and
is solely produced on grain surfaces. However, once in the gas phase, methanol
can be destroyed via e.g.,

CH3OH(g) + OH∗(g) −−→ CH3O∗(g) + H2O(g) (4.7)

(Vasyunin et al., 2017). Minissale et al. (2016b) showed that the formation of
formaldehyde and methanol on grain surfaces via reaction chain (4.5) is more
complex and accompanied by the "backward" H2 abstraction reactions

HCO∗(s) + H(s) −−→ CO(s) + H2(s) (4.8)

and
H2CO(s) + H(s) −−→ HCO∗(s) + H2(s) , (4.9)

effectively suppressing the formation of both formaldehyde and methanol
(Vasyunin et al., 2017). These backward reactions are not included in the
reaction network of Vasyunin et al. (2017), which the authors state as one
possible explanation for the observed overproduction of formaldehyde and
methanol. The RD efficiency of products in reaction chain (4.5) is studied in
experiments by Chuang et al. (2018). Observations towards eight prestellar
cores by Bacmann and Faure (2016) revealed typical gas phase abundance
ratios between the species in reaction chain (4.5) of HCO∗ : H2CO : CH3O∗ :
CH3OH ∼ 10 : 100 : 1 : 100. Vasyunin et al. (2017) report modelled abun-
dance ratios of 5 : 480 : 1 : 270 for the prestellar core L1544, which was
however not part of the sample set in Bacmann and Faure (2016). We aim
to further study this characteristic set of ratios by targeting transitions of
the radicals HCO∗ and CH3O∗ towards the Barnard 5 methanol hotspot (see
section 4.2).
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4.1.3 Acetaldehyde, Di-Methyl Ether, and Methyl Formate

In contrast to methanol, the formation of larger COMs, such as acetalde-
hyde, di-methyl ether, and methyl formate, commonly observed towards cold
molecular cloud sources, is not well understood. In the following, possible gas
phase (4.1.3 a) and solid state (4.1.3 b) formation routes will be discussed for
these three COMs, with the discussion largely based on the modelling work of
Vasyunin et al. (2017) and Garrod et al. (2022), respectively. The latter work
is based on the model by Jin and Garrod (2020), introduced in the previous
section. Even though this work does not solely focus on COM formation in
cold sources, and does therefore not provide a comparison of model results
with observational data, it does provide a very detailed analysis of which
reactions dominate at which times and conditions.

(a) Gas Phase Formation Routes

With respect to the model of Vasyunin and Herbst (2013), Vasyunin et al.
(2017) altered the acetaldehyde gas phase formation by adding the following
reactions to the chemical network:

CH3OH(g) + CH∗(g) −−→ CH3CHO(g) + H(g) , (4.10)
CH3OH(g) + CH∗(g) −−→ CH3

∗(g) + H2CO(g) , (4.11)
CH3COH(g) + C(g) −−→ C2H4(g) + CO(g) , (4.12)
CH3

∗(g) + HCO∗(g) −−→ CH3CHO(g) + hν . (4.13)

Based on thermodynamic arguments, a probability ratio of 10 : 1 is assigned
for reaction (4.11) over reaction (4.10), and, according to the model, reaction
(4.10) contributes most to the formation of acetaldehyde.

In the model of Vasyunin et al. (2017), di-methyl ether is found to be mostly
produced via reaction

CH3O∗(g) + CH3
∗(g) −−→ CH3OCH3(g) + hν , (4.14)

for which the rate coefficient was updated since Vasyunin and Herbst (2013).
The methyl radical (CH3

∗) is largely formed by dissociative recombination of
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CH5
+, assisted by the gas phase reaction

CH3O∗(g) + H(g) −−→ CH3
∗(g) + OH∗(g) . (4.15)

Furthermore, it is found that about 55 % of the methoxy radical (CH3O∗) is
produced in the gas phase via reaction (4.7), while the remaining 45 % are
produced by the hydrogenation of H2CO at grain surfaces (i.e., as part of the
reaction chain 4.5).

Vasyunin et al. (2017) added a chemical link between di-methyl ether and
methyl formate in the gas phase, which has been proposed by Balucani et al.
(2015). They find that approximately 2/3 of methyl formate is produced via

CH3OCH2
∗(g) + O(g) −−→ CH3OCHO(g) + H(g) , (4.16)

where the CH3OCH2
∗ radical is mainly produced by destruction of di-methyl

ether in the gas phase via

CH3OCH3(g) + OH∗(g) −−→ CH3OCH2
∗(g) + H2O(g) . (4.17)

In addition, approximately 1/3 of methyl formate is produced by reaction

CH3OH2
+(g) + HCOOH(g) −−→ HC(OH)OCH3

+(g) + H2O(g) , (4.18)

where formic acid (HCOOH) is found to be mostly formed by dissociative
recombination of HCOOH2

+, which in turn is formed via reaction

H2O(g) + HCO+(g) −−→ HCOOH2
+(g) + hν . (4.19)

Vasyunin et al. (2017) find the surface formation of HCOOH to be inefficient
because of the immobility of its surface reactants OH∗ and HCO∗.

(b) Solid State Formation Routes

Garrod et al. (2022) performed extensive model runs to simulate the chemical
evolution from the early collapse stage of star formation to the protostellar
core stage. Here, the focus is on the findings for the chemical evolution from
the early collapse stage to the prestellar core stage, where the temperature
reaches its minimum value. To model that evolution, the gas temperature is
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assumed to be constant at 10 K, while the dust temperature is assumed to
decrease from 14.7 K to 8 K as a function of visual extinction, starting from
an initial value of AV = 3. At the same time, the total hydrogen density is
assumed to increase on a free-fall timescale from 3×103 cm−3 to 2×108 cm−3.

In the main model of Garrod et al. (2022), and at the prestellar core stage,
most acetaldehyde is formed through reactions

CH3
∗(s) + HCO∗(s) 3-B−−→ CH3CHO(s) (4.20)

and
CH2CO(s) + 2 H(s) LH−−→ CH3CHO(s) . (4.21)

It is furthermore found that a larger total amount of acetaldehyde is produced
during the early collapse via the latter reaction, where ketene (CH2CO) is
mostly formed via

CH2
∗(s) + CO(s) 3-B−−→ CH2CO(s) . (4.22)

Garrod et al. (2022) find no substantial net formation of ketene at low temper-
atures due to its rapid hydrogenation, and the formation of acetaldehyde via
reaction (4.21). Further acetaldehyde is produced during the early collapse
by

H2CO(s) + CH2
∗(s) 77 % LH, 23 % 3-B−−−−−−−−−−−→ CH3CHO(s) . (4.23)

Garrod et al. (2022) find no formation of di-methyl ether in the prestel-
lar core stage, but significant formation during the earlier collapse stage via
reaction

CH2
∗(s) + CH3OH(s) 87 % LH, 13 % 3-B−−−−−−−−−−−→ CH3OCH3(s) , (4.24)

for which it is stated that the methylene radical (CH∗
2) is sufficiently mobile

to allow for efficient LH reactions. It is pointed out that Jin and Garrod
(2020) had issues in producing sufficient di-methyl ether to account for the
observed abundances in L1544. This might be due to the fact that much of
this molecule is formed before reaching the prestellar core stage via the above
reaction, which was not included in that earlier work. It is further mentioned
in the text that most di-methyl ether in the gas phase results from hydro-
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genation of the CH3OCH2
∗ radical at grain surfaces, followed by RD. This

is however not apparent from their Fig. (13) and the later discussion of the
formation of di-methyl ether, which might be due to the fact that the plots
in Fig. (13) show the total production of selected molecules in all phases (gas
and ice).

In the main model of Garrod et al. (2022), and unlike acetaldehyde and
di-methyl ether, no methyl formate is formed during the early collapse, but
only during the prestellar core stage at the lowest temperatures. It is mainly
produced by

CH3O∗(s) + HCO∗(s) 3-B−−→ CH3OCHO(s) (4.25)

and, to a smaller extent, by

CH3OCO(s) + H(s) LH−−→ CH3OCHO(s) , (4.26)

where CH3OCO is formed via

CH3O∗(s) + CO(s) 3-BEF−−−−→ CH3OCO(s) . (4.27)

The findings reported in Garrod et al. (2022) regarding the most dominant
surface reactions producing acetaldehyde, di-methyl ether, and methyl for-
mate, are largely consistent with what is reported in Jin and Garrod (2020).
The only exception is di-methyl ether, which was underproduced in the latter
work, as mentioned above, and found to be mostly formed via

CH3O∗(s) + CH3
∗(s) 3-B−−→ CH3OCH3(s) . (4.28)

4.1.4 Gas Phase Formation Vs. Solid State Formation
This section is dedicated to some critical discussion of the COM formation
scenarios described in the previous sections, and investigated in detail in
Vasyunin et al. (2017) as well as Jin and Garrod (2020) and Garrod et al.
(2022). First and foremost, the reactive desorption (RD) treatment in Jin
and Garrod (2020) and Garrod et al. (2022), which is based on Garrod et al.
(2007), is critically discussed in Minissale et al. (2016a), because it does not
successfully separate between different surface reactions and ice surface com-
positions (as mentioned in section 4.1.1). In this regard, the RD treatment
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in Vasyunin et al. (2017) seems superior as it is directly based on the semi-
empirical theory of RD efficiency derived in Minissale et al. (2016a). The
latter authors further report that RD is most efficient for small molecules
with low binding energies, which might better fit a scenario in which smaller
precursor molecules are released from an ice surface to form larger COMs in
the gas phase.

On the other hand, the diffusion, or better, "non-diffusion" treatment in Jin
and Garrod (2020) and Garrod et al. (2022) seems superior when compared
to the diffusion treatment in Vasyunin et al. (2017). That is, by introducing
new, non-diffusive reaction mechanisms considering chain-like reactions be-
tween reaction products and further nearby reactants, Jin and Garrod (2020)
and Garrod et al. (2022) are able to produce reasonable COM gas phase
abundances at cold conditions without the need to include tunneling. In that
regard, Vasyunin et al. (2017) state that they had to assume efficient tunneling
of H and H2 at ice surfaces in order to produce reasonable COM abundances.
However, they do not discuss how reasonable their assumption of high tun-
neling rates actually is based on experimental or theoretical data.

Some direct arguments against the validity of the models of Vasyunin et al.
(2017) are found in Jin and Garrod (2020), where it is stated that the models
of Vasyunin et al. (2017) are overproducing methanol, and would rely on high
gas phase abundances of methanol to account for the gas phase abundances of
larger COMs. This is however in direct conflict to what is actually stated in
Vasyunin et al. (2017), where the authors argue that a very high abundance of
methanol in the gas phase is not needed to reproduce observed abundances of
other COMs. As already mentioned in section 4.1.1, Vasyunin et al. (2017) are
discussing the overproduction of formaldehyde and methanol in their models,
and argue that the RD efficiency or the surface production of these molecules
might be too high – an issue that might be partly resolved with the inclu-
sion of the observed backward reactions in the methanol reaction chain (4.5),
described in Minissale et al. (2016b). Jin and Garrod (2020) further argue
that the rate coefficient for the main reaction responsible for the formation of
acetaldehyde in the gas phase (reaction 4.10) might be too high in Vasyunin
et al. (2017), because it is extrapolated to 10 K from experimental data ob-
tained at room temperature.
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It appears an interesting approach to combine the RD treatment in Vasyunin
et al. (2017), based on Minissale et al. (2016a), with the diffusion treatment
in Jin and Garrod (2020) and Garrod et al. (2022). The testing of some gas
phase COM formation routes is discussed in Jin and Garrod (2020). There,
the authors report that including the major reactions for the formation of
di-methyl ether and methyl formate in the gas phase, i.e., reactions (4.7),
(4.14), and (4.16), respectively, are not efficient at the conditions considered
in their model. They argue that gas phase methanol is still rather destroyed
by ion-molecule reactions than via reaction (4.7), while the contribution to
the CH3O∗ production from hydrogenation of H2CO on grain surfaces is not
discussed. Furthermore, Jin and Garrod (2020) only include

CH3OH(g) + C(3P)(g) −−→ CH3
∗(g) + HCO∗(g) (4.29)

in order to explain the formation of CH3
∗, which is one reaction route proposed

in Shannon et al. (2013, 2014). However, Vasyunin et al. (2017) find that CH3
∗

is mostly produced by dissociative recombination of CH5
+ and via reaction

(4.15). As a result, Jin and Garrod (2020) report no significant production
of di-methyl ether in the gas phase. Based on that, neither methyl formate
is efficiently formed in the gas phase because it is directly linked to di-methyl
ether through reaction 4.16. Here, Jin and Garrod (2020) only include

CH3OCH3(g) + Cl(g) −−→ CH3OCH2
∗(g) + HCl(g) , (4.30)

to account for the CH3OCH2
∗ production, following Balucani et al. (2015),

but again, this is not what is found in Vasyunin et al. (2017), who report that
CH3OCH2

∗ is mainly formed via the destruction of di-methyl ether by OH∗,
i.e., reaction (4.17), because chlorine is highly depleted in the gas phase at all
times. In summary, Jin and Garrod (2020) do not clearly discuss or include
the gas phase reactions found to be most dominant in Vasyunin et al. (2017),
but only refer to reactions proposed and used in Vasyunin and Herbst (2013),
Shannon et al. (2013, 2014), and Balucani et al. (2015).

A set of gas phase reactions well reflecting the one used in Vasyunin et al.
(2017) is used in the main model of Garrod et al. (2022), although the au-
thors do not discuss details of the included reaction routes to produce CH3O∗
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and CH3
∗. However, they discuss the formation routes for CH3OCH2

∗, and
state that they do not consider the formation of that radical via destruction
of di-methyl ether by chlorine (and florine), but, among a few other reac-
tions, its formation via destruction by OH∗. According to Tabs. (1) and (10)
in Garrod et al. (2022), only including these gas phase reactions, without
changing any other model assumptions, seems to have no significant effect on
the overall modelled COM abundances in the gas phase. In that regard, the
authors state that the gas phase reaction between CH3O∗ and CH3

∗ to form
di-methyl ether (reaction 4.14) never exceeds 1 % of its total production (from
the early collapse to the prestellar core stage). A similar trend is observed
for the production of methyl formate from reactions between atomic oxygen
and CH3OCH2

∗ (reaction 4.16). One final conclusions of the authors is still
that gas phase reactions appear to contribute moderately to COM production,
although they do not dominate.

4.2 Distribution of COMs in Barnard 5
In a current project, we aim to set constraints on the COM formation scenar-
ios discussed in the previous sections (i.e., COM formation in the gas phase
vs. COM formation in the solid state). For that, we made pointed single-dish
observations with the IRAM 30 m telescope towards two positions close to the
B5 methanol hotspot, which was already introduced in section 3.1.2. As a
recap, the region around the hotspot is not related to any ongoing star forma-
tion, although it is located in between two density peaks, which are however
not related to gravitationally bound cores. Furthermore, the hotspot itself is
characterized by an H2 gas kinetic temperature of ∼ 7.5 K and an H2 density
of ∼ 2.3 × 105 cm−3 (Taquet et al., 2017). That is, even though the hotspot
is no prestellar core, morphologically, it is still characterized by comparable
gas temperatures and densities. However, the dust temperature of ∼ 13 K
(Carl et al., 2023) might be considered slightly higher compared to common
(low-mass) prestellar core conditions.

At the hotspot, the gas phase abundance of methanol relative to H2 (∼
2 × 10−8; Carl et al., 2023; Taquet et al., 2017) is about an order of magni-
tude higher than what is observed towards other cold molecular cloud sources
(∼ 10−9; Punanova et al., 2022; Scibelli and Y. Shirley, 2020). In addition,
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it is also higher compared to others positions in B5, hence the designation
"hotspot" (Wirström et al., 2014). Furthermore, the gas phase abundance of
water (∼ 8×10−9; Carl et al., 2023; Wirström et al., 2014), which is rarely tar-
geted towards cold molecular cloud sources, is almost two magnitudes higher
than what is observed towards the prestellar core L1544 (∼ 1 × 10−10; Caselli
et al., 2012). Another position where gas phase abundances of methanol and
water are high is observed further South in the B5 filament, close to the
protostar B5-IRS1. However, the abundances of both molecules are lower
compared to the abundances at the hotspot. While the presence of gas phase
methanol and water close to B5-IRS1 could be explained by enhanced thermal
desorption and photo-desorption, this does not apply for the hotspot position.
Instead, very efficient non-thermal desorption mechanisms must be at work
at that position (Taquet et al., 2017; Wirström et al., 2014).

As discussed in sections 1.2 and 4.1.2, there is little to no doubt that the for-
mation of methanol in molecular clouds is largely dominated by surface reac-
tions on ice-covered dust grains (e.g., Chuang et al., 2018; Garrod et al., 2022;
Taquet et al., 2017; Vasyunin et al., 2017). The peak production of methanol
starts when the accretion of CO onto grains becomes very high (at densities
> 105 cm−3), allowing for the efficient hydrogenation of CO, and the formation
of methanol via reaction chain (4.5), in short: CO −−→ H2CO −−→ CH3OH.
Therefore, if methanol is observed in the gas phase, this means that this is
almost entirely the result of desorption from grain surfaces. Observations by
Scibelli and Y. Shirley (2020) and Punanova et al. (2022) demonstrate that
gas phase methanol is omnipresent in prestellar and starless core environments
of the Taurus molecular cloud complex down to visual extinctions of AV = 3,
where CO ice starts to form. Thereby, as supported by theoretical models
and experiments, reactive desorption (RD) is the most promising candidate
to explain the widespread distribution of gas phase methanol in cold molec-
ular clouds (e.g., Chuang et al., 2018; Garrod et al., 2022; Jin and Garrod,
2020; Minissale et al., 2016a; Vasyunin et al., 2017), especially in denser re-
gions where cosmic ray (CR) desorption is inefficient. However, considering
the methanol gas phase distribution along the whole B5 filament (see Fig. 1
in Wirström et al., 2014), it is hard to explain the strongly localized methanol
peak at the hotspot position with conventionally considered non-thermal des-
orption mechanisms such as CR desorption and RD (Taquet et al., 2017;
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Wirström et al., 2014). The high density at the hotspot (> 105 cm−3) should
not allow for an overly efficient CR desorption, while RD could only account
for the very high methanol gas phase abundance if the production of methanol
on grains has a localized maximum at the hotspot (at least if the underlying
RD efficiency is assumed to be constant). However, a very high production
rate of methanol would require a very high diffusion rate of hydrogen (assum-
ing that hydrogen atoms are overabundant on grains), but considering the
low dust temperature at the hotspot position (∼ 13 K), there is no reason to
assume such a high diffusion rate. In addition, an elevated accretion rate of
CO might also be considered as a reason for an elevated methanol formation
rate. However, if it is assumed that CO is over-abundant on dust grains dur-
ing and/or following the catastrophic CO freeze-out, the actual CO accretion
rate should have no further impact on the methanol formation rate. On the
other hand, if CO is not over-abundant, but transformed into methanol very
efficiently, the production rate of methanol would be directly affected by the
CO accretion rate. However, since the accretion rate is mostly a function of
density, it is not expected to be significantly higher at the methanol peak than
e.g., at the surrounding H2 column density peaks.

As discussed in section 1.2, observations, experiments, and models show
that the ice mantles around interstellar dust grains are layered structures. At
densities > 105 cm−3, when the freeze-out of CO onto grains becomes very
high, the ice mantles are structured into (i) H2O-rich inner layers, (ii) CO-
rich intermediate layers, and (iii) CH3OH-rich outer layers (e.g., Boogert et
al., 2015; Chuang et al., 2022; Cuppen et al., 2009). The fact that not only
methanol but also water is very abundant at the B5 hotspot position sug-
gests that deeper ice layers are efficiently released into the gas phase as well4.
However, as pointed out in Wirström et al. (2014), the gas phase ratio of
methanol to water (∼ 2.5) suggests that the desorption mechanism at the
hotspot, though very efficient, is not causing complete mantle disruption (as
the total ice composition is always dominated by water; e.g., Boogert et al.,
2008, 2015). As further mentioned in Wirström et al. (2014), one possible

4Based on that, one could further assume that a lot of CO ice is also released back into
the gas phase, which would suggest that the CO depletion factor at the hotspot might
be lower than what could be expected at the prevalent density. Our recent observations
with the Onsala 20 m telescope also include CO lines, such that this hypothesis can be
tested.
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option to explain the high localized gas phase abundances of methanol and
water at the hotspot is that ice mantle material is released into the gas phase
by grain-grain collisions, which might occur at an elevated rate due to a cloud-
cloud collision at the larger scale. This desorption mechanism is not commonly
considered in astrochemical models, but an attempt is made in Kalvāns and
Silsbee (2022).

We argue that, regardless of the process that is actually causing the effi-
cient desorption of ice species at the hotspot, other COMs and/or precursor
molecules would be likewise affected as methanol and water. This makes the
hotspot an excellent testbed for possible COM formation scenarios, if the gas
phase abundances of methanol and other COMs are compared to abundances
at offset positions from the hotspot, where the desorption is evidently less
efficient. Based on that, we further argue that, if COMs are predominantly
formed on grain surfaces, one should find COM abundances peaking alongside
with methanol at the hotspot.

As mentioned in the beginning of this section, we observed two positions
close to the hotspot with the IRAM 30 m telescope. The first position is close
to the edge of the B5 filament, while the other position is the density peak
East 189, located North-East of the hotspot (see Fig. 4.2). The two positions
will be called B5-Edge and B5-East. We chose these positions to cover a range
of H2 densities, which are expected to increase from B5-Edge to the hotspot
to B5-East. As summarized in Tab. 4.1, we targeted several transitions of
acetaldehyde (CH3CHO), di-methyl ether (CH3OCH3), and methyl formate
(CH3OCHO) in the frequency range ∼ 83.5 – 100.5 GHz. As mentioned in
section 3.1.2, these three COMs are all detected at the hotspot by Taquet
et al. (2017). We further targeted the 5−1 − 40 transition of E-CH3OH at
∼ 84.5 GHz. However, this transition turned out to be a weak maser line, so
we observed another set of methanol transitions with the Onsala 20 m tele-
scope in the range ∼ 95.9 – 108.9 GHz.

A first analysis of the data shows that acetaldehyde is detected towards B5-
Edge and B5-East, while methyl formate and di-methyl ether are only detected
at B5-East. Methyl formate is tentatively detected at B5-Edge as well, and we
will try to confirm this detection by decreasing the noise level in our spectra
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with additional observations towards that position (the observation proposal
for the IRAM 30 m telescope is accepted). Column densities are calculated for
the detected molecules (except methanol) for both positions, assuming LTE
conditions and optically thin emission (see section 2.5.2). Using data from the
Herschel Gould Belt Survey (HGBS5; André et al., 2010; Roy et al., 2014), H2
column densities are derived for B5-Edge and B5-East as ∼ 0.8 × 1022 cm−2

and ∼ 1 × 1022 cm−2, respectively. The resulting gas phase abundances with
respect to H2 are shown in Fig. 4.3.

Figure 4.2: H2 column density map for the region around the B5 methanol
hotspot, created from HGBS data.

5http://www.herschel.fr/cea/gouldbelt/en/Phocea/Vie_des_labos/Ast/ast_visu.
php?id_ast=66
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Table 4.1: Targeted transitions of methanol (CH3OH), acetaldehyde
(CH3CHO), di-methyl ether (CH3OCH3), and methyl formate (CH3OCHO).

Molecule Transition ν Telescope
[GHz]

E-CH3OH 5−1 − 40 84.52117 IRAM 30 m
A+-CH3OH 21 − 11 95.91431 OSO 20 m
E-CH3OH 2−1 − 1−1 96.73936 OSO 20 m
A+-CH3OH 20 − 10 96.74137 OSO 20 m
E-CH3OH 20 − 10 96.74455 OSO 20 m
E-CH3OH 21 − 11 96.75550 OSO 20 m
A−-CH3OH 21 − 11 97.58280 OSO 20 m
E-CH3OH 00 − 1−1 108.89395 OSO 20 m

E-CH3CHO 21,2 − 10,1 83.58428 IRAM 30 m
A-CH3CHO 21,2 − 10,1 84.21975 IRAM 30 m
E-CH3CHO 51,5 − 41,3 98.86331 IRAM 30 m
A-CH3CHO 51,5 − 41,3 98.90094 IRAM 30 m

EE-CH3OCH3 41,4 − 30,3 99.32525 IRAM 30 m
AA-CH3OCH3 41,4 − 30,3 99.32607 IRAM 30 m

E-CH3OCHO 72,6 − 62,5 84.44917 IRAM 30 m
A-CH3OCHO 72,6 − 62,5 84.45475 IRAM 30 m
E-CH3OCHO 73,4 − 63,3 87.14328 IRAM 30 m
A-CH3OCHO 73,4 − 63,3 87.16129 IRAM 30 m
E-CH3OCHO 91,9 − 81,8 100.07861 IRAM 30 m
A-CH3OCHO 91,9 − 81,8 100.08054 IRAM 30 m
E-CH3OCHO 81,7 − 71,6 100.48224 IRAM 30 m
A-CH3OCHO 81,7 − 71,6 100.49068 IRAM 30 m
E-CH3OCHO 82,6 − 72,5 103.46657 IRAM 30 m
A-CH3OCHO 82,6 − 72,5 103.47866 IRAM 30 m

100



4.2 Distribution of COMs in Barnard 5

In accordance with Taquet et al. (2017), we find that LTE conditions are
not met for methanol, so we plan to use the non-LTE radiative transfer model
ALI to derive its column density (see section 2.5.5). This modeling effort has
started but we do not yet have reliable results to include in the analysis. Even-
tually, the non-LTE modelling of methanol will also set constraints on the H2
gas kinetic temperature and density at both positions, which will further help
with the interpretation of the data, as well as with potential astrochemical
modelling in the future. As mentioned in a footnote above, CO is also ob-
served towards all three positions (B5-Hotspot, B5-Edge, and B5-East), and
we plan to derive estimates for the CO depletion factor, which potentially
provides further information about the ice desorption efficiency6.

Even though (i) the methanol analysis is not finished yet, and (ii) we are
expecting additional data for B5-Edge, what we found so far is that COM
abundances are not peaking together with methanol at the hotspot. Instead,
the abundances of COMs tend to peak at B5-East (see Fig. 4.3; most promi-
nent for acetaldehyde and di-methyl ether), where the methanol abundance is
presumably lower than at the hotspot, while the density is presumably higher.
This is hard to explain when assuming that methanol and COMs are simulta-
neously formed on the surface of ice mantles, and released into the gas phase
by the same desorption process. It could be however explained when it is
instead assumed that COMs are formed in the gas phase with rates that de-
pend on density and temperature. One could still question why expected peak
abundances of COM precursor gas phase molecules at the hotspot would not
lead to a COM peak at that position, given that the net production of a species
directly depends on the abundances of its reactants. However, this could be
explained based on the presumably lower density at the hotspot compared
to B5-East (and the resulting lower two-body reactive collision rates), which
could render the depletion of precursor molecules in the gas phase less efficient
at the hotspot. In that sense, an underproduction of COMs at the methanol
hotspot could be a time-effect, and therefore, due to a young "chemical" age
of the source. In a future project, we aim to observe the radicals HCO∗ and
CH3O∗ towards the hotspot position (the observation proposal for the IRAM
30 m telescope is accepted). HCO∗ is detected in the gas phase towards B5-

6Further information about the desorption efficiency could be obtained by studying the
gas-to-ice ratio of species like H2O, CO, and CH3OH towards the hotspot position using
e.g., the JWST.
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Edge and B5-East, and from unpublished data for the hotspot, we know that
it is also present at that position with roughly half the line intensity compared
to B5-East. The CH3O∗ radical is detected towards a number of cold cores
(Bacmann and Faure, 2016), and a detection or non-detection of that radical
in the gas phase will further help to interpret the COM data for the region
around the B5 methanol hotspot.

Figure 4.3: Gas phase abundances (relative to H2) of acetaldehyde (CH3CHO),
di-methyl ether (CH3OCH3), and methyl formate (CH3OCHO) towards B5-Edge,
B5-Hotspot, and B5-East. A 15 % uncertainty is assumed for the H2 column
density, which is derived from HGBS data. For B5-Hotspot, column density
data for CH3OCH3 and CH3OCHO is taken from Taquet et al. (2017), and for
CH3CHO from Carl et al. (2023).

4.3 Future Work
In the previous section, a current observation project with the focus to study
the distribution of COMs in the region around the B5 methanol hotspot was
introduced. We aim to use these observations in order to set constraints on
state-of-the-art COM formation models and scenarios for cold molecular cloud
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sources. A key step in the data analysis process will be the non-LTE modelling
of the methanol emission for all three positions, i.e., B5-Edge, B5-Hotspot,
and B5-East.

Additional granted observation time with the IRAM 30 m telescope will en-
able us to (i) lower the noise level in our spectra for the position B5-Edge, to
potentially confirm the detection of methyl formate at that position, and (ii) to
target transitions of the radicals HCO∗ and CH3O∗ towards the hotspot posi-
tion, which will help with the interpretation of the COM data for the hotspot
region.

Infrared observations towards a background source behind the hotspot could
be used to derive gas-to-ice ratios of e.g., H2O, CO, and CH3OH. This would
be of great value to better understand the nature and efficiency of the des-
orption process at that position.

Finally, we plan to use some astrochemical modelling for the case of the
B5 hotspot region in order to (i) test some hypotheses about the desorption
process and its efficiency in that area, and (ii) to test major COM formation
scenarios for cold molecular cloud environments by comparison of model data
to observational data for the B5 region, including gas phase abundances of
methanol and larger COMs, water, CO, and some key radicals.
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A B S T R A C T 

One of the most fundamental hypotheses in astrochemistry and astrobiology states that crucial biotic molecules like glycine 
(NH 2 CH 2 COOH) found in meteorites and comets are inherited from early phases of star formation. Most observational searches 
for glycine in the interstellar medium have focused on warm high-mass molecular cloud sources. Ho we ver, recent studies suggest 
that it might be appropriate to shift the observational focus to cold low-mass sources. We aim to detect glycine towards the 
so-called methanol hotspot in the Barnard 5 dark cloud. The hotspot is a cold source ( T gas ≈ 7.5 K) with yet high abundances of 
complex organic molecules (COMs) and water in the gas phase. We carried out deep pointed observations with the Onsala 20 m 

telescope, targeting several transitions of glycine conformers I and II (Gly-I and Gly-II) in the frequency range 70.2–77.9 GHz. 
No glycine lines are detected towards the targeted position, but we use a line stacking procedure to derive sensitive abundance 
upper limits w.r.t. H 2 for Gly-I and Gly-II, i.e. ≤(2–5) × 10 

−10 and ≤(0.7–3) × 10 

−11 , respectively. The obtained Gly-II upper 
limits are the most stringent for a cold source, while the Gly-I upper limits are mostly on the same order as previously measured 

limits. The measured abundances w.r.t. H 2 of other COMs at the B5 methanol hotspot range from 2 × 10 

−10 (acetaldehyde) to 

2 × 10 

−8 (methanol). Hence, based on a total glycine upper limit of (2–5) × 10 

−10 , we cannot rule out that glycine is present 
but undetected. 

Key words: astrobiology – astrochemistry – ISM: abundances – ISM: molecules. 

1  I N T RO D U C T I O N  

Glycine ( NH 2 CH 2 COOH ) is the simplest amino acid used in the 
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et al. 2003 ; Snyder et al. 2005 ; Cunningham et al. 2007 ; Jones et al. 
2007 ; Belloche et al. 2008 ; Gu ́elin et al. 2008 ; Drozdovskaya et al. 
2019 ; Jim ́enez-Serra et al. 2020 ). Ho we ver, no clear detection has 
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etabolism of terrestrial lifeforms. Since its first detection in mete- 
rites in the 1970s (Kvenvolden et al. 1970 ; Cronin & Pizzarello
999 ; Ehrenfreund et al. 2001 ; Botta et al. 2002 ; Glavin et al.
006 ; Koga & Naraoka 2017 ) it has been speculated that prebiotic
aterials have been delivered to Earth by smaller impacting bodies 

Hoyle & Wickramasinghe 1977 ; Ehrenfreund & Charnley 2000 ). 
his hypothesis is supported by the identification of glycine in the 
omas of comets 81P/Wild 2 (Elsila, Glavin & Dworkin 2009 ) and
7P/Churyumo v–Gerasimenko (Altwe gg et al. 2016 ; Hadraoui et al. 
019 ), as well as in samples from asteroid (162173) Ryugu (Naraoka
t al. 2023 ). There is general consensus that meteoric glycine is
ainly the product of aqueous alteration in subsurface layers of the 

steroidal host bodies (Lee et al. 2009 ; Ioppolo et al. 2021 , and
eferences therein). On the other hand, the study by Hadraoui et al.
 2019 ) suggests that cometary glycine is more pristine and might
ndeed have an interstellar origin. 

To test the claimed hypothesis, astronomers have searched for 
igns of interstellar amino acids, in particular glycine, for more than 
our decades (Brown et al. 1979 ; Hollis et al. 1980 ; Snyder et al. 1983 ;
erulis et al. 1985 ; Gu ́elin & Cernicharo 1989 ; Combes, Rieu &
lodarczak 1996 ; Ceccarelli et al. 2000 ; Hollis et al. 2003a, b ; Kuan
 E-mail: tadeus.carl@chalmers.se e  

2023 The Author(s) 
ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whic
rovided the original work is properly cited. 
een made to this day. Most studies have focused on high-mass star-
orming regions (especially hot cores in Sgr B2 and Ori A), although
ome low-mass dark cloud sources have been included in the sample
ets of Brown et al. ( 1979 ) and Snyder et al. ( 1983 ). Only Ceccarelli
t al. ( 2000 ) and Drozdovskaya et al. ( 2019 ) investigated low-mass
rotostellar sources (hot corinos). 
Hot cores with kinetic temperatures of 100–200 K are often the first

hoice when searching for complex organic molecules (COMs) due 
o the o v erall large amount of available material combined with a rich
hemistry and line variety. In the case of glycine, the observational
ocus on hot cores has been justified by early theoretical (Sorrell
001 ; Woon 2002 ; Garrod 2013 ) and experimental (Bernstein et al.
002 ; Mu ̃ noz Caro et al. 2002 ; Holtom et al. 2005 ; Lee et al. 2009 )
tudies, indicating that glycine could only form by means of ener-
etic (UV/electron/thermal) processing of interstellar ices, involving 
emperatures > 50 K. There is, ho we ver, increasing e vidence that a
hift of focus to cold ( ∼10 K) low-mass sources might be appropriate
hen searching for glycine. 
It is known from observations since the 1980s that COMs like
ethanol (CH 3 OH), acetaldehyde (CH 3 CHO), or methyl formate 

CH 3 OCHO) can reach significant abundances in cold molecular 
loud sources such as TMC-1, L1689B, L1544, and Barnard 5 
Matthews, Friberg & Irvine 1985 ; Friberg et al. 1988 ; Marcelino
t al. 2007 ; Bacmann et al. 2012 ; Vastel et al. 2014 ; Jim ́enez-Serra

is is an Open Access article distributed under the terms of the Creative 

h permits unrestricted reuse, distribution, and reproduction in any medium, 
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M

et al. 2016 ; Taquet et al. 2017 ). Based on that high degree of chemical 
complexity, Jim ́enez-Serra et al. ( 2014 ) tested the detectability of 
glycine with radiative transfer models for the prototypical pre- 
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Figure 1. Schematic view of the conformers of parent and daughter 
molecules in the considered reactions that form glycine ( NH 2 CH 2 COOH ) 
and formic acid (HCOOH) on an interstellar ice surface. Left column: 
hydrogenation of c -HOCO leads to t -HCOOH, while the radical–radical 
reaction NH 2 CH 2 + c -HOCO leads to Gly-I. Right column: hydrogenation of 
t -HOCO leads to c -HCOOH, and NH 2 CH 2 + t -HOCO forms Gly-II. Credit: 
Jose Aponte. 
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tellar core L1544, indicating that several glycine transitions with
n upper level energy E u < 30 K and an Einstein coefficient of
pontaneous emission A ul ≥ 10 −6 s −1 can reach detectable intensities
n cold sources. Furthermore, severe observational issues with hot
ores, such as line blending and multiple velocity components, can
e a v oided when observing colder, quiescent sources with lower
ine densities and narrower line widths. In addition, a combined
xperimental and theoretical study by Ioppolo et al. ( 2021 ) has
ecently shown for the first time that glycine can form on the surface
f interstellar ices at low temperatures ( ∼13 K) and in the absence
f energetic irradiation. Experiments and modelling agree that the
ain route of formation is the radical–radical reaction 

H 2 CH 2 + HOCO −→ NH 2 CH 2 COOH . (1) 

As many molecules, glycine has several stable conformational
somers with different zero-point energies. The two lowest-energy
onformers of glycine are denoted with I and II (hereafter, Gly-
 and Gly-II). The zero-point energy of Gly-II is approximately
007 ± 101 K higher than that of the lower energy conformer Gly-I,
hile the electric dipole moment of Gly-II is approximately six times
igher than that of Gly-I (Lovas et al. 1995 ). Since spectral intensity
s proportional to the square of the dipole moment, the intensity of
ly-II is enhanced by a factor of approximately 36 o v er Gly-I. This

eads to an anomalous high intensity ratio of both conformers, i.e.
 much weaker rotational spectrum of Gly-I compared to Gly-II,
espite the lower zero-point energy of Gly-I (cf. Snyder et al. 1983 ).
or this reason, Gly-II was the first conformer to be spectroscopically

dentified in the laboratory (Brown et al. 1978 ; Suenram & Lovas
978 ; Suenram & Lovas 1980 ). It is also for this reason that early
earches for glycine in the interstellar medium (ISM; Brown et al.
979 ; Snyder et al. 1983 ; Berulis et al. 1985 ) focused on transitions
f Gly-II, while all later studies focused either on Gly-I or included
ransitions of both conformers. 

Based on the spectroscopic properties of Gly-I and Gly-II, and
n purely thermodynamic grounds, much higher abundances of Gly-
 are expected over the whole molecular cloud temperature range
10–200 K). Ho we ver, observ ations have sho wn that an equilibrium
somerization is not al w ays established in molecular clouds, but
ather that the high-energy conformer of a molecule can have much
igher abundances than expected (Garc ́ıa de la Concepci ́on et al.
022 ). In the case of formic acid (HCOOH), the gas phase abundance
atio of the high-energy c ( is )-conformer to the low-energy t ( rans )-
onformer can reach values of 5–6 per cent, as found towards two
ark cloud sources, Barnard 5 and L483, with kinetic temperatures
f around 10 K (Taquet et al. 2017 ; Ag ́undez et al. 2019 ). Those
atios are several tens of orders of magnitude higher than predicted
y gas phase isomerization models including ground-state quantum
unnelling effects (Garc ́ıa de la Concepci ́on et al. 2022 ). This
ndicates that some key isomerization mechanisms are not fully
nderstood. Photoswitching mechanisms as proposed by Cuadrado
t al. ( 2016 ) can likely be neglected in well-shielded dark cloud
egions as B5 and L483. Ho we ver, Taquet et al. ( 2017 ) suggest that
he solid-state formation of molecules on interstellar ices can produce
on-equilibrium isomerizations because the outcome of a surface
eaction depends also on the relative orientation between a surface
pecies and the incoming gas phase species (e.g. Rimola, Sodupe &
gliengo 2012 ; Enrique-Romero et al. 2016 ). Furthermore, in the
articular case of formic acid, it is assumed that one major route of
olid-state formation is the reaction chain 
OCO + H −→ HCOOH , (3) 

ith most of the HOCO radical formed in its low-energy trans -
onfiguration (Goumans, Uppal & Brown 2008 ). However, the hy-
rogenation of t -HOCO leads to c -HCOOH, which can significantly
ncrease the gas phase cis / trans ratio of formic acid, once desorbed
rom the grain surface. We argue that the same principles can lead to
nomalously high Gly-II/Gly-I gas phase ratios in cold sources like
5, if it is assumed that glycine forms in the solid phase via reaction
 1 ), and by noting that Gly-II is formed from reactions of t -HOCO
nd NH 2 CH 2 (cf. Fig. 1 ). Ho we ver, recent modelling work by Garrod
t al. ( 2022 ) suggests that several other glycine formation routes can
e very efficient at dark cloud conditions and potentially dominate
 v er reaction ( 1 ). Of these, only the reaction of NH 2 (or of NH
ollowed by H) with CH 2 COOH could lead to glycine conformers I
nd II since the latter radical is itself formed from HOCO. Thus, in
his case, the Gly-II/Gly-I ratio should also follow the c / t -HCOOH.
herefore, gas phase observations of the Gly-II/Gly-I ratio in cold
ources could in principle be used to investigate the main formation
outes of glycine at low temperatures. 

Based on the abo v e considerations, the methanol hotspot 1 in the
arnard 5 (hereafter B5) dark cloud (Perseus, d = 302 ± 21 pc;
ucker et al. 2018 ) is a promising target to search for interstellar
lycine. It is located approximately 0.55 pc to the northwest of
he prominent class-I protostar IRS-1 (see maps in Wirstr ̈om et al.
014 ; Taquet et al. 2017 ). The location of the hotspot is neither

 Following Wirstr ̈om et al. ( 2014 ), the term methanol ‘hotspot’ is used to
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associated with a prestellar core nor a protostellar source (Wirstr ̈om 

et al. 2014 , and references therein). The detection of abundant water 
(8 × 10 −9 ) by Wirstr ̈om et al. ( 2014 ) as well as methanol (2 × 10 −8 ) 
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Table 1. Targeted Gly-I and Gly-II transitions and their spectroscopic 
properties, taken from CDMS ( cdms.astro.uni-koeln.de ; see also Ilyushin 
et al. 2005 ). 

Transition Frequency E u A ul g u 
(GHz) (K) (s −1 ) –

Gly-I 
10 3,7 − 9 3,6 71.611 56 21.5 1.5 × 10 −6 63 
11 2,10 − 10 2 9 71.646 39 22.4 1.6 × 10 −6 69 
10 2,8 − 9 2,7 71.910 30 20.2 1.6 × 10 −6 63 
12 1,12 − 11 1,11 72.559 35 23.3 1.8 × 10 −6 75 
12 0,12 − 11 0,11 72.601 11 23.3 1.8 × 10 −6 75 
11 1,10 − 10 1,9 72.841 25 22.3 1.7 × 10 −6 69 
6 3,4 − 5 2,3 73.503 46 9.9 3.5 × 10 −7 39 
11 3,9 − 10 3,8 74.923 44 24.7 1.8 × 10 −6 69 
4 4,1 − 3 3,0 75.795 27 8.6 7.2 × 10 −7 27 
4 4,0 − 3 3,1 75.802 14 8.6 7.2 × 10 −7 27 
11 4,8 − 10 4,7 75.922 23 27.1 1.8 × 10 −6 69 
11 4,7 − 10 4,6 76.913 70 27.2 1.8 × 10 −6 69 
6 3,3 − 5 2,4 77.199 06 9.9 3.7 × 10 −7 39 
12 2,11 − 11 2,10 77.652 29 26.1 2.1 × 10 −6 75 

Gly-II 
10 3,8 − 9 3,7 71.141 50 21.7 5.2 × 10 −5 63 
10 6,5 − 9 6,4 71.614 83 30.2 3.8 × 10 −5 63 
10 6,4 − 9 6,3 71.617 29 30.2 3.8 × 10 −5 63 
10 5,6 − 9 5,5 71.877 04 26.8 4.5 × 10 −5 63 
10 5,5 − 9 5,4 71.942 25 26.8 4.5 × 10 −5 63 
10 4,7 − 9 4,6 72.065 95 24.0 5.0 × 10 −5 63 
10 4,6 − 9 4,5 72.944 52 24.0 5.2 × 10 −5 63 
11 2,10 − 10 2,9 74.121 76 23.1 6.2 × 10 −5 69 
10 2,8 − 9 2,7 74.838 70 21.0 6.4 × 10 −5 63 
12 1,12 − 11 1,11 74.926 70 24.1 6.7 × 10 −5 75 
12 0,12 − 11 0,11 74.950 73 24.1 6.7 × 10 −5 75 
11 1,10 − 10 1,9 75.009 64 23.0 6.5 × 10 −5 69 
10 3,7 − 9 3,6 75.378 86 22.2 6.3 × 10 −5 63 
11 3,9 − 10 3,8 77.916 34 25.4 7.0 × 10 −5 69 

1 GHz. The frequency resolution was 76.3 kHz, corresponding to a 
velocity resolution of 0.31 km s −1 at 74 GHz. The data was calibrated 
using the chopper-wheel method and the estimated calibration 
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nd other COMs ( ∼10 −10 ) by Taquet et al. ( 2017 ) confirms the
hemical complexity of the region; abundances are relative to H 2 . 
n addition, it is in this position that c -HCOOH has been detected
t a relative abundance of 6 per cent as compared to t -HCOOH
Taquet et al. 2017 ). The H 2 column density and dust temperature
owards the hotspot are estimated from data of the Herschel Gould 
elt surv e y 2 (HGBS) as N (H 2 ) = 1 × 10 22 cm 

−2 and T dust =
3 K, respectively 3 (Andr ́e et al. 2010 ; Roy et al. 2014 ). Non-local
hermodynamic equilibrium (LTE) radiative transfer calculations of 
ethanol emission by Taquet et al. ( 2017 ) reveal a gas kinetic

emperature of T kin = 7.5 ± 1.5 K and a gas density of n (H 2 ) =
2.25 ± 1.50) × 10 5 cm 

−3 . 
For our study, single-point observations were made with the 

nsala 20 m telescope towards the B5 hotspot, with several Gly-I
nd Gly-II transitions targeted in the frequency range ∼70–78 GHz. 
he observations are described in Section 2 , and we present the

esulting spectrum and the detected molecules in Section 3 . Glycine 
as not detected, but we derive sensitive upper limits for both glycine

onformers using spectral line stacking, as described in Section 4 . 
n that section, we also present the column density calculation for
ther detected molecules. In Section 5 , the derived glycine upper 
imits are compared to limits for other sources as well as to reported
bundances of other COMs at the position of the B5 hotspot. We
ummarize our conclusions in Section 6 . 

 OBSERVATIONS  

ur LTE analysis using T ex = 7.5 K predicts that a number of Gly-I
nd Gly-II transitions in the 4 mm band will have detectable peak
ntensities if the glycine abundance and distribution at the B5 hotspot 
s similar to other detected COMs (Taquet et al. 2017 ). The consid-
red transitions are presented in Table 1 with their spectroscopic 
roperties. Single point observations were carried out towards the 
5 hotspot with the Onsala 20 m telescope at 70.2–77.9 GHz. We
bserved for a total of ∼150 h in three observation runs in 2017,
018, and 2022. 
The receiver frontend was a 4 mm dual-polarization sideband- 

eparating HEMT receiver (Walker et al. 2016 ). This frontend has 
ommon warm optics with the 3 mm system (Belitsky et al. 2015 ).
n the 2017 observations, the centre frequency was 72 GHz, and 
n 2018, it was 76 GHz. In the 2022 observations, we used two
ettings with the centre frequencies from 2017 and 2018, referred 
o as S1 and S2, respectively. We used a symmetric dual-beam 

witching mode with a switching frequency of 1 Hz and a beam
hrow of 11 arcmin in azimuth. The half-power beamwidth at 74 GHz
s 51 arcsec. We pointed the antenna towards 03:47:32.10 RA (J2000)
nd 32:56:43.0 Dec. (J2000). Pointing and focus accuracy was 
hecked with observations of SiO masers at 86.2 GHz, and was 
ound to be within 5 arcsec for the pointing. The receiver backend
as a FFT spectrometer, consisting of four modules. To increase 

he ef fecti ve observ ation time, we used the dual-polarization mode,
o v ering about 2.5 GHz per module pair. This resulted in 4 GHz
otal bandwidth per frequency setting, with an o v erlap of about

 
http:// www.herschel.fr/ cea/ gouldbelt/ en/Phocea/ Vie des labos/Ast/ast vis 
.php?id ast=66 
 We used N (H 2 ) = 1 × 10 22 cm 

−2 to update the abundances derived for water 
nd COMs in Wirstr ̈om et al. ( 2014 ) and Taquet et al. ( 2017 ). 

I  

l
i  
MNRAS 524, 5993–6003 (2023) 

ncertainty was 10 per cent. In the 2017, 2018, and 2022 obser-
ations, the system noise temperature varied mostly within 195–
50, 165–405, and 170–360 K, respectively, but for shorter periods 
f worse observing conditions it increased significantly abo v e 
his. 

We used the 20 m data reduction software XS for data reduction
nd correction for frequency- and ele v ation-dependent main beam 

fficiency and Doppler-shifted spectral resolution. Spectra with noise 
emperatures abo v e 500 K were e xcluded. We combined our 2017
nd 2018 data with our 2022-S1 and 2022-S2 data, respectively, 
nd averaged the dual-polarization spectra weighted by their system 

emperature and integration time. We fitted and subtracted a linear 
aseline to line-free regions in the 2017-2022-S1 and 2018-2022-S2 
veraged spectra, and combined them to one spectrum. 

 RESULTI NG  SPECTRUM  A N D  LI NE  

DENTI FI CATI ON  

he resulting spectrum of our observ ations to wards the B5 hotspot is
hown in Fig. 2 . The frequencies of the targeted Gly-I and Gly-
I transitions from Table 1 are marked by solid green and blue
ines, respectively. The selection of considered glycine transitions 
s described in more detail in Section 4.1 . The RMS noise towards

http://www.herschel.fr/cea/gouldbelt/en/Phocea/Vie_des_labos/Ast/ast_visu.php?id_ast=66
file:cdms.astro.uni-koeln.de
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Figure 2. Spectrum towards the B5 methanol hotspot in the frequency range 70.2–77.9 GHz. The solid green and blue lines mark the frequencies of targeted 
Gly-I and Gly-II transitions, respectively. The peak intensity of the truncated H 2 CO(1-0) line is at ∼1.22 K. The ne gativ e feature at ∼71.44 GHz and the positive 
feature at ∼72.95 GHz, left of the OCS(6-5) peak, are bad channels. 

the low-frequency end of the spectrum is ∼6.2 mK. It decreases with 
frequency to reach ∼4.2 mK towards the high-frequency end. In 
regions where the backend modules o v erlap, around 72 and 76 GHz, 
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T mb d v is the integrated intensity and C is a constant, given 
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here is a noticeable decrease in noise due to the spectral resampling
esulting in an increase of the ef fecti ve channel width. 

None of the targeted glycine lines shows an intensity abo v e the
oise level but we use spectral line stacking to derive column density
nd abundance upper limits for Gly-I and Gly-II, separately. This is
escribed in more detail in Section 4.1 . 
We do detect emission lines from acetaldehyde (CH 3 CHO),

ormaldehyde (H 2 CO; H 2 
13 CO), the DCO 

+ ion, deuterated hydrogen
soc yanide (DNC), carbon yl sulfide (OCS), and sulfur dioxide (SO 2 ;
4 SO 2 ). The detected transitions are listed in column two of Table 2
ogether with their line width and integrated intensity (last two
olumns). The individual spectral lines with their Gaussian fits are
hown in Fig. A1 . 

 ANALYSIS  

.1 Glycine upper limits 

pectral line stacking is used to derive the highest sensitivity
stimates possible for the column density upper limits of Gly-I and
ly-II. Our stacking method consists of four steps: 

(1) identification of the presumably strongest transitions, 
(2) extraction of spectra around the transition frequencies of the

dentified transitions, 
(3) conversion of intensity scale to column density scale in all

pectra, assuming LTE conditions, 
(4) averaging of the obtained column density spectra. 

Assuming LTE conditions and optically thin emission, the total,
eam-averaged column density of a molecule can be written as 

 tot = 

1 

C 

∫ 
T mb d v, (4) 
 = 

hc 

8 πk B 

g u A ul 

ν2 

exp ( −E u /T ex ) 

Q rot ( T ex ) 
1 − J ν( T bg ) 

J ν( T ex ) 
. (5) 

 is the Planck constant, c is the speed of light, k B is the Boltzmann
onstant, T ex is the excitation temperature, and T bg is the CMB
emperature. The line-specific spectroscopic parameters are the total
e generac y g u , Einstein coefficient for spontaneous emission A ul ,
ransition (rest) frequency ν, upper state energy E u (in Kelvin), and
he rotational partition function Q rot at T = T ex . Furthermore, J ν( T )
s the temperature equi v alent of the specific intensity, given as 

 ν( T ) = 

hν

k B 

[
exp 

(
hν

k B T 

)
− 1 

]−1 

. (6) 

he last term in equation ( 5 ) is only needed if T ex is comparable to
 bg , which is the case for the B5 hotspot. According to equation ( 4 ),

he column density in one spectral channel of width �v is given by 

 

ch 
tot = 

T ch 
A �v 

C 

, (7) 

nd for step (1), we estimate the antenna temperature in one channel
 T ch 

A ) for all Gly-I and Gly-II transitions in the frequency range
0.2–77.9 GHz. We assume N 

ch 
tot = 3 . 6 × 10 12 cm 

−2 for Gly-I and
 

ch 
tot = 2 . 0 × 10 11 cm 

−2 for Gly-II, and set �v = 0.4 km s −1 and
 ex = 7.5 K, based on temperature estimates for the B5 methanol
otspot (Taquet et al. 2017 ). Only transitions for which T ch 

A > T lim 

re considered, and we use 2 and 1 mK as temperature limits T lim 

or Gly-I and Gly-II, respectively. The considered transitions are
isted in Table 1 , together with the spectroscopic parameters that
eed into the constant C , i.e. E u , A ul , and g u . The rotational partition
unctions of Gly-I and Gly-II are 1350.38 and 1310.26 at T = 9.375 K,
especti vely (v alues from CDMS 

4 ; see also Ilyushin et al. 2005 ).
ased on the theoretical temperature dependence for the rotational

 

file:cdms.astro.uni-koeln.de


Deep search for glycine conformers in B5 5997 

Table 2. Detected transitions with their spectroscopic and observed parameters; all uncertainties are 1 σ values. Spectroscopic 
parameters are taken from CDMS ( cdms.astro.uni-koeln.de ) and JPL ( spec.jpl.nasa.gov ; only for CH 3 CHO; see also Kleiner, 
Lovas & Godefroid 1996 ). 

Molecule Transition ν E u A ul g u Q rot (9 . 375 K) FWHM 

( a ) 
∫ 

T mb d v ( b) 

(GHz) (K) (s −1 ) ( km s −1 ) (mK km s −1 ) 

A − CH 3 CHO 4 14 − 3 1,3 74.891 67 11.3 1.3 × 10 −5 9 ( c ) 66.02 ( d ) 0.67 ± 0.07 30.2 ± 3.3 
4 0,4 − 3 0,3 76.878 95 9.2 1.5 × 10 −5 9 ( c ) 66.02 ( d ) 0.51 ± 0.06 45.8 ± 2.8 

E − CH 3 CHO 4 1,4 − 3 1,3 74.924 13 11.3 1.3 × 10 −5 9 ( c ) 66.02 ( d ) 0.75 ± 0.10 27.0 ± 2.7 
4 0,4 − 3 0,3 76.866 43 9.3 1.5 × 10 −5 9 ( c ) 66.02 ( d ) 0.67 ± 0.03 60.8 ± 2.9 

H 2 CO 1 0,1 − 0 0,0 72.837 94 3.5 8.2 × 10 −6 3 13.80 1.04 ± 0.04 1370.1 ± 3.8 
H 2 

13 CO 1 0,1 − 0 0,0 71.024 78 3.4 7.6 × 10 −6 3 14.13 0.77 ± 0.07 69.3 ± 4.9 
DCO 

+ 1 − 0 72.039 31 3.5 2.3 × 10 −5 3 5.77 1.29 ± 0.06 331.6 ± 3.0 
DNC 1 − 0 76.305 73 3.7 1.6 × 10 −5 3 5.47 1.92 ± 0.27 29.1 ± 2.4 
OCS 6 − 5 72.976 77 12.3 1.1 × 10 −6 13 32.46 0.60 ± 0.03 102.2 ± 3.5 
SO 2 6 0,6 − 5 1,5 72.758 24 19.2 2.8 × 10 −6 13 33.07 0.70 ± 0.02 220.5 ± 4.0 
34 SO 2 6 0,6 − 5 1,5 74.404 57 19.1 3.0 × 10 −6 13 33.64 0.49 ± 0.13 14.0 ± 2.6 

Notes. ( a ) Derived from Gaussian fits (see Fig. A1 ); ( b ) Derived by integration over line channels (see Fig. A1 ). 
( c ) We use g u = 2 J + 1 to be consistent with Q rot ( T ) from Nummelin et al. ( 1998 ). 
( d ) From Nummelin et al. ( 1998 ) for A-/E-species separated, i.e. Q rot ( T ) = 2.3 × T 3/2 . 

partition function of (a)symmetric-top molecules, we determine the 
partition function at T ex as 
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In the case of the H 2 CO(1-0) line, we expect the optically thin 
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 rot ( T ex ) = Q rot ( T ) 

(
T ex 

T 

)3 / 2 

. (8) 

As step (2), we extract spectra o v er 50 km s −1 around the transition
requencies of the considered Gly-I and Gly-II transitions, and 
etermine 1 σ noise temperatures T σmb in line-free regions (compare 
igs A2 and A3 ). In order to obtain a single column density
stimate from the obtained spectra, the individual spectroscopic line 
arameters must be included before averaging. In step (3), we do 
his by transferring the intensity axis of each spectrum to a column
ensity axis by using 

 tot ( v ) = 

T mb ( v ) �v 

C 

, (9) 

here T mb ( v) is the observed main beam temperature. Finally, as step
4), we average the obtained column density spectra weighted by 1 σ
oise column density, which we calculate for all spectra as 

 

σ
tot = 

T σmb �v 

C 

. (10) 

The stacked column density spectra for Gly-I and Gly-II are shown 
n Fig. 3 . Even in the stacked spectra, glycine is still not detected,
ut we use the obtained noise level to derive sensitive upper limits.
n both spectra, the dashed blue line marks the 1 σ column density
oise level. The corresponding 3 σ column density upper limits of 
ly-I and Gly-II are presented in Table 3 together with the abundance
pper limits relative to H 2 . 

.2 Column densities of detected species 

olumn densities of H 2 CO, H 2 
13 CO, DCO 

+ , DNC, OCS, SO 2 , and
4 SO 2 are calculated from equation ( 4 ), assuming LTE conditions and 
ptically thin emission. The required spectroscopic parameters are 
iven in Table 2 , and we use equation ( 8 ) to determine the rotational
artition functions at T ex = 7.5 K. For the linear molecules DNC and
CS, we use the equi v alent relation 

 rot ( T ex ) = Q rot ( T ) 
T ex 

T 
. (11) 
MNRAS 524, 5993–6003 (2023) 

W 12 

W 13 
= [1 − exp ( −τ )] 

[
1 − exp 

( −τ

12 C / 13 C 

)]−1 

, (12) 

here W 12 and W 13 are the integrated intensities of H 2 CO(1-0) and
 2 

13 CO(1-0), respectively. We assume 12 C / 13 C = 68 for the local
SM, based on Milam et al. ( 2005 ). We get τ = 3.4 and calculate the
orrected column density of H 2 CO using 

 

corr 
tot = 

τ

1 − exp ( −τ ) 
N 

thin 
tot , (13) 

here N 

thin 
tot is the optically thin estimate. 

The derived column densities are presented in Table 3 , together
ith the molecular abundances relative to H 2 . 

.3 Rotation diagram acetaldehyde 

ollowing Goldsmith & Langer ( 1999 ), we perform a rotation
iagram analysis for the four detected transitions of acetaldehyde 
CH 3 CHO), listed in Table 2 , together with six transitions detected
owards the B5 hotspot by Taquet et al. ( 2017 ). We assume optically
hin emission and an LTE population of levels, and calculate the
pper state column densities N u as 

 u = 

8 πk B ν
2 

A ul hc 3 

∫ 
T mb d v. (14) 

lotting ln ( N u / g u ) against E u and fitting the data linearly yields an
xcitation temperature of T ex = 5.8 ± 0.8 K and a total column
ensity of N tot = (1.4 ± 0.5) × 10 12 cm 

−2 . Fitting the data for A-
nd E-species separately yields approximately the same result as 
tting the data for both species combined, as expected from the low
ifference in ground state energy (0.1 K; Kleiner et al. 1996 ). When
nding an excitation temperature so close to the CMB temperature 
 T bg = 2.73 K) it is important to consider its influence on excitation
sing the correction term 

 bg = 

[
1 − J ν( T bg ) 

J ν( T ex ) 

]−1 

. (15) 

file:cdms.astro.uni-koeln.de
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Figure 3. Stacked spectra for Gly-I (left) and Gly-II (right) in column density scale, determined from equation ( 9 ). In both spectra, the dashed blue line marks 
the 1 σ column density noise level, and the dashed black line marks the LSR velocity of the B5 methanol hotspot. The column density peaks at ∼ 24 km s −1 (left) 
and ∼20 km s −1 (right) arise from the detected H 2 CO(1-0) and CH 3 CHO(4 1, 4 -3 1, 3 ) transitions, respectively. The regions where the peaks appear are excluded 
from the RMS calculation (compare Figs A2 and A3 ). 

Table 3. Beam-averaged column densities and abundances relative to H 2 ; 
uncertainties are 1 σ values and upper limits are 3 σ values. We use N (H 2 ) = 

1 × 10 22 cm 

−2 from HGBS data (Roy et al. 2014 ). 

Molecule N tot N tot / N (H 2 ) 
(cm 

−2 ) 

CH 3 CHO 

( a ) (1.97 ± 0.65) × 10 12 2 × 10 −10 

H 2 CO (4.14 ± 0.01) × 10 13 4 × 10 −9 

H 2 
13 CO (6.20 ± 0.44) × 10 11 6 × 10 −11 

DCO 

+ (4.14 ± 0.04) × 10 11 4 × 10 −11 

DNC (6.27 ± 0.51) × 10 10 6 × 10 −12 

OCS (1.31 ± 0.04) × 10 13 1 × 10 −9 

SO 2 (2.48 ± 0.04) × 10 13 3 × 10 −9 

34 SO 2 (1.54 ± 0.28) × 10 12 2 × 10 −10 

Gly-I ≤ 4 . 6 × 10 12 ( b) ≤ 5 × 10 −10 ( b) 

≤ 2 . 1 × 10 12 ( c) ≤ 2 × 10 −10 ( c) 

≤ 1 . 6 × 10 12 ( d) ≤ 2 × 10 −10 ( d) 

Gly-II ≤ 3 . 3 × 10 11 ( b) ≤ 3 × 10 −11 ( b) 

≤ 1 . 1 × 10 11 ( c) ≤ 1 × 10 −11 ( c) 

≤ 7 . 1 × 10 10 ( d) ≤ 7 × 10 −12 ( d) 

Notes. ( a ) T ex = 5.7 K, from CH 3 CHO rotation diagram analysis. 
( b ) T ex = 5 K; ( c ) T ex = 7.5 K; ( d ) T ex = 10 K. 

The corrected upper state column density is then given by 

N 

corr 
u = C bg N u . (16) 
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Figure 4. Rotation diagram for acetaldehyde (CH 3 CHO) transitions detected 
in this work (black symbols) and in Taquet et al. ( 2017 ; green symbols) 
towards the B5 methanol hotspot. A- and E-type transitions are depicted 
as squares and diamonds, respectively. The best linear fit to the data is 
shown as dashed blue line with 1 σ confidence interval (shaded blue area). 
Considering the influence of cosmic microwave background (CMB) radiation, 
the resulting excitation temperature is 5.7 ± 0.8 K, and the total column 
density is (2.0 ± 0.6) × 10 12 cm 

−2 . 

(where the gas kinetic temperature is estimated from methanol lines 
as T kin = 7.5 ± 1.5 K). Based on that, and in order to co v er a larger 
range of possible excitation temperatures for glycine, we calculate 
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Iterating the updated values of N 

corr 
u and T ex , the asymptotic values

f excitation temperature and total column density are T ex = 5.7 K
nd N tot = (2.0 ± 0.6) × 10 12 cm 

−2 . The resulting abundance relative
o H 2 is 2 × 10 −10 (see Table 3 ). The final rotation diagram is shown
n Fig. 4 . For the calculation of total column density, we use the
otational partition function derived in Nummelin et al. ( 1998 ) as
 rot ( T ) = 4.6 × T 

3/2 for A- and E-species combined, and for g u =
 J + 1. Considering both species separately using the same iterative
rocess as described gives an A/E ratio of 0.88, which is close to the
xpected ratio of unity. 

 DISCUSSION  

he excitation temperature of 5.7 ± 0.8 K obtained from the
H 3 CHO data indicates possible sub-thermal excitation of the

otational levels of acetaldehyde at the position of the B5 hotspot
wo more sets of 3 σ upper limits for 5 and 10 K (see Table 3 ). For
he lower excitation limit of T ex = 5 K, the number of considered
ly-I and Gly-II transitions in the spectral line stacking reduces to

wo and 10, respectively, and the abundance upper limits increase to
 × 10 −10 and 3 × 10 −11 . Conversely, for the higher excitation limit
f T ex = 10 K, the number of considered Gly-I and Gly-II transitions
ncreases to 18 and 16, respectively. The abundance upper limit of
ly-I remains at rounded 2 × 10 −10 , while that of Gly-II decreases

o 7 × 10 −12 . 

.1 Glycine upper limits compared to other sources 

e w pre vious attempts have been made to detect glycine towards
old low mass sources. The published upper limits we have identified
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Table 4. Glycine upper limits (3 σ ) towards cold molecular cloud sources. 

Source Conformer T ex N upper N upper / N (H 2 ) Reference 
(K) (cm 

−2 ) 

L1544 Dust peak Gly-I 5 5.8 × 10 12 1 × 10 −10 (1) 
10 3.3 × 10 12 6 × 10 −11 

L1544 Methanol peak Gly-I 5 9.5 × 10 12 6 × 10 −10 (1) 
10 4.2 × 10 12 3 × 10 −10 

IRAS16293-2422 Gly-I 20 5.0 × 10 12 1 × 10 −10 (2) 
L134 Gly-II 10 2.0 × 10 12 2 × 10 −10 (3), (4) ( a ) 

TMC-1 Gly-II 7 3.0 × 10 12 2 × 10 −10 (5), (6) ( a ) 

L183 Gly-II 7 4.5 × 10 12 2 × 10 −10 (5), (7) ( a ) 

Notes (1) Jim ́enez-Serra et al. ( 2016 ); (2) Ceccarelli et al. ( 2000 ); (3) Snyder et al. ( 1983 ); (4) van 
der Werf et al. ( 1988 ); (5) Brown et al. ( 1979 ); (6) Spezzano et al. ( 2022 ); (7) Lattanzi et al. ( 2020 ) 
( a ) Reference for source H 2 column density. 

are summarized in Table 4 . 3 σ upper limits 5 of Gly-II are reported 
for the dark clouds TMC-1 and L183 in Brown et al. ( 1979 ) as 
3 × 10 12 cm 

−2 and 4.5 × 10 12 cm 

−2 , respectively, assuming T = 
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−2 . This 
discrepancy cannot be explained by the higher number of available 
data points for the rotation diagram analysis, but we are confident 
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 K for both sources. Another 3 σ upper limit of Gly-II is reported in
nyder et al. ( 1983 ) for L134 as 2 × 10 12 cm 

−2 , assuming T ex = 10 K.
dopting the respective H 2 column densities towards TMC-1, L183, 

nd L134 (2 × 10 22 , 3 × 10 22 , and 1 × 10 22 cm 

−2 ; van der Werf, Goss
 Vanden Bout 1988 ; Lattanzi et al. 2020 ; Spezzano et al. 2022 ),

he corresponding Gly-II abundance upper limits are presented in 
able 4 . Depending on the assumed excitation temperature at the B5
otspot, the Gly-II abundance upper limit of this work is one to two
rders of magnitude lower than those early estimates. 
Jim ́enez-Serra et al. ( 2016 ) report two sets of 3 σ upper limits

or Gly-I towards the centre of the pre-stellar core L1544 and an
ffset position towards the shell-region where methanol emission is 
ound to peak (see Table 4 ). The assumed excitation temperatures 
re 5 and 10 K. Based on typical COM excitation temperatures of
5–6 K, reported for the L1544 dust peak, the upper limit estimate

or T ex = 5 K might be better constrained at that position. It is on
he same order than our Gly-I upper limit towards the B5 hotspot. At
 ex = 10 K, the upper limit at the L1544 dust peak becomes an order
f magnitude lower than the limit at the B5 hotspot. Typical COM
xcitation temperatures at the L1544 methanol peak are reported 
s ∼5–8 K. At both excitation limits ( T ex = 5 and 10 K), the Gly-I
bundance upper limit towards the B5 hotspot is slightly lower but 
n the same order as at the L1544 methanol peak. We note that the
onditions at the L1544 methanol peak are presumably more similar 
o the B5 methanol hotspot than the conditions at the L1544 dust peak.

Another 3 σ upper limit of Gly-I is reported for the cold ( ∼20 K)
uter layer of the solar-type protostar IRAS16293-2422 in Ceccarelli 
t al. ( 2000 ) as 5 × 10 12 cm 

−2 , i.e. 1 × 10 −10 w.r.t. N (H 2 ). The upper
imit is obtained by av eraging o v er three lines at around 101 GHz.
o we ver, the assumed excitation conditions in the envelope of

RAS16293-2422, though cold, are only marginally comparable to 
he case of the B5 hotspot because a difference of ≥10 K in excitation
emperature is quite significant at low temperatures, and can change 
n upper limit by about an order of magnitude. 

.2 Glycine upper limits compared to COM abundances at the 
5 hotspot 

he acetaldehyde column density we derive in our study, i.e. 
2.0 ± 0.6) × 10 12 cm 

−2 , is approximately 2.5 times lower than the
 Reported are 2 σ limits from which we derived 3 σ values. f
MNRAS 524, 5993–6003 (2023) 

bout the updated estimate. 
The abundances of COMs relative to H 2 at the hotspot range

rom 2 × 10 −10 for acetaldehyde and 4 × 10 −10 for methyl 
ormate to 2 × 10 −8 for methanol; di-methyl ether is tentatively 
etected at 2 × 10 −10 (Taquet et al. 2017 ). The most stringent,
otal abundance upper limit of glycine derived from the present 
bservations (2 × 10 −10 for T ex = 7.5 K) is comparable to the
bundance of the least abundant COM so far detected at the hotspot.
ence, given the present data, we can neither confirm nor rule out

he presence of glycine in the gas phase at the B5 hotspot. If glycine
s present but undetected, it is either less abundant than other COMs
r has a more compact distribution or both. 

 C O N C L U S I O N S  

sing the Onsala 20 m telescope, we performed a deep search for
lycine towards the B5 methanol hotspot, which is a cold source ( T k 

7.5 K) with yet a significant amount of COMs in the gas phase
Taquet et al. 2017 ). We targeted several transitions of Gly-I and
ly-II in the frequency range ∼70–78 GHz. Our study is the first to

earch for a set of glycine transitions in this lower frequency range. 
We did neither detect Gly-I nor Gly-II during our observations but

eri ve sensiti ve upper limits for both conformers, using spectral line
tacking and assuming LTE conditions and optically thin emission. 
ince, we did not detect glycine the hypothesis of a non-equilibrium
ly-II/Gly-I ratio similar to the case of c -HCOOH/ t -HCOOH could
ot be tested. Our Gly-II upper limits towards the B5 hotspot are
he most stringent obtained so far for a cold molecular cloud source.
he obtained Gly-I limits are mostly on the same order as previously
ublished limits towards comparable sources. 
If glycine is present but undetected in the gas phase at the B5

otspot it is either less abundant than other detected COMs in that
ource or has a more compact distribution or a combination thereof.
e, therefore, do not rule out a future detection of glycine towards the 
5 hotspot with higher-sensitivity instrumentation. Jim ́enez-Serra 
t al. ( 2014 ) calculate a detection limit of ∼1.5 × 10 −11 for glycine
n cold molecular cloud sources. This limit has not yet been reached
y any study searching for glycine. 
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APPENDIX  A :  A D D I T I O NA L  F I G U R E S  

Figure A1. Spectral lines of non-targeted molecular transitions observed in the frequency range 70.2–77.9 GHz towards the B5 methanol hotspot. In all panels, 
the dashed blue line shows the Gaussian fit of the spectral line, and the dashed black line marks the LSR velocity of the hotspot. The dashed red lines mark the 
boundaries for the integrated intensity calculation. 
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Figure A2. Spectra around transition frequencies of targeted Gly-I transitions. The red regions mark the ranges for the calculation of the RMS noise temperature. 
The dashed black line marks the LSR velocity of the B5 methanol hotspot. 
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Figure A3. Spectra around transition frequencies of targeted Gly-II transitions. The red regions mark the ranges for the calculation of the RMS noise temperature. 
The dashed black line marks the LSR velocity of the B5 methanol hotspot. 
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