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1. Introduction

The global shift towards Industry 4.0 has encouraged the 
integration and broad utilisation of sensors and data analysis 
within machining processes [1] . Different sensor systems, 
often coupled with artificial intelligence-supported analysis, 
have shown great potential in providing time-sensitive 
information that can maximise the productivity and product 
quality in manned and unmanned manufacturing systems [2].
To obtain the desired workpiece quality and conform to the 
tight dimensional tolerances required by the manufacturing
industry, it is essential to maintain the integrity of the cutting 
tool [3]. While some tool wear types such as flank and crater 
wear are progressive, others such as chipping and notch wear 
are stochastic, making them difficult to simulate and anticipate
[4]. For this reason, modeling attempts generally fail to predict
the useful tool life when the mode of failure falls in the 
stochastic regime. In addition, the simulation of tool wear relies 
on various simplifications and an abundance of model inputs
that increase their complexity and decrease their accuracy [1]. 

It therefore becomes imperative to integrate real-time tool 
wear monitoring systems that can provide instantaneous 

feedback about the tool wear condition, by monitoring the
progressive tool wear mechanisms while also signaling the 
potential occurrence of stochastic wear failure [5]. The 
implementation of these online monitoring systems allows the 
manufacturing industry to switch from the conservative time-
based tool replacement that is prevalent in industrial systems to
a condition-based tool replacement. This would allow the 
maximisation of the tool’s utilisation and thus reduce premature
tool changes [6]. Subsequently, productivity would rise given 
that on average, 20% of cutting machine downtime can be 
attributed to tool change routines [1,2]. 

Previous research in the field investigated various methods 
for tool wear monitoring, which can be predominantly 
classified into direct and indirect methods [5]. Direct methods 
such as machine vision and electrical resistance offer the 
advantage of directly capturing the geometrical changes arising 
in the wear region of the tool [5,7]. However, the continuous 
engagement between the cutting tool and workpiece, as well as 
the flow of chips and coolant in the cutting zone, make direct 
measurement extremely difficult to implement [8]. This has 
driven researchers to focus on the development of indirect 
methods to monitor tool wear, by correlating selected sensors 
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The online monitoring of tool wear using signal processing during machining has emerged as a prominent technological means in the advancement 
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provided that the suitable signal processing technique and feature selection are employed. The investigation suggests that the careful selection of 
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and their specific features to tool wear conditions. Among 
these, researchers have investigated the use of cutting forces
[9], acoustic emissions [10], vibrations [11] and sound pressure
[12] among others, all of which provide a greater practicality
than the direct methods. Sensor systems used in wear 
monitoring have been reviewed extensively in literature
[1,2,13].

This research investigates the potential for the identification 
of a worn tool during turning based on indirect monitoring 
using a 3-axis dynamometer, 3-axis accelerometer, and a 
microphone. Dry turning of a case-hardening steel is conducted 
using tools under different wear conditions, including moderate 
and higher flank wear. A comparative analysis of the obtained 
signals is then conducted using the Hilbert-Huang (HHT) and
wavelet (WT) transformations to investigate the potential of
identifying the worn tool using these algorithms. This research 
acts as an initial assessment of the potential of these methods
within the context of tool wear monitoring using accelerometer 
and microphone. These would present more accessible and 
cost-effective solutions for industrial applications.

2. Theoretical foundations of the transformations

Traditional data analysis methods such as Fourier 
transforms are in general based on the assumption that the 
acquired signal is linear and stationary. Therefore, there is little 
physical sense to process the highly non-linear and dynamic 
signals acquired from metal cutting using these transforms
[14]. In addition, Fourier transforms employ a convolution 
integral over the entire data span that does not allow to obtain 
any local properties of the signal, leading to a loss of transient 
properties such as decaying frequency components that may 
identify the onset of tool wear [14]. In contrast, time-frequency 
analysis methods such as Hilbert-Huang and wavelet 
transforms overcome these limitations and are able to 
simultaneously generate the frequency and time data by 
mapping the acquired one-dimensional signals to the two-
dimensional time-frequency plane [14,15].

2.1. Discrete Wavelet Transform

The use of Discrete Wavelet Transform (DWT) in signal 
processing indicates decomposing the time-varying signal into 
its component elements with the use of basic functions known 
as wavelet scale functions [15]. The implementation of the 
DWT generates a decomposition where the signal is repeatedly 
passed through high-pass and low-pass filters to yield the detail
and scaling functions, respectively. Upon being passed through 
a high- or low-pass filter, the signal x is convoluted with the 
filter’s impulse response 𝑔𝑔 to yield the discrete function y[n],

𝑦𝑦[𝑛𝑛] = √2(𝑥𝑥 ∗ 𝑔𝑔)[𝑛𝑛] = √2 ∑ 𝑥𝑥[𝑘𝑘]𝑔𝑔[𝑛𝑛 − 𝑘𝑘]∞
𝑘𝑘=−∞ (1)

At a specific decomposition level in the DWT, the high-pass 
and low-pass filter that the wavelet functions are passed 
through should be quadrature mirror filters of each other to 
ensure the splitting of the input signal into 2 bands. Following 
each filter convolution, the resulting function is subsampled by 
a factor of 2 due to half the frequencies of the signal being

discarded, thus allowing to discard half of the samples 
according to the Nyquist criterion. Therefore, 

𝑦𝑦[𝑛𝑛] = √2(𝑥𝑥 ∗ 𝑔𝑔)[𝑛𝑛] ↓ 2 (2)

The output of the subsampled convolution with the high-
pass filter then yields the wavelet function of that level, while 
the low-pass filter yields the scaling function, which are further 
decomposed in the subsequent decomposition level.

2.2. Hilbert-Huang transform

Similar to the Discrete Wavelet Transform, the Hilbert-
Huang Transform (HHT) maps the acquired one-dimensional 
signal to the time-frequency plane. The HHT operates in a two-
step sequence: first, it employs Empirical Mode 
Decomposition (EMD) to decompose a signal into its intrinsic 
mode functions (IMF) and second, it applies the Hilbert 
spectral analysis (HSA) to the obtained IMFs in order to
calculate their instantaneous frequency and energy data [14]. 

The Empirical Mode Decomposition decomposes in the 
temporal space instead of the corresponding frequency space. 
The decomposition reveals the signal’s IMFs, which are the 
different oscillatory modes that compose the original signal.
The obtained signal then undergoes a sifting process to 
eliminate background waves and increase the symmetry of the 
wave profiles. This process is repeated until the sift residual 
between two successive iterations exceeds a pre-defined value
(0.05 in this work) [16]. Once the original signal is decomposed 
into its mono-component IMFs, the Hilbert transform is then 
applied to each of the intrinsic functions as follows, 

𝑦𝑦(𝑡𝑡) = 𝑝𝑝
𝜋𝜋 ∫ 𝑥𝑥(𝜏𝜏)

𝑡𝑡−𝜏𝜏 𝑑𝑑𝑑𝑑∞
−∞ (3)

In Eq. 3, 𝑝𝑝 is the Cauchy principal value of the transform. 
Then, the Hilbert transform of a signal is its convolution with 
1/ 𝑡𝑡. The analytic signal 𝑧𝑧(𝑡𝑡) is then obtained by coupling the 
signal 𝑥𝑥(𝑡𝑡) with its Hilbert transform 𝑦𝑦(𝑡𝑡) such that, 

𝑧𝑧(𝑡𝑡) = 𝑥𝑥(𝑡𝑡) + 𝑖𝑖𝑖𝑖(𝑡𝑡) = 𝑎𝑎(𝑡𝑡)𝑒𝑒𝑖𝑖𝑖𝑖(𝑡𝑡) (4)

with 𝑎𝑎(𝑡𝑡) = √𝑥𝑥2(𝑡𝑡) + 𝑦𝑦2(𝑡𝑡) (5)

and 𝜑𝜑(𝑡𝑡) = tan−1 (𝑦𝑦(𝑡𝑡)
𝑥𝑥(𝑡𝑡)). (6)

In Eq. 4, 5, and 6, 𝑎𝑎(𝑡𝑡) and 𝜑𝜑(𝑡𝑡) are respectively the 
amplitude and instantaneous phase of the analytic signal 𝑧𝑧(𝑡𝑡).
The instantaneous frequency 𝑤𝑤(𝑡𝑡) can then be obtained by, 

𝑤𝑤(𝑡𝑡) = 𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑 (7)

Advantages of the HHT method include its preservation of
the length of the original signal given the transient phenomena 
occurring in different time intervals along the signal, as well as 
its preservation of the signal’s varying frequency due to its use 
of EMD. 
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3. Experimental setup and measurement system

3.1. Experimental procedure

The longitudinal cutting of a case hardening steel with a 
carbon content of 0.2 wt% (pearlitic-ferritic microstructure -
170 HBW) was conducted on an EMCO TURN 365. The 
chemical composition of the material grade cannot be revealed 
due to proprietary restrictions. The CVD-coated carbide inserts 
(DCMT11T304-M3 TP2501 Seco Tools grade) were mounted 
on a DDJCR2525-X11-JETI tool holder, such that the nominal
rake angle was 0° and the clearance angle was 7°. The cutting 
speed was kept constant at 150 m/min and the depth of cut at 1
mm for all cutting conditions. The feed was varied in three 
levels: 0.20, 0.25 and 0.30 mm/rev. All machining tests were 
performed for a constant spiral cutting length of 30 m. Fig. 1
shows the experimental setup used for the machining tests.

Fig. 1. Experimental setup used for dry longitudinal turning (with the
accelerometer placed in position 01)

The cutting tests were performed for different cutting 
conditions using inserts with different wear conditions, as 
detailed in Table 1. For statistical validity, cutting tests A1, A2, 
B1, B2, C1 and C2 were repeated 9 times while tests A3 and 
A4 were repeated 3 times.

Table 1. Cutting and tool wear conditions.

No.
Feed

Tool Condition
Accelerometer 

Position[mm/rev]
A1 0.20 New 01
A2 0.20 Flank wear [VB = 220 ± 20𝜇𝜇m] 01
A3 0.20 Flank wear [VB = 340 ± 20𝜇𝜇m] 01
A4 0.20 Flank wear [VB = 340 ± 20𝜇𝜇m] 02
B1 0.25 New 01
B2 0.25 Flank wear [VB = 220 ± 20𝜇𝜇m] 01
C1 0.30 New 01
C2 0.30 Flank wear [VB = 220 ± 20𝜇𝜇m] 01

3.2. Sensors and data acquisition system

To measure the cutting forces during the longitudinal turning 
experiments, the CNC-lathe was equipped with a three-
component dynamometer (Kistler 9257A), as shown in the 
schematic representation in Fig. 2. The tri-axial dynamometer
was connected to a Kistler Type 5001 charge amplifier having 
3 channel inputs with gain settings and outputting 3 voltage 
signals, one for each of the force components, i.e., cutting force 
𝐹𝐹𝑐𝑐, feed force 𝐹𝐹𝑓𝑓 and passive force 𝐹𝐹𝑝𝑝. After amplification, the 

signals for the force components were fed to the Data 
Acquisition (DAQ) system, which is a National Instruments 
PXI-4462 module mounted onto a PXI-1033 chassis. 

Fig. 2. Schematic representation of sensors and data acquisition system.

The accelerometer used to measure the acceleration during 
the cutting process was of type 8766A050 from Kistler Group. 
It measured the acceleration in 3 directions: 𝑎𝑎𝑥𝑥 , 𝑎𝑎𝑦𝑦and 𝑎𝑎𝑧𝑧 in 
the cutting, feed and passive directions respectively. The 
accelerometer possesses a sensitivity of 100mV/g and exhibits 
a self-resonance effect up to 10% in the measuring range up to 
8 kHz. Therefore, a low-pass filter of elliptic type was placed 
at 8 kHz in order to reduce the noise level in the measurements. 
Lastly, the acquisition rate of the sensor was set to 50kHz to 
satisfy the Nyquist criteria and avoid aliasing.

Given the exposure to cutting fluids and chips within 
industrial machines, the placement of the accelerometer is not
subject to a lot of flexibility. The position of the accelerometer 
is further constrained by its measuring range (±50g), where it 
has to be close enough to the cutting zone to detect the subtle 
variations in the signals but also not exceed the accelerometer’s
allowed measuring range and be exposed to the exiting chips if 
placed too close. For those reasons, this research conducted a 
preliminary investigation into the sensitivity of the 
accelerometer measurements to its position. The accelerometer
was placed in 2 different positions, as shown in Fig. 2: on the 
tool fixture (Position 01) and directly on the back side of the 
tool (Position 02).

Lastly, a 146AE GRAS microphone was used to measure 
the sound pressure 𝑆𝑆𝑀𝑀 during the cutting process with a 
sensitivity of 50mV/Pa. The recommended range for 
measurements using this particular microphone is 0-20kHz; 
therefore, the low-pass filter was set at 20kHz and the sampling
rate to 50kHz for anti-aliasing purposes. The signals from both 
the accelerometer and the microphone were directly fed into 
the DAQ, as shown in Fig. 2. Then, the DAQ sent the data to 
the connected computer for processing. 

3.3. Signal processing

During each cut, the DAQ collected 7 signals in total: 𝐹𝐹𝑐𝑐, 𝐹𝐹𝑓𝑓, 
𝐹𝐹𝑝𝑝, 𝑎𝑎𝑥𝑥, 𝑎𝑎𝑦𝑦, 𝑎𝑎𝑧𝑧 and 𝑆𝑆𝑀𝑀. No signal shifting was required since the 
data collected by the DAQ was already synced to the same time 
scale. Signal segmentation was then carried out on each of the 
acquired signals in order to extract a portion corresponding to 
6 seconds of the cutting phase. The signal sections where the 
tool was not engaged with the workpiece were discarded. 

For the cutting force measurements, the acquired voltage
signal for each direction was multiplied by the corresponding
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calibration constant to yield the equivalent force in Newtons. 
Then, the signal’s mean value was extracted, and the resulting 
cutting force values were compared for a new and worn edge.

The Discrete Wavelet transform was applied to the signals 
acquired from the accelerometer ( 𝑎𝑎𝑥𝑥 , 𝑎𝑎𝑦𝑦 and 𝑎𝑎𝑧𝑧 ) and 
microphone (𝑀𝑀𝑆𝑆𝑆𝑆). Each of the four signals was decomposed 
to the 7th level and the wavelet function obtained for each level 
was then treated as a separate signal from which relevant 
statistical features could be extracted. This research employed
the root-mean-square (RMS) value of the obtained coefficients 
for each level to compare between the different tool wear states. 

The success rate in identifying the worn tool was determined 
as follows. Each signal was decomposed into seven wavelets, 
for which the RMS value of each was obtained. Based on the 
analysis of the data at a specific wavelet level, it was noted that 
the RMS value for a worn insert was generally smaller than the 
RMS value of a sharp tool for a given cutting condition. This 
pattern, of course, depends on the wavelet level analysed and 
may not be generalized to all cases; however, in the signals
analysed in this research, a decrease in RMS value for a worn 
tool seemed to be the more frequent occurrence. Based on this 
observation, the range of RMS values for a new tool was 
determined from multiple repetitions for each cutting 
condition. Then, the success rate for identifying the worn tool 
was determined as the ratio of the discriminated worn cases 
(where the RMS-value fell below the new tool’s RMS range)
divided by the number of repetitions for that cutting condition. 

For the lower level of wear [VB=220±20𝜇𝜇m], 9 cuts with a 
sharp edge were compared against 9 cuts with a worn tool. 
Since the tool wear progression is considerably faster at the 
higher level of wear [VB=340±20𝜇𝜇m], less cuts could be 
completed before the tool reached failure. Thus, 3 cuts were 
compared using a worn tool versus 3 cuts with a new tool.

In the case of the Hilbert-Huang transform, the 4 acquired 
signals (𝑎𝑎𝑥𝑥 , 𝑎𝑎𝑦𝑦 , 𝑎𝑎𝑧𝑧 and 𝑀𝑀𝑆𝑆𝑆𝑆 ) were decomposed using EMD
after which the Hilbert spectral analysis was applied. The 
algorithm then considered the first 4 IMFs of each signal and 
extracted the relevant features for tool wear identification.
Since the first IMF generally carries the high-frequency 
components of the signal, it can be rejected since it is most 
likely distorted by noise [14]. Therefore, the HHT analysis in 
this research focuses on the 2nd, 3rd and 4th IMFs in order to 
distinguish between a new and worn tool. In this investigation, 
the extracted feature for tool wear identification was the 
average energy associated with each IMF function. Similar to 
the DWT analysis, the range of the extracted feature was 
determined for a new tool, after which the energy values for the
worn tool were compared against the obtained range. 

4. Results and Discussions

4.1. Identification of wear using cutting forces

A comparison of the average cutting forces obtained for each 
of the cutting conditions is presented in Table 2. When 
comparing the mean values of the cutting forces for the same 
cutting condition, an increase in all 3 force components is 
evident for the case of the worn tool, especially for the feed and 
passive forces. For instance, for a cutting feed of 0.25mm/rev, 
a flank wear of 220 ± 20𝜇𝜇m induces an increase of 4%, 68% 
and 155% in  𝐹𝐹𝑐𝑐, 𝐹𝐹𝑓𝑓 and 𝐹𝐹𝑝𝑝 respectively when compared to a 

sharp cutting edge. The increase becomes more prominent as 
the wear progresses, as seen when comparing cutting 
conditions A3 to A2. When the flank wear increases from 
220 ± 20𝜇𝜇m to 340 ± 20𝜇𝜇m, the cutting, feed and passive 
forces increase by 15%, 80% and 82% respectively for a feed 
of 0.2mm/rev. Despite their success in identifying tool wear, 
dynamometers can be unattractive for industrial applications
due to their high cost, low adaptability to different machinery 
and their fastening which can require structural changes to the 
machine [17]. 

Table 2. Cutting force measurements for the different cutting conditions.

No. Tool Condition
𝑭𝑭𝒄𝒄 𝑭𝑭𝒇𝒇 𝑭𝑭𝒑𝒑

[N] [N] [N]

A1 New 396±22 172±17 79±5

A2 Flank wear [VB=220 ± 20𝜇𝜇m] 415±9 229±2 160±2

A3 Flank wear [VB=340 ± 20𝜇𝜇m] 478±17 412±12 290±12

A4 Flank wear [VB=340 ± 20𝜇𝜇m] 465±19 393±23 285±10
B1 New 477±12 178±3 92±3
B2 Flank wear [VB=220 ± 20𝜇𝜇m] 495±4 299±3 235±7
C1 New 547±13 186±3 105±2
C2 Flank wear [VB=220 ± 20𝜇𝜇m] 567±4 271±6 217±6

4.2. Identification of wear using sound pressure

The Discrete Wavelet and Hilbert-Huang analysis of the 
microphone’s signals during machining showed varied success 
in identifying tool wear, with the HHT method being overall 
the more successful of the two. For instance, Fig. 3 shows the 
HHT analysis comparisons between cuts B1 (sharp edge) and 
B2 (VB=220 ± 20𝜇𝜇m). As shown, the HHT method manages 
to identify the worn tool using all of the 4 IMFs with the 
success rates for each IMF reported in Table 3. 

Fig. 3. HHT analysis of microphone signals for cutting conditions B1 and B2.

In contrast, the DWT analysis fails to identify the worn tool 
in most cases for this cutting condition as observed in Fig. 4. 
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When applied to the different cutting conditions, Table 3
presents the success rate (in percentage) of each level/IMF in
differentiating worn from unworn tools. As evident, the DWT 
method fails to successfully identify the worn tool in the 
majority of the cases. On the other hand, the HHT method 
performed significantly better, having a success rate of up to 
78% in identifying the tool with VB=220 ± 20𝜇𝜇m using the 
2nd and 3rd IMF functions.

Fig. 4. DWT analysis of microphone signals for cutting conditions B1 and B2.

Table 3. Success rates in predicting tool wear for DWT and HHT analysis of 
the microphone signals

Method Level
Tool and Cutting Condition

A2 A3 B2 C2

DWT

1 0% 0% 22% 11%
2 0% 0% 22% 67%
3 0% 0% 11% 67%
4 0% 0% 11% 67%
5 0% 0% 0% 22%
6 0% 0% 0% 22%
7 0% 0% 0% 22%

IMF

1 67% 67% 67% 67%
2 33% 67% 44% 78%
3 78% 67% 67% 67%
4 56% 67% 44% 44%

4.3. Identification of wear using acceleration

Similar to the sound pressure, the accelerometer signals 
showed varied levels of success in identifying the worn tool, 
depending on the direction of the acceleration. Using the DWT 
method, the highest success rates were obtained using the 
passive direction of acceleration (𝑎𝑎𝑧𝑧), as presented in Table 4. 
In addition, the acceleration in the cutting direction ( 𝑎𝑎𝑥𝑥 ) 
yielded a maximum success rate of 56% using both the 2nd and 
3rd wavelet levels for cutting conditions B2 and C2. The 
acceleration in the feed direction (𝑎𝑎𝑦𝑦 ) yielded a maximum 
success rate of 44% using the 4th wavelet level for cutting 
condition C2. 

Table 4. Success percentage of tool wear identification using DWT of 
acceleration signal 𝑎𝑎𝑧𝑧

Signal Level
Tool and Cutting Condition

A2 A3 B2 C2 A4

𝑎𝑎𝑧𝑧

1 22% 33% 11% 22% 0%
2 22% 33% 11% 33% 0%
3 44% 100% 22% 56% 0%
4 44% 0% 56% 67% 0%
5 44% 100% 56% 56% 33%
6 11% 33% 11% 22% 33%
7 0% 0% 0% 22% 0%

In contrast, the Hilbert-Huang transform showed more 
promise by successfully identifying the worn tool as detailed in 
Table 5. In general, the 2nd and 3rd IMF functions in the feed 
and passive directions exhibit an improved success rate in 
identifying the worn tool. 

Given that this work was an initial assessment of these 
methods’ potential, future work can improve the success rate
by extracting and correlating more features from the IMF
functions and DWT wavelets. Different decomposition 
methods may be investigated in order to enhance the HHT 
method’s rigor in identifying worn tools. In addition, 
improvements can be made by implementing a fusion of sensor 
inputs and integrating AI-based decision-makers for different 
tool-workpiece combinations and cooling environments.

Table 5. Success percentage of tool wear identification using HHT of the 
acceleration signals.

Signal IMF
Tool and Cutting Condition

A2 A3 B2 C2 A4

𝑎𝑎𝑥𝑥

1 56% 33% 44% 67% 0%

2 11% 0% 0% 0% 100%

3 0% 0% 11% 0% 67%
4 0% 100% 0% 0% 100%

𝑎𝑎𝑦𝑦

1 22% 67% 89% 33% 0%
2 89% 100% 78% 56% 0%
3 33% 100% 44% 11% 0%
4 11% 0% 0% 0% 67%

𝑎𝑎𝑧𝑧

1 44% 100% 67% 44% 0%
2 44% 100% 56% 44% 67%
3 44% 100% 67% 33% 0%
4 11% 0% 11% 22% 67%

4.4. Sensitivity of the accelerometer data to its position 

By varying the accelerometer position from position 01 to 
position 02, as shown in Fig. 2 and Table 5, the sensitivity of 
the wear identification to the accelerometer position was 
assessed.  It is evident from the results in Fig. 5 and Table 5
that there is a significant effect of the accelerometer position 
on the tool wear identification, owing largely to the difference 
in stiffness of the different components within the machine. 
Counterintuitively, placing the accelerometer directly on the 
tool holder as opposed to the tool fixture led to a decrease in 
the ability of the algorithm to identify the worn tool. Further 
research is required to investigate the reasons behind this 
observation. Yet, this perhaps highlights the importance of 
tailoring the sensor placement in industrial applications to yield 
the highest success rates of tool wear identification. 
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Fig. 5. Comparison of HHT instantaneous energies obtained from 
accelerometer 𝑎𝑎𝑦𝑦 signal in (a) position 01 and (b) position 02

5. Conclusions

This research investigated the ability of different sensor signals 
combined with different data analysis techniques to identify 
flank wear in cutting tools used for longitudinal turning. From 
an industrial perspective, the microphone seems to be the most 
attractive sensor combining fairly high success rates with high 
flexibility in its positioning. While the accelerometer has a 
higher success rate, it possesses a higher cost and lower 
flexibility in positioning since it needs to be attached directly 
to the tool setup. The main findings of this work are:

▪ The dynamometer successfully identified flank wear 
with an increase in cutting, feed and passive forces. 

▪ The DWT method based on the RMS value of the 
wavelet coefficients failed to successfully identify the 
worn tool using both acceleration and sound signals.

▪ Using HHT analysis, the sound signal was able to 
successfully identify the worn tool in up to 78% of the 
cases of flank wear (VB=220 ± 20𝜇𝜇m) based on the 
maximum instantaneous energy in the 3rd IMF. 

▪ The acceleration signals analysed using HHT showed 
good potential in identifying the worn tool, especially 
utilising the 2nd and 3rd IMF function in the feed 
direction, which yielded up to 100% success rate. 

▪ The tool wear identification success rates showed 
considerable sensitivity to the position of the 
accelerometer, indicating an importance to tailor its
positioning in industrial applications.
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