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Abstract
Functional materials are at the center of solid state physics research and technological in-
novation in our era. In order to create (semi)autonomous, high precision and lightning-fast
devices it is necessary to explore, modify and control the intrinsic properties of matter.
This thesis focuses on quantum materials with strongly correlated physical entities, where
properties may also be defined by geometry and can not thoroughly be described by clas-
sical physics. The magnetic and electrical properties of these materials are predominantly
studied at an atomic level in order to understand the evolution of interactions between
electron spins, charges and structure as well as dependencies from external parameters.
Magnetic interactions are considered not only in the research subjects of this thesis but
also in the employed experimental technique. Therefore, Chapter 2 is dedicated to a brief
introduction in certain aspects of magnetism.

Positive muon spin rotation, relaxation and resonance (µ+SR) is the principal experi-
mental technique used in the presented studies. In essence this technique employs elemen-
tary particles called muons as magnetic probes in the studied samples. The reaction of
muons to the local magnetic fields, which arise from the electronic structure or the atomic
nuclei of solids, conveys direct or indirect information of phase transitions, dynamics or
specific processes in the materials. In Chapters 3 and 4 the background and practicalities
of the µ+SR technique will be elaborated to a sufficient extend that covers the scope of
this thesis.

The presented research encompasses a diverse array of materials with distinct struc-
tural characteristics and magnetic or electronic properties, which have been investigated
utilizing µ+SR and complementary experimental techniques. A detailed introduction to
each material and a summary of the experimental results can be found in Chapter 5.

Concerning magnetic materials, the studies comprised LaSr1−xCaxNiReO6 and CrCl3
polycrystalline samples, as well as CoFeB/Ru/Pt superstructures. In the case of the double
perovskite, three-dimensional magnet LaSr1−xCaxNiReO6, a dense and dilute magnetic
phase were discovered above the critical temperature of magnetic order. The difference
in size between the Sr and Ca cations alters the magnetic interaction between Ni and
Re sub-lattices and as a result, the magnetically ordered phase. The magnetic phase
diagram of the layered, two-dimensional magnet CrCl3 was similarly studied. The µ+SR
analysis identified a dynamic layered antiferromagnetic ordering phase followed by a short
range ordered ferromagnetic phase. Both studies exemplify the substantial advantage of
measurements in zero external magnetic field with µ+SR. An alternative configuration
with low energy µ+SR and adjustable muon implantation depth was employed to study
the magnetic phases of multilayered CoFeB/Ru/Pt superstructures. A magnetic-skyrmion
phase was identified and the persisting dynamics down to 50 K were studied in relation
to an unexpected weak dependence on externally applied magnetic fields.

Regarding ionic motion in non-magnets, a customized muon study was conducted on
hybrid, organic-inorganic perovskite (CH3NH3)PbX3 (X=Br, Cl) single crystals, which
constitute promising photovoltaic materials. Molecular fluctuations were studied across
the structural phases of the materials with and without illumination. µ+SR results in
these two environments indicate that molecular fluctuations and the type of halide ion
are defining parameters on structural stability and carrier lifetimes, both of which are
essential in solar cell applications.

Keywords: magnetism, ion dynamics, phase transitions, muon spectroscopy, correlated
systems, quantum materials.
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Sammanfattning
Funktionella material är i centrum för forskningen och tekniska innovationen inom fasta
tillståndets fysik i vår tid. För att skapa (semi)autonoma, hög precision och blixtsnabb
enheter är det nödvändigt att utforska, modifiera och kontrollera materians inneboende
egenskaper. Denna avhandling handlar om kvantmaterial med starkt korrelerade fysiska
enheter, där egenskaperna kan också definieras av geometrin och kan inte grundligt beskri-
vas av klassisk fysik. De magnetiska och elektriska egenskaperna hos dessa material stud-
eras huvudsakligen på atomnivå för att förstå hur interaktionerna utvecklas mellan elek-
tronspinn, laddningar och struktur samt beroenden av externa parametrar. Magnetiska
interaktioner beaktas inte bara i forskningspersoner i denna avhandling används även av
den experimentella tekniken. Kapitel 2 är därför avsett för ett introduktion i vissa aspekter
av magnetism.

Positiv myonspinn rotation, avslappning och resonans (µ+SR) är den huvudsakliga ex-
perimentella tekniken som användes i de presenterade studierna. I huvudsak använder
denna teknik elementarpartiklar kallade myoner som magnetiska sonder i de studerade
proverna. Myoner interagerar med de lokala magnetfälten, som beror på den elektron-
iska strukturen eller av kärnan av fasta ämnen, ger direkt eller indirekt information om
fasövergångar, dynamik eller specifika processer i materialen. I kapitlen 3 och 4 beskrivs
bakgrunden och de praktiska delarna av µ+SR-tekniken.

Den aktuella forskningen omfattar ett brett spektrum av material med tydliga struk-
turella egenskaper och magnetiska eller elektroniska egenskaper, som har undersökts med
hjälp av µ+SR och kompletterande experimentella metoder. En detaljerad introduktion
till varje material och en sammanfattning av försöksresultaten finns i kapitel 5.

När det gäller magnetiska material omfattade studierna LaSr1−xCaxNiReO6 och CrCl3
polykristallina prover och överbyggnader av CoFeB/Ru/Pt. För den tredimensionell per-
ovskit magneten LaSr1−xCaxNiReO6, upptäcktes en tät och utspädd magnetisk fas över
den kritiska magnetiska temperaturen. Skillnaden i storlek mellan Sr- och Ca-katjoner
förändrar den magnetiska interaktionen mellan Ni och Re jonerna och därmed den mag-
netiskt ordnade fasen. Den magnetiska fas diagram av skiktade, tvådimensionella mag-
neten CrCl3 studerades på liknande sätt. µ+SR analys identifierade en dynamisk skiktad
antiferromagnetisk fas följt av en kort ordnat ferromagnetisk fas. Båda undersökningarna
visar på den betydande fördelen med mätningar i miljö fri från magnetfält med µ+SR.
En alternativ konfiguration med låg energi µ+SR och justerbart myonimplantationsdjup
användes för att studera de magnetiska faserna hos de flerskiktade överbyggnaderna av
CoFeB/Ru/Pt. En magnetskyrmion och en bestående dynamik ner till 50 K studerades i
relation till den till ett oväntat svagt beroende av externt pålagda magnetfält.

När det gäller joniska rörelser i icke-magneter genomfördes en anpassad myonstudie
på hybrid, organisk-oorganisk perovskit (CH3NH3)PbX3 (X=Br, Cl) enkla kristaller, som
utgör lovande solcellsmaterial. Molekylära fluktuationer studerades i hela konstruktions-
faserna av materialen med och utan belysning. µ+SR resultat i dessa två miljöer tyder på
att molekylära fluktuationer och typen av halogenidejon definierar parametrar för struk-
turell stabilitet och bärvågens livslängd, vilka båda är väsentliga i solcellstillämpningar.
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Chapter 1

Introduction

Archaeological discoveries have traced the development of the first alloys and compound
materials beyond 4000 BCE. The construction of iconic structures such as the pyramids
and the infrastructure of the Roman Empire relied on the use of lime mortar [1, 2], while
bronze defined an entire historical era [3]. A reshaping of the world was sparked by the
invention of gunpowder by Chinese monks in the 9th century CE [4]. In 1876, F. Braun
demonstrated his lead sulfide semiconductor point-contact rectifier, paving the way for the
current Digital Age [5]. These examples illustrate that human societies have evolved and
adapted through a keen interest in materials and craftsmanship [6], ultimately leading to
deeper paths of understanding the microscopic nature of matter and the interactions that
define its properties.

At first a collection of independent studies, Solid State Physics became a distinct field in
the 1940s, promoted by F. Seitz’s work Modern Theory of Solids [7], which focused on the
application of the discoveries in atomic physics to explain the properties of materials. Solid
materials can be either amorphous or crystalline. Crystals are composed of a structured
arrangement of one or more atoms, called the basis, which is periodically repeated in
a lattice [8]. The symmetries respected by such systems and their internal interactions
reflect many of the properties of these materials. When a system is altered, typically by a
change in temperature, pressure, an applied field, an implanted particle or modifications
to the basis, it can transition between more symmetrical disordered phases and ordered
phases where specific symmetries are broken. A typical example is the phase transition
of water, where an ordered solid ice state with lower symmetry is established below the
melting temperature [Fig. 1.1]. A similar case is the formation of an ordered magnetic
structure in a solid. Each of these ordered phases is characterized by an appropriate
order parameter that describes which of the various lower symmetries the material has
selected. Furthermore, within these broken-symmetry phases, there may exist regions of
topological defect where the symmetry is restored. These regions play an important role
in determining the dynamics of the system.

The establishment of the quantum theory of solids with the concept of electron wave
functions in a periodic potential by F. Bloch [9] has led to the development of various mod-
els for the electronic structure in crystalline solids. If independent electrons are considered,
approximations such as those suggested by D. R. Hartree and V. Fock [10], provide an
adequate description of the electronic structure. However, the dynamic coupling between
lattice, charge, spin and orbital degrees of freedom cannot be overlooked, since they may
provide further breaking of symmetries, leading to new phases. Strongly correlated sys-
tems often exhibit complex phase diagrams with a multitude of electronic and magnetic
phases, which stem from a delicate balance between various interactions, such as those
found in the extensive family of transition-metal complexes [11]. These correlations can be

1



Figure 1.1: (a): The phase diagram of water. The high symmetry of the liquid
phase is broken when water crosses over to the ordered solid state (B), where sym-
metry operations are defined by the structure of the crystal lattice. In contrast, no
change in symmetry is observed in the liquid-gas transition and beyond the criti-
cal point (E) only density distinguishes the two phases. (b): The magnetic phase
diagram of K2Mn1−xFexF4 for a specific iron concentration (x), as a function of
temperature and applied magnetic field. The randomly oriented magnetic moments
of the paramagnetic phase (P) become long-range ordered in magnetic phases with
lower symmetry. Adapted from [17].

so strong that transitions from a metallic to insulating state or other complex states (e.g
superconductivity) may occur [12, 13]. The influence of quantum effects remains promi-
nent over a wider range of energy and length scales and is enhanced in lower dimensions,
as in the case of graphene and low-dimensional magnets [14, 15]. Moreover, strongly
interacting electrons can give rise to collective excitations known as quasiparticles. In
magnetically ordered systems, collective excitations form magnons and their topologically
protected relatives, such as magnetic skyrmions, merons, etc. Both are of great interest
in the field of information storage and processing, due to their energy-efficient control
and manipulation [16]. It is evident now that correlations between different degrees of
freedom in solids has led to the formation of a diverse group of multifunctional materials
with new physical properties, collectively known as ‘quantum materials’. The analysis of
their emerging phases and comprehension of the underlying interactions that drive them
poses a great challenge in current Solid State Physics research, but their unprecedented
capabilities have the potential to revolutionize energy and information technologies.

Correlated many-body systems can be analyzed using various theories, models and ex-
perimental data, but misinterpretations are common in complex cases. A.C. Doyle and R.
Coase appear to complement each other in this struggle; "It is a capital mistake to theorize
before one has data", yet "if you torture the data long enough, it will confess to anything".
There are numerous probing techniques available for studying crystalline solids, each of
which interacts with the sample through externally controlled parameters and collects
data within a specific range of physical quantity scales. In order to effectively study a
material, it is necessary to consider the probe interaction and its sensitivity boundaries.

2



The primary technique employed in the experimental studies presented in this thesis is
positive muon spin rotation, relaxation, and resonance (µ+SR) [18]. The working principle
of µ+SR is the implantation of 100% spin-polarized muons in matter, which interact with
local internal magnetic fields of electronic or nuclear origin. The results represent volume
fractions in the material, however they lack element specificity. Depending on the nature
of the material sample and the targeted physical property a specific µ+SR experimental
configuration is selected. Muons function as magnetic probes. However, apart from mag-
netic samples the presented studies also include a nonmagnetic semiconducting material,
which demonstrates the ability of µ+SR to also study ion dynamics. All measurements
were contacted either in true zero magnetic field or under applied field, in a wide tempera-
ture range down to 2 K. The time resolution of the technique ranges from 10−5 to 10−12 s.
In order to verify and support the µSR results, numerical calculations were performed, as
well as supplementary or complimentary measurements with various techniques, probing
the samples in different length and time regimes.

1.1 Thesis outline
The topic of research in this thesis is the emergence of phases in a collection of distinct
samples and in response to variations in temperature, externally applied magnetic field, or
chemical substitution. The static and dynamic processes of these systems were primarily
studied with a magnetic probe, by the use of the µSR technique. In fact, the majority of
the studied materials are magnetic. Therefore, the following chapters are mainly focused
on magnetism and the experimental approach.

In Chapter 2, fundamental concepts of magnetism and correlation effects are introduced
at both the microscopic and macroscopic levels, which are often used to describe the
internal processes and physical phenomena that occur in the studied systems.

Chapter 3 focuses on the working principles of µSR and the experimental procedure.
Furthermore, a selection of experimental results is presented and their treatment is dis-
cussed.

Chapter 4 provides an overview of the various µSR experimental set-ups and their
specific details.

Chapter 5 consists of sections dedicated to each study presented in the appended papers.
Each section begins with an introduction that establishes the background and motivation
for the research, followed by a summary of the primary experiment and the main results.

Chapter 6 concludes the thesis with a brief reflection on the research process, followed
by highlights of the presented articles with some recommendations for future studies.
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Chapter 2

Basic Concepts and Theory

This chapter focuses on selected concepts in magnetism. These will provide the reader
with further insight into the experimental findings presented in this study, which primarily
involve magnetic materials and employ the magnetic probe of spin-polarized muons. The
following discussion will focus on fundamental quantities of a system and their interactions,
as perceived in a microscopic level. Along its course, we will touch upon cases of correlated
degrees of freedom and how they may influence the state of a system. A selection of
magnetic interactions that promote a solid material towards a magnetically ordered state
will be presented. Finally, a magnetic phase will be viewed collectively, as manifested in
a life-size material.

2.1 Origins of magnetism
The fundamental quantity of magnetism responsible for yielding a net magnetization in
a material is the magnetic moment. Initially, let us suppose an individual atom and
examine certain of its internal and external interactions. From classical electrodynamics,
the magnetic dipole moment created from the orbital motion of an electron around a
nucleus is defined as µL = − |e|

2mL . Bohr in his quantum model [19] only accepted orbitals
with integer multiples of ℏ for the angular momenta. The quantum mechanical description
proposes a volume in space where the electron has a probability to be found, instead of
a fixed orbital. The solution of the Schroedinger equation determines discrete values of
µL = − |e|

2m

√
l(l + 1)ℏ and its z component µLz = − |e|

2mmlℏ , with quantum numbers
l,ml depending on the electronic state [Fig. 2.1 (a)]. The value ml = 1 corresponds
to the magnetic moment at the ground state, called Bohr’s magneton: µB = eℏ

2m =
9.27 · 10−24J/T . Similar to the classical magnetic moment, a Larmor precession with a
characteristic Larmor frequency will be caused by a present magnetic field. However, the
purely quantum-mechanical, intrinsic angular momentum of an electron, called spin, is
also a fundamental source of magnetism. The spin of an electron creates correspondingly
a magnetic moment µS = −gS

|e|
2mS . The total angular momentum of an electron can

now be defined as J = L + S and the generated magnetic moment as µJ = −gJ
|e|
2mJ ,

where gJ is a proportionality constant called Lande factor. The total angular momentum
will precess around an externally applied magnetic field, also with a quantized projection
along the field direction [Fig. 2.1 (b)].

Let us first consider the simplest case of a hydrogen atom with only one electron sur-
rounding the nucleus. The ground and excited electronic eigenstates will be described by
orbitals of different energy, size, shape and coordination depending on the n, l and ml

quantum numbers [Fig. 2.1 (c)]. In each volume there exists a probability density function
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Figure 2.1: (a): The orbital angular momentum of an electron is quantized (l),
as well as its projection along the z direction (ml). From the uncoupled basis the
states are specified by the quantum numbers (n, l, ml, ms). (b): In L-S coupling the
orbital L and spin S angular momentum are combined to produce the total angular
momentum J. The projection of J along z is also quantized. From the coupled basis,
the good quantum numbers are now (n, l, j, mj). When an external magnetic field is
present, the magnetic energy contribution is proportional to Jz. Adapted from [20].
(c): Selected hydrogen-like orbitals. The lobes represent the electron cloud and the
colors, a change of the wavefunction sign.

of finding the electron in an elementary volume dτ . In many-electron atoms, where elec-
tronic shells are partially filled, the electronic ground state can be effectively approximated
by the L-S coupling, according to Hund’s rules and Pauli’s exclusion principle [21, 22]. The
atoms in question are lightweight and the strength of the spin-spin and orbit-orbit cou-
pling surpasses that of the spin-orbit coupling. For heavier atoms, as in the case of 5d, 6d
transition metals and rare earth elements, another coupling scheme, namely j-j coupling,
describes electronic arrangements in better agreement with experimental results. In the
j-j scheme, spin-orbit coupling (SOC) is added, splitting the L and S states into a number
of levels with different J , known as fine structure. This interaction takes the form:

HLS = −µS · Bl = λ
∑

i

Li · Si (2.1)

, where λ is the coupling constant and Bl the effective magnetic field generated by the
orbiting electrons.

So far we have considered an isolated atom, but a real material consists of a number
of particles close to the Avogadro number and it can be subjected to various forces from
its environment. When an external magnetic field B is imposed on the atomic system,
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the atom will respond depending on whether or not it possesses a magnetic moment. If
unpaired electrons exist, there will be a net paramagnetic moment which will try to align
with B yielding an interaction:

HP = −µ · B = µB(L + gS) · B (2.2)

This paramagnetic response creates an energy splitting of the original orbitals, known as
Zeeman effect [23]. However, the splitting of states depends also on SOC and therefore the
relative strength between the HLS and Hz interactions. If all electronic shells are filled
there exists no net magnetic moment, however the applied field induces a diamagnetic
moment that resists magnetization. The interaction is described as:

HD = e2

8me

∑
i

(B × ri)2 (2.3)

, where ri represent the electron positions in the atom. The diamagnetic effect is a weak
effect but present in all materials.

In a crystal, ions also interact with the electrostatic environment created by their
neighboring ligands [24, 25]. Transition metal coordination complexes, such as those
featuring an octahedral framework (Papers I,II,V), are typical cases to consider. This
collection of interactions at each ion’s position (r) results in the presence of an non-
spherical electrostatic field known as the crystal field:

V (r) =
∫

ρ(r′)
|r − r′|

dr′ (2.4)

, where ρ(r′) the charge density of the surrounding electrons. The degeneracy of orbitals
with a given value of orbital angular quantum number is removed with the application of
a crystal field which depends on the symmetry of the local environment. In the case of the
octahedral transition metal complexes, the d-orbitals are split into a three-fold degenerate
t2g state of lower energy, and double degenerate eg state of higher energy. The eg orbitals
are presented in Figure 2.1(c) for (n = 3, l = 2, m = 0, 2). The three t2g orbitals point
between the x, y, z axes as illustrated for the (n = 3, l = 2, m = 1) case.

Eventually, the Hamiltonian which describes an atom can be described as its original
Hamiltonian with added perturbations considering the previous interactions as:

Hper = Ho + HLS + HP + HD + Hcr (2.5)

The first term is a sum of the kinetic, potential and Coulomb energy of the Z electrons in
the atom. The second term accounts for the spin-orbit interaction. The third term includes
the Zeeman interactions with the external magnetic field. The fourth term describes
the diamagnetic effect. The fifth term describes the crystal field potential energy. The
competition between momentum coupling, the Zeeman effect and the crystal field (CF)
interaction determines the ground state. In rare earths, where SOC is larger than CF,
Hund’s third rule is valid. In 4d and 5d transition metals SOC and CF are comparable
and the arrangement of state is the result of an aggregate score. If CF dominates, then
Hund’s rules cannot be applied. The L-S coupling is broken up and the crystal field
splitting of the L levels results in a time averaged orbital momentum < L >= 0. This
phenomenon is known as orbital quenching and is typically observed in 3d transition metals
[26]. Additionally, a multitude of systems and typically transition metal complexes may
distort their geometry in order to remove the degeneracy of unequally occupied orbitals
and lower their overall energy. This coupling between orbitals and lattice distortions is
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called the Jahn-Teller effect. It can be of static or dynamic nature, and in the case of
these distortions acting cooperatively they may drive a macroscopic symmetry lowering
in the crystal.

Inside the atomic nucleus, protons and neutrons respectively possess a nuclear spin.
The total spin of the nucleus I is the vector sum of the nucleon spins. Nucleons have
quantum numbers analogous to electrons and follow a set of arrangement rules. The
nuclear magnetic dipole moment is µn = −gN

|e|
2mP

I and its z component µnz =
gn

|e|
2mP

mIℏ = gnµBnmI . In this case mP is the proton mass, gN is the nuclear g-factor and
µBn = 5.049 · 10−27J/T the nuclear magneton. The nuclear moment has a ∼2000 times
smaller value than the electronic moment due to the larger proton mass. However, certain
sensitive techniques such as nuclear magnetic resonance (NMR), Moessbauer spectroscopy
and µSR can detect it, therefore even nonmagnetic materials (Paper III) can be studied
based on their nuclear moment. The nuclear g-factor may assume positive or negative
values, resulting in nuclei exhibiting a magnetic moment either parallel or antiparallel
to their spin. This contrasts with electrons, where the magnetic moment is consistently
antiparallel to their spin. The nuclear moment also interacts with a field Be generated
by all electronic magnetic moments, similarly to SOC [22]. The field Be is proportional
to the total angular momentum J and the corresponding hyperfine Hamiltonian can be
written as:

Hhf = A(I · J) (2.6)

, where A is a constant measuring the strength of the interaction. A new total angular
momentum should now be defined as F = I + J and the representation requires two new
quantum numbers f and mf . The presence of the hyperfine interaction drives a splitting
of the f states, known as the hyperfine structure.

The spin is an important quantum mechanical property of all fundamental particles
and crucial in explaining the nature and properties of matter. If we consider a system
of N particles in thermal equilibrium, the probability distribution of a particle existing in
a particular quantum state as a function of energy, depends on their spin number. The
particles that make up matter have half-integer spin, they obey the Fermi-Dirac statistics
and thus called fermions [27]. Even if the orbital angular momentum is removed, the
particles can possess a magnetic moment due to their spin, which is inversely proportional
to their mass [Table 2.1] . This fact enables us to perform experiments that involve the spin
of muons, electrons and the nuclei, in ways that reveal intrinsic properties of materials.

Particle Mass Charge Spin

u-quark, c-quark, t-quark 2.3 MeV, 1.275 GeV, 173.07 GeV 2/3 1/2
d-quark, s-quark, b-quark 4.8 MeV, 95 MeV, 4.18 GeV −1/3 1/2
electron(e), muon(µ), tau(τ) 0.511 MeV, 105.7 MeV, 1.777 GeV −1 1/2
neutrinos: νe, νµ, ντ < 2.2 eV, < 0.17 MeV, < 15.5 MeV 0 1/2

Table 2.1: Fundamental particles with half-integer spin. A corresponding antipar-
ticle is also expected. Ordinary matter is constructed of electrons, u and d quarks.
The nucleons, proton (p) and neutron (n), consist of {u,u,d} and {d,d,u} quarks
respectively.
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2.2 Magnetic interactions
The discussion so far concerned the emergence of a local magnetic moment at an indepen-
dent atom, and the ways in which it can be adapted by the presence of an existing crystal
field or an external magnetic field. However, the appearance of spontaneous magnetiza-
tion in magnetic materials requires neighbouring moments to interact and self-organize in
long-range order.

From a classical point of view, magnetic moments can interact by magnetic dipole-
dipole interactions. The dipolar effect depends on the magnitude, the relative direction
and the distance between the dipoles, and can be described as:

HD−D =
∑
i ̸=j

[
µi · µj

r3
ij

− 3(µi · rij)(µj · rij)
r5

ij

]
(2.7)

Dipolar interactions may play an important role at low temperatures and in specific mag-
netic systems; however, they are too weak to create magnetic ordering at high tempera-
tures. Alternatively, the Heisenberg model [28, 29] is based on Coulomb interaction and
utilizes an effective spin-Hamiltonian term to describe the interaction between strong local
magnetic moments:

Hex = −
∑
i ̸=j

Jij(Si · Sj) (2.8)

, where Jij is the exchange coupling integral of the ith and jth electron spin, and Si is
the quantum mechanical spin operator. The exchange coupling can be determined from
first-principles calculations or obtained experimentally. For nearest neighbour spins the
interaction is known as direct exchange and Jij can be treated as a constant J , while
it decreases rapidly with distance [Fig. 2.2(a)]. A positive J > 0 value favors parallel
spin alignment, as observed in ferromagnetic (FM) order. For negative J < 0 values, an
antiparallel alignment is predicted, characteristic of an antiferromagnetic (AFM) order
[Fig. 2.2(c)].

Direct exchange interactions require the overlap of electronic orbitals between magnetic
atoms, and are therefore short ranged. Alternative exchange mechanisms exist, in which
the coupling is achieved indirectly, through non-magnetic atoms or itinerant electrons
[Fig. 2.2(a)]. In transition metal complexes, examples of which are the systems studied in
Papers I,II,V, a non-magnetic ion is found in between two magnetic ions. Hybridization
between the transition metal and non-magnetic atom orbitals leads to a superexchange
interaction via a virtual hopping of electrons [Fig. 2.2(b)]. The interaction can result
in either an FM or AFM alignment, which is predicted by a set of empirical rules by
Goodenough, Kanamori and Anderson (GKA) [30, 31]. Besides superexchange, also dou-
ble exchange interaction appears between magnetic ions in different oxidation states. A
real hopping of electrons occurs between orbitals only if the spin direction is preserved,
therefore double exchange favors FM ordering. Delocalized electrons in metallic materials
can also be associated with magnetic moments and result in a paramagnetic response or
spontaneous magnetization through spin-split bands. Furthermore, a localized magnetic
moment can produce an oscillating magnetization in space, which spin-polarizes the itin-
erant electrons (Paper IV). Depending on the distance, the polarization reaching another
localized magnetic moment can result in either FM or AFM coupling, which is known as
the RKKY interaction after Ruderman, Kittel, Kasuya and Yosida [26, 32].
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Figure 2.2: (a): Exchange interactions can be direct (ii) in neighbouring atoms
with overlapping orbitals, or indirect (i),(iii) through non-magnetic atoms or itin-
erant electrons. (b): Superexchange (i) and double exchange (ii) interactions are
prevailing in ionic solids, where electrons of metal ions (M) can hop through overlap-
ping orbitals with an intermediate non-magnetic atom (e.g O). (c): The symmetric
exchange interaction in the Heisenberg model determines a ferro- or antiferromag-
netic coupling of magnetic moments depending on J . (d): The antisymmetric DM
interaction, which arises due to SOC, promotes a chiral configuration of moments.
That is, the magnetization rotates around an axis defined by D.

In the most general case the Heisenberg model is symmetric and isotropic. The spins
are represented as three-dimensional vectors arranged in a three-dimensional space. If
anisotropy is introduced, the model is transformed to describe the reduced dimensionality
of the spins or the lattice, and the coupling constants (Jx, Jy, Jz) are varied depending
on the interaction at each direction. An anisotropic Heisenberg spin model along the
z-direction can have the form:

Han = −
∑
i ̸=j

(ζSz
i Sz

j + JSi · Sj) −
∑

i

Ai(Sz
i )2 (2.9)

, where ζ, A and J represent the anisotropic and isotropic exchange couplings. This
hamiltonian encodes the magnetocrystalline anisotropy towards an easy direction of mag-
netization, which is an intrinsic property of a crystal. Its source is found in SOC depen-
dence on the crystal lattice structure, which breaks the rotational symmetry of exchange.
Many anisotropic and antisymmetric exchange terms have been developed to describe
the various anisotropies that may exist in real 3D and 2D magnetic systems [33]. The
Dzyaloshinskii-Moriya (DM) interaction [34, 35] forms such an antisymmetric anisotropic
exchange term:

HDM =
∑
i ̸=j

Dij · (Si × Sj) (2.10)

promoting the perpendicular arrangement of neighbouring spins [Fig. 2.2(d)]. The cou-
pling vector Dij appears when the inversion symmetry of the system is broken, and deter-
mines the orientation of the spin-spin configuration. The DM interaction can take place
either in bulk systems, where the inversion symmetry breaks due to the crystalline struc-
ture, or in multilayered systems, where the symmetry usually breaks by the change of
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atoms at the interfaces. The combination of symmetric and antisymmetric exchange can
give rise to chiral magnetic structures, such as magnetic skyrmions (Paper IV). From this
short description of exchange interactions it is evident that the configuration of intrinsic
magnetic moments depends strongly on the electronic structure of the magnetic ions, the
crystal lattice geometry and the dimensionality of the system. Therefore, depending on
the chemical composition and intrinsic or extrinsic anisotropies, a system can naturally
select a magnetization direction although the hamiltonian does not. This spontaneous
symmetry breaking reflects a transition to a magnetically ordered phase.

Figure 2.3: The sum of active interactions between magnetic moments can lead to
a variety of ordered phases. In zero magnetic field a material can be (a) diamagnetic,
(b) paramagnetic, (c) ferromagnetic, (d) antiferromagnetic, (e) ferrimagnetic, (f)
spin glass. (g) helical, (h) cyclical, (i) conical spiral. Their combination can create
periodic modulations such as spin density waves (SDWs) and skyrmion quasiparti-
cles. The illustrations were inspired from [36].

2.3 Magnetic materials
The collective interactions between magnetic moments and the effect of their environment
can lead to different types of magnetic ground states, resulting in materials with charac-
teristic physical properties. Diamagnetic materials resist magnetization. Paramagnets can
be magnetized by an external field, however they do not retain their magnetization when
the field is removed. Ferromagnetic and ferrimagnetic materials have a spontaneous net
magnetization while antiferromagnetic materials, although ordered, present no net mag-
netization. Spin glasses comprise random but frozen arrangements of mangetic moments.
Cyclical or helical spin arrangements can create periodic modulations such as spin density
waves (SDWs) or skyrmion quasiparticles [Fig. 2.3].

A straightforward and insightful method to investigate the type of magnetic order in
a material is to measure the magnetization or magnetic susceptibility as a function of
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temperature or applied magnetic field. When this material is placed in a magnetic field
H, it will interact with a given energy U = −µH, and become magnetized M = dµ

dV .
The net magnetization is given by M = χH, where χ is the magnetic susceptibility of
the material. For χ < 0 the material resists magnetization, while for χ > 0 it embraces
magnetization. The magnetization and magnetic susceptibility can be determined by a
variety of theoretical models depending on the closest approximation to the studied system
[26]. Therefore, the experimental results can be directly correlated with the underlying
microscopic mechanisms of magnetism. However, magnetism involves processes in different
time and space scales, ranging between 10−15 − 109 s and 10−10 − 1 m. The use of
experimental techniques with various probes and resolutions allows us to create a clearer
picture of the magnetic phases and their evolution [37].

Cooling the material leads to a decrease of thermal fluctuations, typically enabling the
system to reach a magnetically ordered state. However, there exist additional important
parameters, which can determine a phase transition. By modifying the externally applied
magnetic field, applying pressure, altering the chemical composition or altering the sample
geometry, we can induce anisotropies and alter the magnetic interactions in the system.
The emergence of magnetic states can be deduced thermodynamically from the free energy
F of the partition function Z = exp (−F/kBT ). At a phase transition, various physical
quantities undergo substantial changes, which lead to dramatic shifts of the free energy.
In the critical region, the behavior of the system is described by a set of critical expo-
nents. The order parameter is a statistical function that changes values at each phase. In
magnetism the representative order parameter is the magnetization density:

m(T ) = 1
V

lim
H→0

M(H, T ) ∝


0 , T > TC

H
1
δ , T = TC

|t|β , T < TC

(2.11)

, where t = (T − TC)/TC is the reduced temperature. The singular behavior of the order
parameter along the coexistence line and the critical isotherm is characterized by the crit-
ical exponents β and δ respectively. To explain the magnetization phenomena we have to
reconsider the dipole-dipole interactions [38], which were deemed too weak to explain the
interactions among nearest neighbors in comparison to exchange interactions. In a material
that consists of an enormous number of spins though, the long ranged dipolar interactions
rearrange the spin ordering into magnetic domains. The spin magnetic moments will be
coupled to the electronic charge density through SOC, therefore their orientation with
respect to the crystal lattice will affect their energy. This is where magneto-crystalline
anisotropy comes into play, defining the energy required to align the magnetic moments
into different directions. Depending on the shape of material grains, surfaces, dimension-
ality or applied stresses, more anisotropies arise, which create, alter or thermodynamically
shift magnetic phases.
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Chapter 3

The muon perspective

In this chapter, we introduce the muon particle and identify the properties which favor
the use of muons in material studies. Our primary focus is on the principal experimental
method, namely positive muon spin rotation, relaxation or resonance (µSR). The main
steps of the experimental procedure are presented, covering the production of a spin-
polarized muon beam and the interaction of muons with a sample under various experi-
mental modules. The spin of muons implanted in a sample interacts with the magnetic
field distribution of its local environment. These interactions yield information about the
static and dynamic magnetic environment in our samples. In the following section we focus
on the interpretation of the exported data, lay out the basic fitting functions employed in
the experimental data analysis, and discuss their physical meaning.

3.1 What is a muon?
The muon is an elementary particle classified within the lepton family of the Standard
Model [39]. It carries a negative charge identical to that of an electron but possesses a
mass two hundred times greater. A crucial feature of the muon is its spin of 1/2, resulting
in a magnetic moment which allows it to magnetically interact with its environment and
sense magnetic fields down to the mT scale. This interaction is partly encoded in the
gyromagnetic ratio (γµ), an important constant that describes how fast the magnetic
moment will preccess at a particular magnetic field. Like all particles, the muon has an
antiparticle, here denoted as positive muon (µ+). The main properties of µ+ are presented
in Table 3.1, since it is the key element of the µ+SR experimental technique discussed in
the greatest part of this chapter. Furthermore, the muon is a radioactive particle. The
brief lifetime of µ+ ends by a decay via the weak force into a positron and two neutrinos
following specific conservation laws, which allows us to monitor the muon’s magnetic
interactions with matter.

charge spin magn. moment γ/2π lifetime mass
+e 1/2 3.18µp 135.53 MHzT−1 2.197 µs 206.768me

4.836 × 10−3µB 0.1124mp

105.7 MeV

Table 3.1: Positive muon properties.
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3.2 The life of a muon
At the time of its discovery in cosmic rays and in the decade that followed, the muon
was regarded as an extraterrestial stranger and a misfit in any established scheme for the
fundamental constituents of matter and force. However, within the evolving paradigm of
modern particle physics, the muon eventually found its place among a long list of recently
discovered particles. The advancement of particle accelerators has elevated the muon to
a prominent status, serving as a valuable probe in both atomic and sub-atomic physics,
with a potential to fundamentally reshape our comprehension of nature in the future.

3.2.1 In the wild
The study of cosmic radiation has a long history dating back to 1785 when Charles Au-
gustin de Coulomb observed spontaneous discharges in electrometers within the atmo-
sphere. This phenomenon was later attributed to ionizing species carried by a penetrating
radiation from space. Victor Hess, in his pivotal experiments between 1911-12, conclu-
sively identified cosmic radiation [40].

Figure 3.1: (a): Cosmic rays reach and interact with the Earth’s upper atmosphere
producing a shower of secondary particles. The pion decay produces a muon that will
reach the Earth’s surface if its energy is sufficient. Adapted from [41]. (b): In the
high intensity proton accelerator complex at SµS, PSI, protons are produced from
a source and accelerated at two cyclotrons (Injektor 2, Ringzyklotron). The proton
channel is then directed towards the pion production targets (M, E). The decaying
pions produce muons with the desired characteristics, which are then focused and
guided with magnets towards the experimental stations. Adapted from [42].
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The current knowledge is that cosmic rays comprise mostly protons and heavier stripped
nuclei originating from sources such as stars and supernovae within our own and distant
galaxies [43]. The primary radiation reaching Earth falls within the GeV-TeV energy range
[44, 45]. In comparison, the binding energies of protons and neutrons in nuclei are on the
order of 10 MeV.

These primary particles collide with nuclei of air molecules, giving rise to secondary
particles including pions, electrons and photons. Through a series of collisions and decays,
a cascade of particles is produced, with the most energetic ones potentially reaching the
Earth’s surface [Fig. 3.1(a)]. One of the dominating constituents of this particle shower
is the muon, discovered by Carl Anderson and Seth Neddermeyer in 1937 [46]. Muons
originate from the decay of charged pions and over their lifespan they travel a relatively
long distance, while interacting with matter though weak and electromagnetic forces before
undergoing radioactive decay.

The development of charged particle detectors has allowed the use of cosmic muons in
various applications through muon flux and momentum measurements. Muons have been
employed in a demonstration of the time dilation effect of special relativity, the detection
of cavities underground or in massive objects like the pyramids, assessing the structure and
density variations in volcanoes for eruption predictions, and mineral exploration [47, 48].
The list of applications extends across numerous research disciplines, as discussed in the
subsequent sections.

3.2.2 In captivity
In parallel with cosmic muon studies, the development of particle accelerators gave us the
opportunity to experiment with tailor-made particles in an controlled environment. Muons
have since been extensively investigated and used as a probe in both particle and material
physics. The famous muon g-2 experiment studies alterations in the gyromagnetic ratio
of the muon, a fact that could lead to yet undiscovered particles or forces beyond the
Standard Model [49, 50]. Ongoing discourse revolves around the potential utilization of
muon-antimuon colliders, capitalizing on the low charge-to-mass ratio and fundamental
nature of the muon [51]. The proposed experiments require energies of several TeV’s.
However, at much lower energies the muon proves to also be a unique probe in material
research. Studies on the muon magnetic properties and decay characteristics [52–54] have
laid the foundation for the development of the µSR technique.

Muons naturally reach the Earth’s surface with an average flux of 1 muon·m−1 · cm−2

and possess high energies of an average 4 GeV. These values are unsuitable for experimental
purposes in material physics. To employ muons as a probe, higher fluxes in the range of
103 − 107 muon · s−1 · cm−2 and lower energies between 1 keV-200 MeV are necessary [55].
Intense muon beams meeting these criteria can be generated in hadron particle accelerator
facilities, serving as the power sources for a µSR experiment.

3.2.2.1 Muon creation

A typical procedure for the production of positive muons mimics the same physical process
observed in cosmic rays. Protons are produced from a hydrogen source [Fig. 3.1(b)]. The
protons are then fed into a cyclotron accelerator (alternatively a synchrotron or a linear
accelerator) to gain the momentum required to produce positive pions. The protons are
then guided in vacuum towards a graphite production target. The collision of the energetic
proton with a proton of the target nuclei results in a proton, a neutron and a positive,
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spinless pion (π+):

p + p → p + n + π+ (3.1)

with a lifetime of 26.033 ns and mass of 139.570 MeV/c2. The pion eventually undergoes
a two-body decay caused by the weak interaction:

π+ → µ+ + νµ (3.2)

Let us analyse the decay within the reference frame where the pion is at rest. Conserva-
tion of the total linear momentum and charge dictates that a positive muon is produced
together with a muon neutrino [Table 2.1], and the linear momenta of µ+ and νµ are equal
and antiparallel. A crucial factor is that parity violation in weak interactions results in
neutrinos having a predominantly negative helicity (-1) from the spin aligned opposite to
their linear momentum [54]. Conservation of angular momentum requires the spin of µ+

to be antiparallel to the νµ spin. The µ+ is therefore 100% spin polarized antiparallel
to its linear momentum [Fig. 3.2]. In practice muons are emitted in a range of angles
θ. Therefore, the spin polarization with respect to the beam direction depends on the
accepted angular range, but still remains higher than 95%.

pν

pμ

νμ

π+

μ+

S = 1/2

S = 0

S = 1- /2

θ

Figure 3.2: The π+ decay in the rest frame of the pion. Conservation of momenta
and the negative helicity of the neutrino determine the spins of νµ and µ+ to be
antiparallel to their linear momenta. Inspired from [56].

The mechanism described above takes place at a particular type of muon beamline where
µ+ are produced from π+ decaying at rest, close to the target surface. This type is therefore
called surface beamline and the muons produced, surface muons. From the conservation of
energy and momentum in the two-body decay of a π+ at rest we can calculate the kinetic
energy of the created muon:

Ek,µ = (mπ − mµ)2c2

2mπ
(3.3)

depending only on the pion and muon mass. The kinetic energy and momentum of the
muon are therefore determined to be 4.12 MeV and 29.79 MeV/c respectively. Depend-
ing on the production mechanism and the configuration of the beamline transporting the
muons to the experimental chamber the muon beam can be customized in terms of mo-
mentum, spin polarization, muon charge, beam structure, beam-spot size etc. Examples
of these variations will be presented in a subsequent section of this chapter.
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3.2.2.2 Muon decay

The produced µ+ beam is consequently focused and steered towards the experimental
chamber, and targeted on the sample. As the spin-polarized muon travels through the
sample, initially it ionizes or excites the electrons in proximity until its kinetic energy
drops below these thresholds [57]. During this process the muon may capture and lose
an electron but the Coulomb interaction does not depolarize the muon spin. There is a
possibility that the positive muon captures and holds an electron, forming an electrically
neutral bound state called muonium. This formation is most likely to appear in non-
metallic materials, below a limit of free-electron density [58]. The path length of muons
depends on their kinetic energy and the material density. The variations of path lengths
drop down to a few percent for kinetic energies in the MeV range. In most cases the muon
eventually thermalizes in a location with high electron density, well away from vacancies
that may have been created in its path. There, it interacts magnetically with its local
environment until it decays:

µ+ → e+ + νe + ν̄µ (3.4)

The muon decay is also a result of the weak interaction and produces a positron (e+), an
electron neutrino and a muon antineutrino. Considering the conservation laws and parity
violation for a three-body decay in the rest frame of the muon, results in an anisotropic
positron emission. The emission angle and energy of the positron form a distribution [59],
where the most energetic positrons have a higher probability to be emitted in the direction
of the muon spin at the moment of decay. In this we find the working principle of µSR.
By detecting the direction of the emitted positron we are able to determine the direction
of the muon spin at the moment of its decay, after it interacted with the magnetic fields
present at the particular interatomic region in the sample material. The probability of
positron emission at an angle θ to the muon spin direction just before decay is given by

dΓ(x, θ) = E(x)[1 + α(x)cosθ]dxd(cosθ) (3.5)

, where x = E/Emax a parameter of positron energy with a maximum value of Emax =
52.83 Mev from the conservation of energy and momentum in the muon decay. The
parameterized energy spectrum has the form:

E(x) = 2x2(3 − 2x) (3.6)

and the term

α(x) = 2x − 1
3 − 2x

(3.7)

is an asymmetry factor which describes the asymmetric positron emission as a consequence
of the weak interaction. The angular distribution of emitted positrons for different nor-
malized positron energies is presented in Figure 3.3(a). We notice that the asymmetry
is highest for the most energetic positrons, the distribution becomes more isotropic as
the energy drops, and at low energies the asymmetry becomes negative. The average
asymmetry is given by

⟨α⟩ =
∫ 1

0
α(x)E(x)dx = 1

3 (3.8)
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and is represented in Figure 3.3(a) by the green curve. In practice the maximum observed
asymmetry is in the range of 24-30% [56], due to the angular arrangement of the detectors
around the sample, exclusion of low energy positron signals and signal corrections with
respect to intermediate positron interactions.
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Figure 3.3: (a): The angular distribution of emitted positrons with respect to the
muon spin direction Sµ, for various normalized energy values. The dotted arrow
length reflects the probability of the particular positron emission. (b): An illus-
tration for the Larmor precession of the muon spin around a local magnetic field
Bz.

3.3 The muon as a magnetic probe
Following a spin-polarized µ+ penetration and eventual thermalization into a sample, its
spin will depolarize through the interaction with a local magnetic field. The asymmetric
emission of a positron allows us to determine the direction of the muon spin at the moment
of decay. The lifetime of each muon will vary from the average lifetime (τµ) according to
the radioactive decay law

n(t) = n(0)e−t/τµ (3.9)

, therefore each decay positron contributes to a snapshot of the muon spin at a particular
decay time. From an ensemble of millions of muon decays, the paths of the captured
positrons create a histogram of the average muon spin polarization as a function of time.
The analysis of such histograms provides information regarding the magnetic environment
in the studied material.

3.3.1 Larmor precession
As discussed previously, the interaction of a polarized muon spin with a local magnetic field
leads to depolarization. This interaction is ideally treated within the quantum-mechanical
framework, considering the purely quantum nature of spin. However, for the purposes of
this chapter, we adopt the illustrative and effectively correct classical approach.

The magnetic moment of the muon can be described as
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µ = γS (3.10)

, where γ = gq/2m the gyromagnetic ratio of the muon given its charge (q), mass (m) and
g-factor (g ≃ 2. The spin is therefore seen as an intrinsic angular momentum. A local
magnetic field creates a torque on the muon’s magnetic moment

τ = dS
dt

= µ × B = γS × B (3.11)

, meaning that the rate of change of the spin angular momentum is perpendicular to the
spin and the magnetic field. This causes a precessing movement called Larmor precession,
with angular velocity ω = γB [Fig. 3.3(b)]. For a finite angle ∆ϕ the torque can be given
by

τ = Ssinθ∆ϕ

∆t
= γSBsinθ (3.12)

If we assume a magnetic field along the z direction, then the spin angular momentum in
three dimensions is given by

S(t) = |S|

 sinθ cosω t
−sinθ sinω t

cosθ

 (3.13)

We observe that only the components perpendicular to the magnetic moment oscillate in
time, while the parallel component remains constant. Since an ensemble of millions of
muons is studied, we can define the muon spin polarization as

P(t) = ⟨S(t)⟩
|S(0)| (3.14)

, with respect to the average spin polarization over all the initial muon spin vectors. In
the next section we describe how the time evolution of this muon spin polarization occurs
from the detection of asymmetrically emitted positrons.

3.3.2 The µ+SR experiment
This section focuses on the basics of a µ+SR experiment and the treatment of primary data.
The main instrument at the experimental station of a µ+SR beamline is a spectrometer.
The sample is placed at its center, surrounded by positron detectors which cover the
angular distribution of the emitted positrons. Additionally, the sample is surrounded by
an arrangement of magnets. The experiment is typically carried out in true zero field (ZF),
with a longitudinal field (LF) applied parallel to the initial spin polarization, or with a
transverse field (TF) applied perpendicular to the initial spin polarization. We follow the
convention were the z-axis is always parallel to the applied magnetic field. In the TF
geometry, the initial muon spin is parallel to the x-axis. A simplified representation of
the experimental chamber is shown in Figure 3.4. This schematic in particular represents
a time differential measurement in a continuous source of surface muons. Alternative
experimental setups will be described in the following chapter.

Here the muon comes with a spin antiparallel to its momentum. Therefore, when it
stops in the material, if it decays right away (at t=0), or precesses around a field and
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Figure 3.4: Representation of a time differential µ+SR measurement. An incom-
ing, spin polarized muon is first counted by a muon detector which sets the starting
time of a measurement. The muon then flies through the windows of the positron
detectors and the cryostat, and is implanted into the sample. When it thermalizes
at its stopping site, the muon spin will interact with the surrounding magnetic fields.
These fields may be intrinsic, applied perpendicular (BT F ) or parallel (BLF ) to the
muon spin. The muon eventually decays to a positron, an electron neutrino and a
muon antineutrino. The direction of the positron emission is most probable to be
parallel to the muon spin at the moment of decay. One of the positron detectors will
collect the emitted positron and set the stopping time of this count. A successive
count follows in this manner. This schematic was inspired from [18].

decays when its spin is in the same direction, then the decay positron will most probably
be collected by the Forward detector. If the spin precesses with an applied and/or intrinsic
field, then it may decay with a spin towards the opposite direction, where the Backward
detector counts. The number of positron events at a particular detector corresponds to
the spin polarization direction of decaying muons at times t. Starting from Eqs. 3.5,3.9
and considering a positron detector covering a finite solid angle, the number of positrons
counted by the Forward and Backward detector is given by:

NF |B(t) = B + N0
F |Be−t/τµ [1 ± A0P(t) · n̂] (3.15)

in the direction of each positron detector. Here, B accounts for the time independent
background events. The N0

F |B are scaling parameters for the count rates in the active
solid angle. A0 is the initial experimental asymmetry, which is lower than the average
asymmetry [Eq. 3.8] due to the finite solid angle and the efficiency of the detector in
counting high energy positrons. In Eq. 3.15 the polarization function is superimposed
on the exponential describing the decay of muons. In order to extract the polarization
function, we calculate the asymmetry of the opposite detector counts:

A(t) = A0P (t) = NF (t) − αNB(t)
NF (t) + αNB(t) (3.16)
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, where α = N0
F /N0

B is a correcting factor that accounts for any inequivalence in geom-
etry and efficiencies between the two detectors. At the beginning of an experiment the
values α, A0 are determined as part of the calibration process. The initial asymmetry is
determined by measuring a metallic reference sample (typically an Ag plate) in TF. Then
α is determined in TF on our sample, above any magnetic ordering temperature. It is
selected so that the observed oscillations are symmetric about the time axis. The time
dependent muon polarization function P (t) contains the information about the magnetic
environment interacting with the muon spin. An example of the detector signals and
exported polarization function is presented in Figure 3.5.
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Figure 3.5: Example of experimental results in a system where muons interact
with a field perperndicular to the initial muon spin direction. (a): Positron counts
versus time for the forward and backward detector. The dotted line shows the
average signal representing the exponential decay of muons. (b): The extracted
asymmetry or depolarization function. (c): A Fourier transformation of the µSR
signal into the frequency domain shows the distribution of frequencies in which the
muons Larmor precess.

3.4 Depolarization functions
The objective of the µSR data analysis is to determine a suitable and physically mean-
ingful depolarization function that describes the signal. In this section, the muon spin
polarization will be treated classically, within the framework of Refs. [18, 56]. Starting
from the highest-order scenario, we will introduce a series of depolarization functions for-
mulated to describe systems featuring static, homogeneous, inhomogeneous and dynamic
magnetic fields.

3.4.1 Homogeneous static fields
We start by considering an ideal scenario, in which polarized muons within a single crystal
interact with a static, homogeneous magnetic field Bloc directed at an angle θ from Sµ,
The polarization is calculated from the projection of the Larmor equation [Eq.3.13] along
the direction of observation κ, and has the form:

Pκ(t) = cos2 θ + sin2 θ cos(ωµt) (3.17)
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, where ωµ the muon’s Larmor angular velocity. This function consists of a static term and
an oscillatory term, which describes the precession in the field. By rotating the sample
with respect to the muon beam we can determine the direction of the magnetic field from
the change in amplitude of the oscillation observed in the spectrum. For θ = 90◦ and
θ = 0 the depolarization function becomes Pκ(t) = cos(ωµt) and Pκ(t) = 1 respectively
when the field is transverse or parallel to the direction of the muon spin. Now let us
consider a polycrystalline sample in a ZF meaurement. If the sample’s internal field, Bloc,
is the same at all muon sites in the randomly aligned crystallites, then an isotropic field
distribution appears. In this case the depolarization function is spherically averaged and
takes the form

Pz(t) = 1
3 + 2

3 cos(ωµt) (3.18)

Here Pz is considered in the z-direction, which is the direction of interest in the ZF
geometry. The constant 1/3 term reflects the fraction of internal fields aligned with the
initial muon spin while the 2/3 term represents the perpendicular fields. These terms
are also referred to as the parallel and perpendicular component. The first describes the
non-oscillatory segment of the spectrum, whereas the second fits the oscillations reflecting
the magnetic order. Nevertheless, in the presence of disorder in the magnet, denoting a
range of Bloc values, the oscillation will be damped or may even cease entirely. If the
spin precession frequency exceeds the frequency window of µ+SR, then also no oscillations
will be detectable. In this case a magnetic phase transition is inferred from the drop in
asymmetry to A0/3.

3.4.2 Inhomogeneous static fields
In most cases the muon spin is depolarized from interactions with either a static distribu-
tion of local fields or fluctuating fields [60, 61]. These fields have electronic and nuclear
origin, dominated by dipolar interactions with the muon magnetic moment, or can simply
originate from an externally applied magnetic field. Starting from Eq. 3.17 we can devise
depolarization functions that describe complicated environments. Let D(Bloc) be a field
distribution at the muon site and Ŝµ

κ (t, Bloc) the projection of the muon spin unit vector
along a direction κ. The polarization can thus be derived from

Pκ(t) =
∫

Ŝµ
κ (t, Bloc)D(Bloc)dBloc (3.19)

This is a general form that produces the depolarization function in a field distribution
that describes our physical system, and in a chosen direction of observation. If a Dirac
delta function is selected as D(Bloc) then Eq. 3.19 falls back to Eq. 3.17. Alternatively,
one can use a Gaussian distribution

D(Bloc) = γµ√
2π∆

exp

(
−

γ2
µB2

loc

2∆2

)
(3.20)

or a Lorentzian distribution

D(Bloc) = γµ

π

∆
∆2 + γ2

µB2
loc

(3.21)

22



to calculate the depolarization function from Eq. 3.19. In a single crystal, for a spontaneous
field B0 sufficiently larger than ∆, the depolarization function will have the form

Pz(t) = cos(ωµt)e− σ2τ2
2 (3.22)

, referred to as a Gaussian relaxation function with a depolarization rate σ =
√

∆2
µ/γ2

µ,
and

Pz(t) = cos(ωµt)e−λt (3.23)

, the Lorentzian relaxation function with a relaxation rate λ = γµ∆. Additionally,
Eq. 3.22, 3.23 can also be used for an externally applied field i.e., at a TF measurement on
a system with a static field distribution. The form of these depolarization functions is pre-
sented in Figure 3.6, in comparison to the archetypical depolarization function (Eq. 3.17).
In a TF measurement the applied field dominates the muon precession and a clear oscillat-
ing signal is observed. If spontaneous internal fields appear, the competition will dephase
the muon spin precession creating a damping in the observed oscillating signal. Therefore,
we perform temperature dependent measurements to observe a possible damping of TF
oscillations that will indicate inhomogeneities of the local field or a dramatic damping if
the system crosses to a magnetically ordered state.

Figure 3.6: (a): Depolarization function in a static homogeneous field B0 (green),
a static Gaussian (orange) and Lorentzian (blue) distribution around B0. (b): The
respective delta function, Gaussian and Lorentzian distribution describing the en-
velope (dotted lines).

3.4.2.1 Disordered systems

The Gaussian and Lorentzian distributions provide also reasonable models for magnetically
disordered materials where no spontaneous field arises. An isotropic Gaussian distribution
describes a system of concentrated magnetic moments of similar size, randomly oriented
in the lattice [Fig. 3.7(a)]. All implanted muons experience an equivalent magnetic envi-
ronment, which may originate from electronic or nuclear moments. In this case Eq. 3.19
will give a depolarization function with the form
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Figure 3.7: Illustrations of muons (magenta spheres) probing disordered systems
with a dense (a) and a dilute (b) arrangement of magnetic moments at the lattice
sites. The corresponding depolarization functions Gaussian KT (c) and Lorentzian
KT (d) for various values of σ and λ.

Pz(t) = 1
3 + 2

3(1 − σ2t2)e− σ2t2
2 (3.24)

, where σ =
√

∆2
µ/γ2

µ. This is known as the Gaussian Kubo-Toyabe (KT) function. The
1/3 and 2/3 terms are attributed to the parallel and perpendicular field components with
respect to the muon spin, as in Eq. 3.18. The form of Gaussian KT can be described as
a damped oscillation around the asymmetry value 1/3. A fast depolarization, caused by
the perpendicular field components, takes place at short times until it reaches a minimum
at t =

√
3/γµσ. The minimum is the result of the dephasing of oscillations caused by the

field distribution [Fig. 3.8]. At longer times a constant 1/3 term is recovered, since the
parallel component will not affect the muon spin. The position of the minimum shifts in
time depending on σ. For higher/lower σ values the minimum moves to shorter/longer
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times, indicating a faster/slower depolarization from larger/smaller moments [Fig. 3.7(c)].
The Lorentzian distribution characterizes a sparse arrangement of magnetic moments

in a lattice. In this picture, the muons will sense an environment of lower or higher fields
depending on their location in the lattice [Fig. 3.7(b)]. From Eq. 3.19 with a square-
Lorentzian distribution [62] we arrive to the Lorentzian KT function

Pz(t) = 1
3 + 2

3(1 − λt)e−λt (3.25)

, where λ = γµ∆. We observe once more the 1/3 an 2/3 terms for the parallel and
perpendicular local field components with respect to the initial muon spin, which indicates
an isotropically distributed local field. In the short time scale the depolarization follows
an exponential decay, reaching a minimum at t = 2/λ, and eventually recovers the 1/3
value at longer times [Fig. 3.7(d)].

Figure 3.8: Time evolution of the depolarization function Eq. 3.18 with various
local fields (colored dotted lines). A Gaussian KT function (black) is the weighted
average over these fields.

3.4.3 Dynamic systems
Often, the depolarization function is called to describe local fields that vary with time,
within the lifetime of the probing muons. A useful approach on dynamic changes is to
consider the evolution of the field as a series of independent and random events following
a Gaussian-Markovian process [63]. In effect, the local field abruptly fluctuates at a rate,
ν, and changes its value randomly to another, from the available configurations of its
constituent moments. The new field at each step follows a Gaussian distribution. This
approximation is called strong-collision model (SCM). If the fluctuation time, τ , is long
compared to the precession time of the muons, the precession will refresh in a new field
environment. According to SCM, if the system is in the slow-fluctuation limit (γBτ ≫ 1),
the muon polarization is not affected by the fluctuations at short times and only the long-
time tail relaxes exponentially. In the fast-fluctuation limit (γBτ ≪ 1) the polarization
relaxes exponentially in the whole time window. A recursive relation of muons experiencing
alterations is formed, based on the probability that the field distribution remains constant
in a given time. The dynamic depolarization function is calculated in relation to a static
depolarization function, given by
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Figure 3.9: (a): The dynamical zero/longitudinal depolarization functions from
Eq. 3.28, Eq. 3.29 calculated for a Gaussian KT in the strong-collision model are
presented for various values of the fluctuation rate ν/∆. (b): The LF Gaussian
KT function for various magnetic fields. The coupling of the muon spin and the
enhancement of the parallel component is observed with increasing field.

Pz,dyn(t) = Pz,stat(t)e−νt + ν

∫ t

0
Pz,dyn(t − t′)Pz,stat(t′)e−νt′

dt′ (3.26)

,where e−νt is the probability that the field has remained constant from 0 to t and Pz,stat is
our choice of an initial static depolarization function. Under a Laplace transform Eq. 3.26
becomes

P̃z,dyn(s) = P̃z,stat(s + ν)
1 − νP̃z,stat(s + ν)

(3.27)

If we consider an isotropic Gaussian distribution for B, the corresponding static depolar-
ization function will be a Gaussian KT function (Eq. 3.24). From Eq. 3.27 and the Laplace
transform of Eq. 3.24 we obtain

Pz,dyn(t) ≈ 1
3exp

(
−2

3νt

)
+ 2

3(1 − ∆2t2)exp

(
−∆2t2

2

)
(3.28)

, for ν/∆ ≪ 1. This is the quasi-static limit where the 1/3 tail is damped at a rate of 2ν/3
due to slow dynamics. This can be understood as a dephasing of muon spin precession
from the two (out of three) perpendicular field components. Then in the fast fluctuation
limit, ν/∆ ≫ 1, we obtain

Pz,dyn(t) = exp

{
− 2∆2

ν2 [exp(−νt) − 1 + νt]
}

(3.29)

, which is similar to the results obtained from the weak collision model [64, 65] and provides
an accurate approximation of Pz for ν/∆ ≥ 3 [Fig. 3.9(a)]. In the fast fluctuation limit,
for νt ≫ 1 Eq. 3.29 reduces to an exponential relaxation
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Pz,dyn(t) = e−λt , λ = 2∆2

ν
(3.30)

The dynamic Gaussian KT function is commonly employed to study ion dynamics
and appears also in Paper III. When a positive muon arrives at a stopping site inside a
material in the paramagnetic state, it will interact with the dipole field distribution from
random nuclear moments, a field distribution which can be described by a static Gaussian
KT function. However, ion diffusion itself creates problems in the strong-collision model.
As a result of diffusing ions or fluctuations in the lattice, the muons themselves can
become a dynamic component, and possible changes in their stopping sites may lead to
new environments that require new initial static depolarization functions to be described.

While a dynamic depolarization function can be derived from Eq. 3.26, the dynamic
depolarization can also be observed from LF measurements. This phenomenon occurs in
regions where the fluctuations are within the frequency range of the muon, such as in the
slowing down of magnetic fluctuations when approaching a phase transition temperature
from above. In this region, an exponential depolarization (Eq. 3.30) is likely to be ob-
served. Additionally, another justification for exponential relaxation is the Lorentzian KT
depolarization function (Eq. 3.25). This issue can be effectively addressed within µ+SR,
particularly through LF measurements. When the LF field surpasses the internal fields,
more muons will align with the parallel component, resulting in an increase in the tail of
the depolarization function and a reduction of depolarization [Fig. 3.9(b)]. The muons will
be decoupled from the static internal field, which is now distributed around the external
field. With increasing LF fields the muon polarization will eventually become nearly time
independent. Conversely, in the presence of large fluctuating internal fields, the applied
LF fails to decouple the muon spin, and depolarization is not readily reduced.
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Chapter 4

Sources and Instrumentation

The current available µSR instruments exist in facilities around the world: ISIS, based at
Rutherford Appleton Laboratory (RAL) in Oxfordshire UK. MLF, based at the Japan Pro-
ton Accelerator Research Complex (J-PARC) in Tokai JPN. SµS, based at Paul Scherrer
Institute (PSI) in Villigen CH. MuSIC, based at the Research Centre for Nuclear Physics
(RCNP) in Osaka JPN. CMMS, based at the TRI University Meson Facility (TRIUMF)
in Vancouver CA. These research facilities offer a variety of muon sources and experimen-
tal instruments. The experiments presented in Chapter 5 were conducted at ISIS, SµS
and CMMS with either surface or low energy positive muons, from a pulsed or continuous
source. In the following section we present the basic characteristics of these muon sources,
and the typical instrumentation for a µSR experiment.

4.1 Muon sources

Pulsed and continuous sources

The two main types of proton beams are pulsed, produced at synchrotrons, and (quasi-
)continuous, produced at cyclotrons. These proton beams produce, as described in the
previous chapter, pulsed or continuous pions and eventually muons, which exhibit certain
advantages and disadvantages. The experiments presented in Paper III were conducted in
the pulsed muon source at ISIS [66, 67]. The pulsed muon beam’s high intensity results
in high data acquisition rates since a large number of muons is implanted into the sample
at each pulse. This allows us to create high quality spectra at longer times at ≈20 µs,
where the signature of slower dynamic effects usually lies. However, the pulse width (
about 100 ns) raises a limit to the time resolution at ≈0.1 µs, which discourages the use
of a pulsed source to study fast depolarizing components in the muon spectra. Distortions
can be induced in the spectra by a large number of decaying muons in successive pulses,
leading to count losses from the detectors. This problem is handled by increasing the
time interval between pulses and introducing a large array of detectors to distribute the
workload of positron counts. Additionally, the pulsed beam does not allow us to regulate
the beam spot size and reject individual events. To overcome this issue experiments are
done using a fly-past setup, which allows the part of the beam not hitting the target to
fly past and decay away from the detectors.

The continuous source characteristics complement many of the limitations of pulsed
sources, and vice versa. In this case, the muons are implanted and positrons detected
individually at each counting round. This drastically lowers the count rate and reduces
the time window to ≈10 µs. Moreover, the rate is lowered so that no more than one
positron is counted at a measuring cycle, otherwise the origin of the positrons may be
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mixed. The time resolution is determined by the muon counter [Fig. 3.4] and electronics
setup, extending down to ≈50 ps. This allows us to study fast relaxing components
from strong magnetic moment systems. Individual unwanted counts from muons stopping
outside the sample can be rejected in this case by the use of a veto detector behind the
sample, allowing the study of samples of ≈1 mm2.

It should be noted that continuous sources find application in time-differential mea-
surements, whereas pulsed sources can be used in both time-differential and time-integral
measurements, where there is no restriction on the number of the implanted muons. This
flexibility, together with their pulsed form, allows the integrated polarisation to be mea-
sured against external stimuli like laser, RF field, pulsed magnetic field excitations etc.

Surface, decay and low energy muons

There are two main types of muon beamlines depending on the momentum of the decaying
pions. The decay of pions at rest close to the surface of the target results in the production
of surface muons. A surface muon beamline is characterized by a high spin polarization,
since muons are perfectly polarized in a specific emission direction. The muon kinetic
energy is set to Eµ = 4.12 MeV, as discussed in Chapter 3. The calculated penetration
depth from the stopping power of such muons is in the range of several hundred microm-
eters, setting limitations on the components of the sample environment that obstruct the
beam. If a measurement requires such components, as in the case of measurements un-
der high pressure with the use of pressure cells, then decay muons are preferred. Decay
muons are emitted off pions that decay in flight. The emission directions with the highest
spin polarization are forward and backward with respect to the pion momentum, however
polarization is lower than with surface muons. The more energetic forward muons can
penetrate several centimeters in a material, appropriate for thick bulk samples or thick
sample holders. On the opposite case, for the study of nanometer-thick layers, surfaces
or interfaces, we require low-energy muons in the range of eV-keV. There exist two such
low-energy muon beamlines, the USM in J-PARC and LEM in PSI. The scheme pursued at
J-PARC is the formation of thermal muonium from a pulsed muon beam crossing a heated
tungsten foil, followed by the ionization of muonium with pulsed lasers. This process will
leave the muon beam with an energy range of 0.1-30 keV and the polarization reduced by
≈ 50%. In PSI, the continuous muon beam is moderated through inelastic processes in
a dense noble gas. The achieved energy reduction is in the range of 1-30 keV with small
losses in polarization.

4.2 Sample environment
In Chapter 4 we presented a simplified model of a µSR spectrometer [Fig. 3.4]. In practice
it is composed of a number of detectors in a specific geometry depending on the muon
source and the adjoining instrumentation. The distance from the sample is also important,
since charge particles like muons and positrons may feel a Lorentz force from a surrounding
field and deviate from their path. For a pulsed source a large array of detectors is needed
to facilitate the counting of many events. At a continuous beam there is no need for many
detectors. During data analysis, the histograms from certain detectors can be grouped and
treated as a forward and backward detector. Each detector is composed of a scintillator,
a light guide and photomultiplier tube [Fig. 4.1(b)]. The detector system and associated
electronics operate successively to complete a measurement. A Time-to-Digital (TDC)
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converter, triggered by either a muon detector before the sample in continuous beam or
an incoming pulse, sets the starting time for the measurement. The scintillator emits a
light pulse when hit by the emitted positron. The photomultiplier converts the light pulse
into a voltage pulse and then a discriminator is used to convert it into a logic pulse. The
TDC can then count it as an event, add it to the respective histogram and time the end of
the measurement. The end-station consists also of a cryostat or an oven and conventional
or superconducting magnets, surrounding the sample in specific geometries.

Figure 4.1: (a): Example of a muon beamline (ISIS) and typical installed com-
ponents for muon beam transport, focus, decontamination and configuration.(b):
The configuration of a µSR spectrometer. The sample is placed in the center of the
beam path in the cryostat. Adapted from [68, 69].

Finally, an essential element integrated into a surface and low energy muon beamline,
preceding the spectrometer, is a separator [Fig. 4.1(a)]. This apparatus filters charged
particles not matching the velocity selected for the muons. This is achieved by employing
perpendicular E and B fields, generating a Lorentz force that deviates the contaminant
particles (mostly muons). Morover, this device can serve as a spin rotator. For TF mea-
surements in a field perpendicular to the muon momentum the beam would be deflected
from its path. Consequently, this device is used to rotate the muon spin perpendicular
to its momentum, enabling the application of the TF field parallel to the beam without
affecting its trajectory.
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Chapter 5

Results

This chapter serves to summarize the primary experimental conclusions of the appended
Papers I-V , as well as to provide a framework for the presented research. The exam-
ined samples include materials in powder form, single crystals and multilayered films
with nanometer-scale thickness. In Papers I and II we investigate the emergent mag-
netic phases of transition metal double perovskite oxides LaSr1−xCaxNiReO6 resulting
from cation substitution. In Paper V the magnetic ordering and spin dynamics of the
transition metal tri-halide CrCl3 are explored. In Paper III, we examine the ion kinetics
within the hybrid organic-inorganic perovskite halides through successive structural trans-
fromations, as influenced by anion substitution, temperature and illumination. Paper IV
delves into the magnetic phases and spin dynamics in the multilayered heterostructure
[Co40Fe40B20 (0.8 nm)/Ru (1.4 nm)/Pt (2 nm)]x40. The foremost approach utilized in
these investigations was the application of the µ+SR technique, wherein measurements
were conducted as a function of temperature and applied magnetic fields. These mea-
surements were executed in both continuous and pulsed sources of high or low energy
muons.

5.1 Magnetic phases and spin dynamics in poly-
crystalline metallic compounds

5.1.1 Introduction
Since the beginning of the 20th century, the progress in understanding the electronic struc-
ture as well as intra- and inter-atomic interactions in crystalline solids has allowed us to
study in depth the origins and properties of magnetic, metal-based materials. The concept
of alloying, practically known since ancient times - now understood at an atomic level,
together with the combination of metals with nonmetals has led to an ocean of possible
compound materials. On these compounds, researchers are experimenting with element
substitutions, applied mechanical stress, the system’s dimensionality, and their response
to externally regulated parameters such as temperature and magnetic field. The goal is
to discover their magnetic properties and adjust the contribution of different magnetic
interactions that define them in order produce new, well-tuned functional materials for
applications in electronic and spintronic devices.

One such class of materials are called perovskites, after the mineralogist Lev Perovski,
and share a similar crystal structure with the archetypal calcium titanate CaTiO3, discov-
ered in the Ural mountains in 1893. Perovskite oxides have been extensively investigated
the past 70 years, owing to their wide range of electrical and magnetic properties such as

33



metallic [70], semiconducting [71] or insulating behaviour [72], but also superconductivity
[73], magnetoresistance [74] and ferroelectricity [75], as well as diverse and complex mag-
netic phases. This diversity is attributed to their structural malleability that allows them
to accommodate almost all elements in the periodic table [76]. The perovskite structure is
ideally cubic with a unit formula of stoichiometry ABX3. The larger, 12-fold coordinated,
A-site cations occupy the center of the unit cell, while the smaller, 6-fold coordinated,
B-site cations occupy the corner positions, bonded to the X anions (typically oxygen or
a halogen), forming a network of adjoining BX6 octahedra. Often, the octahedra are
tilted or twisted as a result of cation substitution, displacements or Jahn-Teller distor-
tion. Glazer studied and classified the octahedral distortions into 15 distinct space groups
[77, 78]. This structural tolerance permits the adoption of cations of different sizes and
oxidation states that affect the electrical and magnetic properties of the system. Moreover,
the formation of superstructures, termed double perovskites and so on, is possible.

LaSr1-xCaxNiReO6

x=1.0

x=0.0

�=150°

�=180°

Ni : eg
O : p

Re : t2g

Cr

Cl

Ni : eg
O : p

Re : t2g

Cr : t2g

Cr : eg

X : p

��90°

CrX3

(a)

(c)
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(d)

Figure 5.1: (a): The double perovskite crystal structure of LaSr1−xCaxNiReO6
composed of La, Sr or Ca atoms in the cavities created by corner-sharing NiO6 and
ReO6 octahedra. (b): The Ni-O-Re atomic orbitals and bond angles depending
on the substitution of Ca with Sr. (c): The crystal structure of CrCl3 composed
of CrCl6 octahedra arranged in layers, in a honeycomb lattice. (d): The Cr-X-Cr
atomic orbitals and bond angle.

The double perovskite (DP) structure has a general formula AA′BB′O6 and staggered
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rocksalt, columnar or layered ordering of the BO6 and B′O6 octahedra [Fig. 5.1 (a)]. Typ-
ically, the A/A′ sites are occupied by either alkaline, lanthanide, or rare earths, while the
B/B′ sites host 3d, 4d, or 5d transition metals [76]. The type of sublattice arrangement
of the B/B′ cations, together with the selection of elements that offers a tunable B-O-B′

superexchange interaction, result in a variety of physical properties [Fig. 5.1 (b)]. Addi-
tionally to the nearest neighbor (NN) superexchange interaction, which is expected to be
dominant, the hamiltonian of these systems would also account for next-nearest neighbors
(NNN) double-exchange interactions (B-O-B and B′-O-B′), as well as anisotropy terms
arising from spin-orbit coupling (SOC) and dipolar interactions [76, 79, 80]. In Papers
I and II we focus on the magnetic ordering of nickel/rhenium-based DP oxide samples.
This group of perovskite materials exhibit rich magnetic phases due to the interactions
between the strongly localized 3d electrons and more delocalized 5d electrons with strong
spin-orbit coupling. Studies on other Re-based DP compounds have demonstrated high
Curie temperatures, large magnetic anisotropy and large carrier spin polarization [81–85],
all of which make the case of coupling among charge, spin and orbitals open for further
research.

Transition metal trihalides (TMTH) is also a family of compound materials with a long
history and interesting electrical and magnetic attributes. The first samples were fabri-
cated during 1845 by Claus [86] and in the course of the 20th century several samples and
studies where added [87–89]. TMTHs were initially deployed as metal-based catalysts in
organic synthesis procedures. Nevertheless, since the discovery of the transport proper-
ties of graphene in 2004 by Geim and Novoselov [14], there has been rapid developments
towards 2D magnetism, as the low dimensionality of a system may radically influence its
physical properties. In this context, the study of TMTHs has lately resurfaced and sam-
ples are currently reexamined with respect to the emergent magnetic arrangements in their
layered structure [90–92]. The general formula of TMTHs is MX3, where M is occupied
by a transition metal and X a halide ion. Here, we focus on the chromium-based group:
(M=Cr, X=Cl, Br, I) and specifically CrCl3 in Paper V. This group of chromium tri-
halides are insulating magnets and their magnetic properties strongly depend on the type
of halide ion, therefore they are often studied in parallel [93–96]. Numerous investigations
have also centered on the utilization of these materials in magnetic tunnel junctions and
consequently their implementation in spintronic devices [97–99].

The CrX3 crystals consist of stacked layers of Cr3+ ions arranged in a honeycomb lattice
and surrounded by edge-sharing octahedra of X− ions [Fig. 5.1 (c)]. In this 2D arrange-
ment, the atoms of each layer are held together by ionic bonds while the successive layers
are connected by the weaker van der Waals force, hence these materials are also termed
"2D van der Waals magnets". A first order, structural phase transition from a monoclinic
to a rhombohedral structure occurs at relatively high temperatures (at 210 K for CrI3
[100], 240 K for CrCl3 [87] and 420 K for CrBr3 [89]), while a magnetic ordering emerges
with further cooling (TC ≈ 68 K for CrI3 [101], TC ≈ 17 K for CrCl3 [102] and TC ≈ 37 K
for CrBr3 [103]). However, the characteristics of the magnetic ordering phases that de-
velop below these critical temperatures is still under debate. In each layer, superexchange
is again considered to be the decisive magnetic interaction between NN Cr3+ ions with
crystal-field split atomic orbitals, mediated by X− ions [Fig. 5.1 (d)] [104]. The hamilto-
nian of these systems is often composed of isotropic and anisotropic Heisenberg exchange
terms, and a dipole-dipole interaction term [105]. However, alternative frameworks and
exchange interaction terms have also been proposed [106–108]. The forementioned inter-
actions define the ordering of spins and the anisotropy axis. These CrX3 crystals exhibit a
predominantly ferromagnetic intralayer spin ordering, with the easy axis of magnetization
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being out of plane for CrI3 and CrBr3, and in plane for CrCl3. Concerning the interlayer
coupling, the link between the Cr3+ is a more complicated, super-superexchange, interac-
tion mediated by two X− ions. The stacking order is reported to play a crucial role in
determining the strength and the sign of these interactions, resulting in either ferro- or
antiferromagnetic ordering, an effect which makes CrX3 an attractive material for use in
layered heterostructures, in future applications [109, 110]. In conclusion, the intra- and
interlayer magnetic ordering of CrX3 is an active subject of research, exemplifying the role
of dimensionality in intrinsic 2D magnets.

5.1.2 Summary of results

Magnetic phases of LaSr1−xCaxNiReO6

The research presented in Papers I and II aims to reveal the ordering and dynamics
of multiple magnetic phases in LaSr1−xCaxNiReO6 DP oxide across a wide temperature
range. The influence of cation substitution and resulting structural distortions on magnetic
ordering, as well as the evolution of spin correlations with temperature, are observed.
Previous studies by Jana et al. on samples from the same polycrystalline powder batch
found the materials to be insulating magnets [111]. Both x-ray and neutron diffraction
data were fitted under the P21/n space group at all measured temperatures. However, bulk
magnetometry and neutron diffraction results created uncertainty regarding the magnetic
structure of the compounds [112]. Therefore, the current study aimed to investigate the
magnetic ordering in these materials. In order to cover a wide frequency range in magnetic
dynamics and verify the results, both bulk magnetometry and µ+SR measurements were
conducted in the temperature range of 2-300 K. These measurements revealed a series of
magnetic phases that strongly depend on the substitution of cations on the A′ site of the
double perovskite. Papers I and II focus on the x = 0 and x = 1 compounds, respectively,
and will be referred to as "LSNRO" and "LCNRO" for clarity.
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Figure 5.2: Temperature variation of d.c susceptibility in a zero-field-cooled (ZFC)
and field-cooled (FC) process for (a): LaSrNiReO6 and (b): LaCaNiReO6. The
inset displays the imaginary part of the a.c susceptibility in various frequencies.
Adapted from [113, 114].

Both compounds exhibit magnetic ordering as a result of the interaction between the
Ni2+ and Re5+ magnetic sublattices. In Chapter 2, we highlighted the exchange interac-
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tions that predict ferro- or antiferromagnetism. The primary exchange interaction in this
system is the superexchange interaction between the Ni and Re cations, which depends
on orbital overlap and, consequently, on the Ni-O-Re bond angle. Previous studies have
emphasized the effects of cation substitution on the magnetic properties of double per-
ovskites through exchange interactions and spin-lattice coupling [115–118]. A substitution
of Sr2+ with the smaller Ca2+ in the A′ site, is likely to distort the octahedra and affect
the B-O-B′ bond angle. In the LSNRO crystal, a ∼180◦ angle is expected [Fig. 5.1 (b)],
promoting a weak ferromagnetic interaction between Ni2+ half-filled eg orbitals and Re5+

partially filled t2g orbitals. In the case of LCNRO, the angle is narrowed, making antifer-
romagnetic interaction more favorable according to the Goodenough-Kanamori-Anderson
(GKA) rules [119–122]. Furthermore, the interplay between first and higher-order neigh-
bor interactions can effectively alter the type of magnetic ordering. Previous studies have
reported geometrical frustration depending on the sign of the B-O-B′ and B′-O-B′ inter-
actions [123, 124]. The strong SOC of the 5d transition metal (Re) creates a coupling
between the spin structure and the crystal symmetry through the orbital momentum.
This coupling may promote Jahn-Teller distortions of the octahedra and magnetocrys-
talline anisotropy, as indicated by the high remanence and coercivity values observed in
both compounds.

Figure 5.3: (a,b): Transverse field (TF=50 Oe) time spectra of LaSrNiReO6 and
LaCaNiReO6 at selected temperatures exhibit damped oscillations with cooling. An
offset is observed at lower temperatures. (c,d): Zero field (ZF) time spectra of
LaSrNiReO6 and LaCaNiReO6 in a short time frame reveal heavily damped oscilla-
tions at a temperature of 2 K for both compounds. The insets in panels (c) and (d)
display the same data in the full time window. Adapted from [113, 114].
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The results of bulk magnetic susceptibility measurements indicate the presence of two
distinct magnetic transitions for both LSNRO and LCNRO compounds [Fig. 5.2 (a,b)].
In LSNRO, as the temperature decreases from 300 K, a first magnetic transition occurs at
the bifurcation of the zero-field-cooled (ZFC) and field-cooled (FC) measurements at T ≈
250 K, and a second one at T ≈ 23 K. On the other hand, in LCNRO, a first magnetic
transition is observed also at T ≈ 250 K, and a second one at T ≈ 102 K. However, neutron
diffraction measurements in LSNRO did not produce any magnetic Bragg peaks, while in
LCNRO, these measurements reveal evidence of a magnetic ground state involving two
antiferromagnetically coupled Ni and Re ferromagnetic sublattices [111–113]. In addition,
a frequency-dependent shift of the peak maxima in a.c magnetic susceptibility was ob-
served, from which a spin-glass ground state was suggested [112]. Therefore in our studies
we employed µ+SR at the continuous wave, surface muon instruments M20 (TRIUMF)
and DOLLY (PSI), in an effort to identify and microscopically clarify the magnetic phases
in this wide temperature range.

From the transverse field (TF= 50 Oe) measurements performed on each sample, we
observe an oscillation that becomes increasingly damped with cooling and develops an
offset at lower temperatures [Fig. 5.3 (a,c)]. To account for the fast and slow relaxation
of the signal, we fitted the spectra with an exponentially relaxing cosine component and a
simple exponential component respectively. The oscillatory component reflects the influ-
ence of the applied field on the sample, while the relaxing components arise from internal
magnetic fields. The asymmetry parameter (ATF) of the oscillatory component, which
roughly corresponds to the paramagnetic fraction of the sample, exhibits a transition-like
behavior indicating magnetic ordering, as shown in Figures 5.4 (a,d). Notably, we find that
the full asymmetry is not recovered until above 250 K, indicating that the magnetic con-
tributions in both samples persist up to this temperature, before entering a paramagnetic
state. Furthermore, at low temperatures ATF is nonzero, indicating small background
contributions.

In the case of LSNRO, zero field (ZF) measurements were conducted at temperatures
in the range of 2 ≤ T ≤ 250 K. With regard to the ZF time spectrum at Tbase =2 K,
an oscillatory signal was observed, which is typically indicative of long range order in
a material [Fig. 5.3 (b)]. This short time depolarization represents primarily the field
components perpendicular to the initial muon polarization, while the spectrum at longer
times reflects the field components parallel to the muon spin. The spectra were analyzed
using an oscillating Bessel function with Gaussian relaxation and a general exponential, to
account for depolarization at both shorter and longer times respectively. The precession
frequency parameter (f) of the Bessel function exhibits a transition at T ZF

C = 23 K , as
determined by a power law fit according to mean field theory. This corresponds to the
true critical temperature of the intrinsic magnetic ordering of the material [Fig. 5.4 (b)].
Two possible muon sites were identified at the electrostatic potential minima from density
functional theory (DFT) calculations based on the crystal structure [125, 126]. However,
since only one oscillating signal is observed, the two muon sites are considered to be
magnetically similar. The relaxation rates λIC and λS reflect the internal field distribution
and the spin-lattice dynamics respectively [Fig. 5.4 (c)]. With increasing temperature up
to T ZF

C , both λIC and λS increase, revealing a rise of internal field dynamics. At lower
temperatures, although λIC decreases, it still remains significant at T =2 K, suggesting
that the sample possesses a wide field distribution and is magnetically inhomogeneous even
below the transition. This is also indicated by the fact that a Bessel function appears to be
more suitable to represent the data, since this function is typically employed to describe
a magnetic ordering with periodicity that is not commensurate with that of the crystal
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lattice [127, 128]. At the same temperature range the slow relaxation component (λS)
decreases with cooling towards a static state. From the microscopic (f) and bulk (χ)
experimental results, the reduction of spontaneous magnetization at low temperatures
suggests a ferrimagnetic type of ordering. Consequently, we propose that below T ZF

C =
23 K, an incommensurate ferrimagnetic state takes effect.
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Figure 5.4: (a): The TF asymmetry (ATF), (b): ZF precession frequency (f)
and (c): depolarization rate (λ) parameters of the depolarization function used
to describe the LaSrNiReO6 µ+SR spectra. (d-f): The respective components for
LaCaNiReO6. Adapted from [113, 114].

With respect to LCNRO, ZF spectra were recorded in the temperature range of 2 ≤ T ≤
200 K. In the short time scale of the spectrum, recorded at base temperature Tbase =
2 K, a damped oscillation is evident as an effect of a static internal field distribution,
perpendicular to the initial muon spin. At longer times, we observe a slower relaxation
from the parallel field components [Fig. 5.3 (d)]. We initially attempted to fit the spectra
with a single, exponentially relaxing, cosine function and a simple exponential tail, to
describe the short and long time domain respectively. However, from DFT calculations
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based on the crystal structure we predicted two possible muon sites. Based on the magnetic
structure and assuming only dipolar contributions [111, 129] the calculated internal field
frequencies for these muon sites are f calc

1 = 38.4 MHz and f calc
2 = 28.9 MHz. From further

inspection of the Fourier transform with respect to temperature, we observed that the
field distribution is asymmetric at base temperature in comparison to narrower and more
symmetric distributions at higher temperatures, closer to transition. These indications
lead us to use two oscillatory components instead, which also lead to an improved fit
[Fig. 5.4 (e)]. The frequencies obtained at base temperature, f1 = 35.6(6) MHz f2 =
29.2(4) MHz, match the calculated f calc

1 and f calc
2 values. As temperature is increased

though, these two frequencies become equivalent above ∼70 K and up to the transition
temperature T ZF

C = 101.6 K. A correlation is observed between the merging of the two
frequencies and the appearance of a peak at lower frequencies, in the imaginary component
of the a.c susceptibility [Fig. 5.2 (b-inset)]. It is known that the imaginary component is
related to dissipative processes in the sample. A similar frequency-dependent peak arising
below the magnetic ordering temperature and a decrease of the d.c magnetization has been
observed in other systems and has been ascribed to a freeze-out of domain wall motion
[130, 131]. This spin glass-like behavior, with associated slow magnetic relaxations, can
occur from reorientation of a part of the magnetic moments. Therefore, we interpret
these observations as the existence of partly disordered Ni or Re magnetic moments in
the temperature range 70 < T < T ZF

C . A suggested scenario is that either the Ni or Re
magnetic moments undergo ordering at T ZF

C and subsequently, the remaining experience
a second ordering process at ∼70 K. The relaxation rates λ1, λ2, λTAIL of the fast and
slow relaxing components all increase towards T ZF

C revealing an increase in the internal
field dynamics [Fig. 5.4 (f)]. At low temperatures, the fast relaxation rates (λ1, λ2),
which are related to the internal field distribution width, remain significant down to base
temperature. The λTAIL, which reflects the spin-lattice relaxation rate, exhibits a first
drop between 50 < T < T ZF

C , which also hints towards an ordered and a disordered type
of magnetic moments. Below 50 K the rate λTAIL decreases further towards a static state.

Above the transition temperature (T ZF
C ) the muon spectra from both materials present

no oscillations but still consist of a fast and slow muon spin relaxing component. These
temperature regions were described by the same relaxation function for both LSNRO and
LCNRO, consisting of a fast relaxing exponential and Lorentzian Kubo-Toyabe (LKT)
function. The LKT describes a dilute, random distribution of magnetic moments and
the fast relaxing component possibly reflects the depolarization of muon in the vicinity
of correlated moments. The relaxation rate λF increases sharply close to the motional
narrowing limit of magnetic fluctuations at T ZF

C [Fig. 5.4 (f)]. This region could not
be fitted with a KT function for LSNRO. In the temperature range 23 < T < 75 K
a stretched exponential function was used instead, which describes a distribution from
magnetic entities with different relaxation times. These approaches effectively describe
a similar picture for both samples. There exist regions of relatively strongly and weakly
correlated moments that create a dense and dilute spin environment on a paramagnetic
background. These correlations cease to exist with increasing temperature, and eventually
both samples become paramagnetic above T=≃250 K.

Key Results:
The double perovskites LaSr1−xCaxNiReO6 (x=0,1) present similar dense and dilute mag-
netic phases above their ordering temperature and as high as T≃250 K. Below T ZF

C ≃ 23 K
for x=0 and T ZF

C ≃ 102 K for x=1, the samples are ferrimagnetically ordered with a peri-
odicity incommensurate and commensurate to the crystal lattice respectively.
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Magnetic phases of CrCl3

The 2D van der Waals magnet CrCl3 was studied with µ+SR at the continuous wave,
surface muon instrument GPS at PSI [132]. The measured sample was in powder form,
originating from small single crystals, fabricated by chemical vapor transport [133]. Be-
ing an intrinsic 2D material, the CrCl3 crystal structure is composed of layers of Cr3+

ions in a honeycomb lattice, surrounded by six Cl− ions in an octahedral coordination
[Fig. 5.1 (c)]. Previous studies reported a structural transition of the honeycomb lat-
tice from monoclinic to rhombohedral structure at 240 K [87]. Concerning the magnetic
structure, neutron diffraction results exhibited a transition taking place at 16.8 K, where
an intralayer Cr ferromagnetic coupling is taking place, while the interlayer coupling is
antiferromagnetic [134]. The ferromagnetic coupling is also predicted by the GKA for a
Cr-Cl-Cr superexchange interaction with a bond angle θ ≈ 90◦. Faraday rotation, mag-
netization and heat capacity measurements during cooling have reported a first transition
from a paramagnetic state to a quasi-2D ferromagnetic order of the Cr magnetic moments
at 16.8 K, followed by an antiferromagnetic ordering due to the interlayer coupling at
15.5 K [102, 133, 135]. Additionally, the reported weak magnetic anisotropy and anti-
ferromagnetic coupling allows a field of ∼1 kOe to polarize the magnetization in or out
of the plane, which creates doubts about the stability of the proposed magnetic orders.
Therefore, in Paper V we propose a µ+SR microscopic study of the magnetic ordering in
CrCl3, in true zero field (ZF) and transverse applied field (TF) conditions.

Figure 5.5: (a): Zero field (ZF) time spectra of CrCl3 at various temperatures.
Damped oscillations appear below 15 K. The respective fit parameters of the depo-
larization function are presented as a function of temperature, (b): the precession
frequencies (f) and (c): the relaxation rates (λ). The inset of panel (b) displays
the stretched exponent (β). Adapted from [136].

The collected ZF spectra [Fig. 5.5 (a)] were fitted with, (1) two exponentially relaxing
oscillatory functions reflecting the internal field components perpendicular to the initial
muon spin, (2) a stretched exponential function in connection with the parallel internal
field components, and (3) a Gaussian Kubo-Toyabe (KT) function that arises from the
nuclear magnetic moments, which are considered to be static in the experiment’s time
frame. In addition, the probable muon sites were identified from the electrostatic poten-
tial minima through DFT calculations in the solved structure, and the expected internal
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field frequencies (f calc
n ) were calculated based on dipole-dipole interaction and the mag-

netic structure at base temperature from previous neutron diffraction data [134]. Two
muon sites were identified: µ1 with f calc

1 = 12.73 MHz, positioned in the interlayer space,
and µ2 with f calc

2 = 39.37 MHz, positioned in the Cr planes. The resulting ZF fit param-
eters are presented in Figures 5.5 (b,c). The oscillating frequencies f1,f2 can be tracked
down to base temperature and appear to originate from the calculated muon sites µ1 and
µ2. A power-law function in accordance with mean field theory was selected to fit the
observed transition. The fit exported a critical temperature T ZF

C ≈ 14.33 K and a critical
exponent α = 0.36 which suggests the presence of 3D fluctuations. Notably, a large depo-
larization rate λ1 overlays f1 in comparison to a smaller λ2 at low temperatures (omitted
in Fig. 5.5 (b) for clarity). In the event of out-of-plane fluctuations of local moments,
the µ1 sites would indeed be subjected to more pronounced fluctuations in the local field
compared to µ2, thereby accounting for the variation in relaxation rates between the two
sites. Turning our attention to increasing temperatures towards T ZF

C , we observe a pe-
culiar behavior, where the dynamics seem to decrease. This decrease is accompanied by
the emergence of a third frequency (f3) above 9.5 K, which is uncertain whether it was
present at lower temperatures or it is the result of a change in the magnetic or crystal
structure that creates a new, magnetically distinct muon site. In CrI3, there has been
observed a coexistence of the two structural phases of the honeycomb lattice even at low
temperatures [101]. However, a related magnetic or structural phase change has not been
reported for CrCl3.

Figure 5.6: (a): Transverse field (TF=50 Oe) time spectra of CrCl3 at selected
temperatures. An oscillation frequency shift is apparent with decreasing temper-
ature. (b): Muon Knight shift (Kµ) versus the bulk magnetic susceptibility (χ).
The colored areas represent the boundaries of each magnetic phase according to the
ZF fitted spectra. An antiferromagnetic (AF) state for T < T ZF

C . A short-range
ferromagnetically ordered (FM-SRO) state T ZF

C <T ≲18 K. Finally a oaramagnetic
(PM) state for T ≳18 K. Adapted from [136].

Let us now direct our focus towards the TF collected spectra illustrated in Figure 5.6 (a).
The spectra were analyzed using three exponentially relaxing, oscillating functions, two of
which correspond to the proposed muon sites (µ1 and µ2), and the remaining one represent-
ing an impurity contribution of approximately 3%. Throughout the cooling process, we
observe a shift towards higher frequency values, accompanied by a reduction in the ampli-
tude of the oscillation, which is attributed to the increasing internal field. The Knight shift
(Kµ) was calculated as a function of temperature for both muon sites and juxtaposed with
the bulk magnetic susceptibility (χ) at the same temperature values [Fig. 5.6 (b)]. As the
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sample was cooled down from above the previously proposed first ordering temperature of
16.8 K, the applied field induced a positive Knight shift, indicating that the magnetization
of the material is susceptible to align with an external field, as in a paramagnetic state.
The microscopic origin of the temperature-dependent internal field consists of dipolar and
hyperfine contact fields, both of which are related to the local magnetic susceptibility. The
relationship between Kµ and χ is linear through the paramagnetic phase, but surprisingly,
its gradient does not change around the proposed paramagnetic-ferromagnetic transition.
Instead, it increases around T ZF

C . However, a fully ordered quasi-2D ferromagnetic phase
would result in a notable change in both the dipolar and hyperfine coupling, resulting in
an increase in local spin density. The evolution of Kµ therefore indicates that the initial
magnetic phase between T ZF

C < T ≲ 18 K is rather short-range ferromagnetically ordered.
This is followed by an antiferromagnetic state for T ≤ T ZF

C , while a paramagnetic state is
established at T ≳18 K.

Key Results:
The 2D van der Waals magnet CrCl3 is found to be in a paramagnetic phase for T ≳
18 K, followed by a short-range ordered ferromagnetic phase at 14 ≲ T ≲18 K and an
antiferromagnetic phase at T ≲ 14 K. The lower-temperature antiferromagnetic phase
demonstrates high dynamics, which decrease with increasing temperature.
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5.2 Ion kinetics in hybrid organic-inorganic per-
ovskite single crystals

5.2.1 Introduction
Another group of materials with the perovskite crystallographic structure ABX3 are hybrid
organic-inorganic perovskites (HOIP). An organic monovalent ion occupies the A site,
confined by a cage of edge-sharing octahedra of inorganic divalent and monovalent ions that
occupy the B and X sites respectively. HOIPs are arguably the most prominent materials
in the perovskite family due to their promising photovoltaic properties and prospect of
application in solar cells. In photovoltaic research, hybrid perovskite solar cells have
displayed a dramatic increase in power conversion efficiency over the last decades, from
a 3.8% first reported by Miyasaka et al. in 2009 [137], to current values being 26.1% for
single-cell configuration and 33.9% for tandem perovskite/Si configuration [Fig. 5.7 (a)].
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Figure 5.7: (a): Timeline chart of record solar-cell efficiencies, reproduced from
NREL [138] (b): Crystal structure of the (MA)PbX3 (X = Br, Cl) hybrid perovskite.
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The rising trend in efficiency combined with their adjustable intrinsic properties, an ef-
fective, facile and low cost fabrication and assembly [139–141] drive their research as a
sustainable alternative of silicon cells [Fig. 5.7 (d)].

The first HOIP solar cell in 2009 was based on the methylammonium (CH3NH+
3 ) lead

(Pb2+) iodide (I−) material [137] and together with its halide species alternatives, either
bromide (Br−) or chloride (Cl−), (CH3NH3)PbXnY3−n are continuously studied ever since
[Fig. 5.7 (b,c)]. The semiconducting properties of HOIPs occur in the inorganic framework.
With halide doping or substitution their energy band-gap can be tuned between 1.68 eV
for I, 2.20 eV for Br and 2.88 eV for Cl, leading to an adjustable light absorption range
that covers the whole visible spectrum with high absorption coefficients [142–144]. The
methylammonium (MA) lead halide group displays photo-generated charge carrier with
high carrier mobilities [145] and long diffusion lengths > 100µm in single crystals, extracted
from photoluminescence measurements [146–149]. However, the underlying mechanisms
that enable these superior physical properties are still under debate.

X

X

Pb

MA

MA - X planes Pb - X planes(a) (b)

Figure 5.8: (a): Schematic representation of the MA molecule rotations and mi-
gration in the crystal lattice. (b): Diffusion of the halides (X) or lead (Pb) in the
crystal. The driving forces of ionic diffusion can be the electric field, the thermal
gradient, the concentration of moving ions, lattice defects or stress, etc. Reproduced
from [150].

The appearance of long diffusion lengths can be partially attributed to the low contri-
bution of defects, with shallow energy levels, to carrier recombination [151]. Neverthe-
less, transport measurements indicate the presence of an internal mechanism suppressing
electron-hole interactions, which is probably related to the MA molecular fluctuations and
will be discussed further below [152, 153]. The organic cations can reorient rapidly with
reported relaxation times between 0.1-28 ps [154]. Quasielastic neutron scattering, nuclear
magnetic resonance and complex permittivity measurements have focused on these MA
motions in relation to the structural phase transitions observed in X-ray diffraction and
calorimetry measurements, in a temperature range of 1-400 K [155–159]. Three phases
are identified with increasing temperature, an orthorhombic, followed by a tetragonal,
followed by a cubic phase, where the MA molecule motions are believed to control the
structural stability of the crystals [160, 161]. Halide diffusion is another source of insta-
bility leading to degradation of the crystal. Halide ions are found to be the most mobile
species in the crystal [162, 163]. The migration activation energy grows gradually larger
from Cl− to Br− to I−, while the diffusion coefficient decreases due to smaller entropic
contributions [164–166]. In parallel, the halide selection affects the migration density and
fluctuations of MA+, thus affecting the intrinsic stability of the system. The ionic mi-
gration and fluctuations also partly affect the charge transport performance of HOIPs,
as reflected in a frequency dependence in permittivity and hysteretic behaviour of the
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I − V characteristic curves [162, 167]. Therefore, this matter of stability that arises from
the intrinsic ion dynamics, together with extrinsic instabilities due to humidity, heat and
constant illumination [168] pose the main challenges for perovskite solar cells.

5.2.2 Summary of results
The research presented in Paper III focuses on the kinetics of ionic species in hybrid
organic-inorganic perovskite single crystals (CH3NH3)PbX3 for X=Br, Cl, and how these
evolve with temperature and are influenced by illumination. For the presented µ+SR
measurements we took advantage of the high counting rates acquired with the use of a
pulsed muon source, at the EMU instrument (ISIS). As these materials are not expected
to exhibit magnetic ordering, a high time resolution for fast relaxing components is not
required. Instead, the goal is to investigate the dynamics of local nuclear magnetic fields
resulting from structural transitions, fluctuations of the MA molecule, and ion diffusion.
To accomplish this, TF, ZF, and LF measurements were conducted as a function of tem-
perature in the T=30-340 K range, both in the dark and in an illuminated environment.
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Figure 5.9: Differential Scanning calorimetry (DSC) thermograms of MAPbBr3
and MAPbCl3. (a): The exothermic and endothermic peaks correspond to a struc-
tural transition from cubic to tetragonal phase, followed by a transition to an incom-
mensurate crystal phase, and finally an orthorhombic phase at low temperatures.
(b): The peaks denote a cubic-tetragonal followed by a tetragonal-orthorhombic
structural transition. Adapted from [169].

Previous studies have reported that these materials undergo a series of structural tran-
sitions below 300 K [158, 159]. To verify these structural phases, we performed Differential
Scanning Calorimetry (DSC) [Fig. 5.9 (a,b)] and X-Ray Diffraction measurements on our
samples. Our results showed that the MAPbBr3 crystals have a cubic symmetry at room
temperature. Below TC2 ≈ 230 K, the crystals adopt a tetragonal structure until an in-
commensurate phase transition (TCi ≈ 150 K) eventually leads them to an orthorhombic
phase below TC1 ≈ 145 K. The MAPbCl3 crystal assumes similar structures at differ-
ent temperatures. A cubic-tetragonal transition appears at TC2 ≈ 180 K, followed by a
tetragonal-orthorhombic transition at TC1 ≈ 175 K.

In light of the current research and the questions raised regarding the ionic motion
and its effect on the HOIP’s properties, we aimed to study the effect of illumination on
the crystals’ dynamic processes with µ+SR. We initially measured the samples in a dark
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environment, under TF, ZF, and LF configurations, in a temperature range of 30-340 K. A
second round of measurements followed, where the samples were illuminated by a XENON
flash lamp with a spectral distribution of 250-1020 nm that covers the absorption spectra
of these samples [149, 170]. We collected spectra during two periods of 10s, light-on and
light-off, where 500 muon pulses were recorded in each period. It appears that during
these successive light on/off measurements, ions could not return to a steady state since
the recorded ZF and LF spectra were almost identical for these two periods. However,
the light-on spectra and especially their fitting parameters present suggestive differences
in comparison to the initial recorded spectra in a dark environment.

Figure 5.10: (a,b): Examples of probable muon sites in lattice planes where the
electrostatic potential minima are observed. Zero field (ZF) and longitudinal field
(LF= 5, 10, 20 Oe) time spectra recorded at (c): T =30 K for MAPbBr3 and (d):
T =50 K for MAPbCl3, in the dark and under illumination. Adapted from [169].

Figures 5.10 (c,d) display examples of the ZF and LF spectra at the lowest recorded
temperatures. These spectra were fitted with a dynamic Gaussian Kubo-Toyabe func-
tion and a constant background component, permitting the identification and tracking of
both static and dynamic field sources of the muon depolarization signal. The exported
parameters, field distribution width (∆) and field fluctuation rate (ν), are illustrated in
Figures 5.11 (a-d). The drops in ∆ correspond to the structural transition temperatures,
an expected behavior since a structural change modifies the local nuclear fields experienced
at each muon site. The expected muon sites were identified from the electrostatic poten-
tial minima calculated with DFT for all crystal symmetries [Fig. 5.10 (a,b)]. However, the
calculated values of a static ∆ originating from the present nuclear moments do not repro-
duce the experimental results beyond the orthorhombic phase. Previous research has been
focused on the evolution of MA rotations with increased degrees of freedom through each
structural transition [171]. If one considers fluctuations of the MA molecule and excludes
the H, C and N nuclear moments from the calculation, then the motionally narrowed
∆ values for MAPbBr3 approach the experimental values as MA rotations are enhanced
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with increasing temperature [Fig. 5.11 (b)]. In contrast, the calculated static ∆ values
for MAPbCl3 show a better agreement with the experimental results, as the lighter and
more electronegative Cl form stronger hydrogen bonds with MA, stabilizing the structure.
Nonetheless, we expect the peaks in ν around the structural transitions, especially TC1,
to stem from the activation of MA fluctuations. An enhancement and shift of the peak
to lower temperatures are observed in ν values with illumination, accompanied by shifted
and decreased ∆ values. The calculated activation energies below TC1 are reduced with
illumination in both samples.

Figure 5.11: Temperature dependent (a,c): field fluctuation rate and (b,d): field
distribution width of MAPbBr3 and MAPbCl3, in dark and illuminated environment.
Adapted from [169].

Our analysis suggests that the observed MA fluctuations begin at lower temperatures
and drive the structural transition. Quasi-elastic neutron scattering measurements in the
sister compound MAPbI3 exhibit a steep reduction in the relaxation time of MA rotation
around the C3 axis and the onset of C4 rotations at TC1, which supports this conclusion
[172, 173]. For MAPbBr3 in the dark environment, a second local ν maximum appears at
TC2, where a decrease in the relaxation times of MA C3 and C4 rotations is also expected.
However, the limited number of collected temperature points and the proximity of the two
structural transitions in MAPbCl3 did not allow for the observation of a second peak in
the Cl sample and the illuminated measurements. At higher temperatures, in the cubic
phase, we attribute the further increase of ν primarily to migration of the halides, which
are the most mobile ionic species [150, 164, 174, 175].

Additionally to the correlations between ν, ∆ and the relaxation time of MA rotational
motions, a correlation has also been observed with dielectric permittivity measurements.
The MA cation possesses a permanent electric dipole moment, the fluctuations of which
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can influence changes in the dielectric properties of these materials. A sudden increase
in the dielectric permittivity is observed at the structural transition temperatures of both
samples [157, 176], which can be microscopically understood as an alignment of the MA
dipoles facilitated by molecular rotations. Based on this premise, the Coulomb interaction
between photo-induced carriers and MA+ could lead to dipole reorientation and a dynamic
screening, thereby explaining the observed long carrier lifetimes. Within this picture, the
effect of illumination appears to enhance this mechanism by both inducing carriers and
enabling MA fluctuations for the formation of polarons.

Key Results:
In hybrid organic-inorganic perovskite single crystals (CH3NH3)PbX3 (X=Br, Cl), molecu-
lar fluctuations, which are moderated by the choice of halogen ion, determine the observed
structural transitions. Under illumination the molecular fluctuations appear enhanced, in-
dicating an interaction between photogenerated carriers and methylammonium ions.
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5.3 Magnetic phases of skyrmion-hosting multi-
layer superstructures

5.3.1 Introduction
Chirality is a universal phenomenon in nature, manifested as a breaking in mirror sym-
metry similar to the inverted mirror image of our palms [177, 178]. In magnetic materials,
chiral arrangements of atomic magnetic moments emerge as a consequence of the DM
antisymmetric exchange interaction which promotes a non-collinear alignment of neigh-
bouring moments [35, 179, 180]. Versions of this interaction appear in systems lacking
inversion symmetry [Fig. 5.12 a,b], such as certain 3D crystalline solids, or at the inter-
faces of 2D, nanometer thick, magnetic multilayered films [181]. Many types of chiral
spin textures can be formed depending on the orientation of the short and long range
exchange interactions and their synergy with dipole interactions ,magnetic anisotropy and
the Zeeman effect [182, 183]. Among the various non-linear spin configurations, including
cycloidal or helicoidal domain textures, magnetic vortices and bubbles, the formation of
self-preserving and self-localized spin textures known as skyrmions are of particular in-
terest [184]. Two general types of skyrmions exist: the Bloch-type, where spins rotate
perpendicularly to the domain-wall and Néel-type, where the spins rotate parallel to the
boundary [Fig. 5.12 c,d]. Bloch-type skyrmions are favored in 3D chiral magnets, while
the Néel-type most commonly appears in multilayer interfaces [185–187].

Figure 5.12: (a): Orientation of the DM-Interaction vector in a bulk system
with breaking of inversion symmetry in the lattice and (b): in an layered system
with breaking of inversion symmetry across the interface. (c): A CW Bloch-type
skyrmion, typical in bulk systems. (d): A CCW Néel-type skyrmion, typical in inter-
facial systems. Panels a-d are adapted with permission from [188]. (e): Conceptual
storage device utilizing skyrmions, known as "racetrack memory". (f): Conceptual
voltage-gated skyrmion transistor. The skyrmions are created by a spin polarized
current injector, driven by a vertical spin current and read through a magnetic
tunnel junction.

Skyrmions are characterized by their nm-scale size, a signature chiral structure and topo-
logically protected stability. The possibility to stabilize skyrmions at zero applied field
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and at room temperature, while nucleate or drive them with femto/attosecond laser pulses
or low current-densities , are promising properties for application in future non-volatile
and ultra-fast storage and logic devices [Fig. 5.12 e,f] [189–191]. However, manipulation of
the magnetic phases and stabilization of skyrmions in the hosting materials have proven
to be a real challenge for the skyrmionic community.

Here we focus on the thin-film, multilayered skyrmion host [Co40Fe40B20 (0.8 nm)/Ru
(1.4 nm)/Pt (2 nm)]x40. A perpendicular magnetic anisotropy is expected from the
large spin orbit coupling of Pt. Apart from Heisenberg and DM interactions around
the CoFeB/Pt interface [192] , an interlayer, indirect exchange RKKY interaction is pro-
vided through the Ru/Pt layers by conduction electrons. The RKKY coupling between
the CoFeB layers can be ferromagnetic/antiferromagnetic depending on the thickness of
the Ru and Pt layers [193, 194]. Through the type of layer materials, the thickness,
and number of repetitions one can control the interactions present in the system, which
in turn determine the form of the chiral structures. Interlayer effects result in the for-
mation of 3D, columnar skyrmion structures which depend on the number of repetitions
[195, 196]. The multilayer repetitions are expected to enhance the stability of the skyrmion
structures through increasing their annihilation energy, however they also enhance the in-
terlayer dipolar interactions [187]. When the dipolar effects dominate, the chirality of the
skyrmion structure may transition from a CCW to a reverse, CW (or vice-versa) along the
perpendicular direction of the multilayer [197]. The magnetization curve of the magnetic
layers and stabilization of a skyrmion lattice phase with or without field can be tuned to
the extent that the strength of the aforementioned interactions is controlled [198–202]. To
this end, extended studies and sampling of the magnetic phases appearing in the family
of multilayered skyrmion hosts are required.

Figure 5.13: Simulated illustration of a columnar skyrmion structure as function
of depth (z direction) in a multilayered system with multiple repetitions of the
magnetic layer. The chirality of skyrmions transforms from CCW to CW through
a Bloch-type transition along z.
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5.3.2 Summary of results
The studies presented in Paper IV concern the magnetic phases of the Pt/Co40Fe40B20/Ru
multilayer in a superlattice of 40 repetitions. The sample’s bulk magnetization was initially
measured by SQUID and alternating force magnetometry [Fig. 5.14(a)]. A perpendicular
anisotropy is observed from the out-of-plane (OOP) and in-plane (IP) hysteresis curves,
which is considered to stem from the large SOC of Pt. In magnetic force microscopy
(MFM) scans [Fig. 5.14(b-e)], taken at room temperature for selected OOP fields di-
rectly below saturation, we observe transitions from a field polarized state to a disordered
skyrmion lattice (SkL) and a labyrinth domain state.

Figure 5.14: (a) Hysteresis curves for out-of-plane (OOP) and in-plane (IP) ap-
plied field, in the 15-300 K temperature range. The star points correspond to the
(b-e) MFM phase maps at 300 K, for applied OOP fields of (b) 107 mT, (c) 96 mT,
(d) 72 mT and (e) -133 mT. The color-scale corresponds to 1◦ phase range.

To expand our studies in the micro-scale and measure potential high-dynamic magnetic
effects we performed an experiment at the low-energy muon (LEM) instrument (PSI).
Highly energetic muons may fly through an extremely thin sample, therefore thin film
samples are typically measured at a LEM instrument, where the muon energy can be
reduced to a few keV’s. Additionaly, in magnetic multilayers the magnetization varies
from the surface to the bulk, and in layers of different composition. By selecting the muon
energy we control the stopping depth that allows us to probe the desired volumes of our
sample. For the studied sample we performed the experiment at Eµ = 15 keV which gives
a stopping distribution with a mean value at 51 nm. In this experiment we also used the
spin-rotator module in order to perform measurements with the muon spin polarization
in-plane (IPP) and out-of-plane (OOPP) with respect to the sample’s surface.

Measurements were performed in ZF, LF and TF geometry for fields in the range of the
skyrmion nucleation field and temperatures in the 50-570 K range. The TF measurements
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Figure 5.15: (a) Time spectra of ZF and LF (BLF = 110 mT) measurements at
selected temperatures. (b) Time spectra of ZF measurements at 260 K, for out-of-
plane and in-plane spin polarization with respect to the sample surface. (c-e) Time
spectra of TF measurements at selected temperatures around Tc. (f-h) Temperature
dependence of the fit parameters: asymmetry (ATF), Gaussian standard deviation
(σ) and average local field (B0), for TF (BTF = 110 mT) measurements.

(400-570 K) produced an increasingly damped oscillation with cooling [Fig. 5.15(c-e)], fit-
ted by an oscillatory component with a Gaussian relaxation. The asymmetry parameter
(ATF) evolution with temperature shows a transition at Tc = 460 K as the field distribu-
tion (σ) widens with cooling due to the rise of internal magnetic fields [Figs. 5.15(f,g)].
From measurements of the IPP vs OOPP spectra in ZF well below Tc we determined
that the local magnetic fields are predominantly oriented out-of-plane due to the very
fast depolarization observed in the IPP geometry [Fig. 5.15(b)]. The measurements were
continued in OOPP geometry for ZF and LF, in the 50-550 K temperature range. The
application of a series of increasing fields in LF geometry appears to only weakly decouple
the muon spins and lead towards higher asymmetries, as expected for static internal fields
[Fig. 5.15(a)]. This is an indication of dynamical fields at the muon sites. The ZF and LF
spectra for OOPP were fitted with a fast and a slow relaxing exponent, suggesting two
distinct magnetic environments for the muon in the studied volume. The depolarization
rate λF of the fast relaxing part describes mainly the field distribution. It originates from
field components perpendicular to the OOPP, thus in the sample plane. The slow relaxing
part is characterized by λS, which corresponds to dynamics in the system [Fig. 5.16(b,c)].
Both λS and λF exhibit broad peaks around Tc, at the broadening of the internal field
distribution. The corresponding transition is identified by transverse magnetoresistance
measurements as field polarized towards a state of elongated magnetic domains, with an
intermediate SkL metastable phase depending on the applied field. At lower temperatures,
λS and λF appear to form a second peak which may reflect an ordering of the elongated
domains. It is noted that the asymmetry of the slow relaxing part Aslow is present at
all temperatures and dominates with cooling [Fig. 5.16(a)], which points to persisting
dynamics even at low temperatures.
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Figure 5.16: The fit parameters from ZF and LF measurements as a function of
temperature. (a) The asymmetry of the slow (Aslow) and fast (Afast) components,
(b) the slow (λS) and (c) fast (λF) relaxation rate.

Key Results:
The magnetic phase diagram of the Pt/Co40Fe40B20/Ru multilayered superstructure was
studied in the temperature range of 50<T<550 K and applied magnetic field 0<H<250 mT.
Below the field-polarized state, a magnetic-skyrmion phase is identified, also present at
room temperature, followed by phases of elongated magnetic domains. The system is
characterized by high dynamics in the whole temperature range, with a weak dependence
on the externally applied field.
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Chapter 6

Conclusions and Outlooks

This thesis is set out to study solid materials of various form, composition and charac-
teristic properties by positive muon spin rotation, relaxation and resonance (µ+SR). The
main focus lies on magnetic materials, however also non-magnetic materials were studied
(see Paper III and articles not included in the thesis), showcasing the range of application
of µ+SR. During this time our experimental team has operated µ+SR instruments in large
scale facilities around the world and took advantage of various modules of the technique.
Depending on the material system, additional experimental methods were utilized for the
study of structure and magnetism in different space and time scales. Our purpose was
to link the observed macroscopic properties to the microscopic interactions and mecha-
nisms that drive them. This task is defined by the geometry, composition and correlations
between elementary degrees of freedom in the material.

For the samples exhibiting electronic magnetism, our research focused on the investi-
gation of the magnetic phases by the purely magnetic muon probe with a unique time-
scale and the ability to measure in true zero field. The magnetism in the complex 3D
perovskite structures comes typically in multiple phases due to the interwined magnetic
elements. Therefore, a microscopic investigation may contribute to our understanding of
how magnetic ordering is formed. In the double perovskite LaSr1−xCaxNiReO6 (x=0,1)
magnetic phases appear as high as T≃250 K, confirmed also by magnetic susceptibility
measurements. The fracture of correlated magnetic moments in a dilute state develops
into a magnetically ordered state at lower temperatures, dependent on the substitution of
Ca with Sr cations. This exchange affects the superexchange interaction between Ni and
Re magnetic sublattices, leading to a lower state either commensurate or incommensurate
to the periodicity of a crystal lattice.

We move towards two dimensional systems where innate or induced anisotropies play
a definitive role in the magnetic ordering. The intrinsic 2D Van der Waals compound
CrCl3 with a layered Cr structure has been previously considered to achieve a quasi-2D
ferromagnetically ordered state. However, according to our findings with µ+SR, if such
an ordering exists it should appear only in short range. The lower state is confirmed to
be antiferromagnetic, but with a possibility of 3D canting of spins, which decreases at
higher temperatures. Nevertheless, the subject of the magnetic phases of CrCl3 should be
revisited and studied in close correlation to variations in the crystal structure.

Another way to achieve two dimensional systems is to directly fabricate thin films
with selected materials. We investigated the magnetism in multilayer Pt/Co40Fe40B20/Ru
superlattices expected to host intefacial chiral magnetic structures. Magnetic force mi-
croscopy and magnetotransport measurements confirm a transition to a skyrmion phase
followed by a phase of elongated magnetic domains as a function of temperature and field.
The µ+SR measurements performed at a selected depth in the superstructure evidenced
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persisting dynamics below transition temperature and in the range of applied fields, due
to collective excitations. It is noted that signatures of dynamic processes in the muon
10−5-10−12 time scale have been observed in all the above systems, even at the lowest
studied temperature. Variations in the internal field distribution also hint towards the
appearance of an additional phase of elongated ordered domains at low temperatures.
However, further research is needed to support this premise. Concerning µ+SR, a com-
plete treatment requires measurements in TF geometry in a broader temperature range
and a depth profiling of the magnetic structure.

Nuclear magnetism allows muons to also probe ion kinetics in the crystal structure.
µ+SR was therefore employed once more to study single crystals of hybrid organic-inorganic
perovskites MAPbX3 (X=Br,Cl). These feverishly researched, next-generation photo-
voltaic materials are characterized by long carrier lifetimes but a fragile structural sta-
bility. Our µ+SR findings, over a wide temperature range and in a dark or illuminated
environment, support the premise that the source of both effects are the fluctuations of
the molecular cation. The results on temperature evolution of the static and dynamic
field components were complimented with numerical simulations and supported by X-
ray diffraction and calorimetry measurements on the structural phases. The combined
results show that structural transitions are driven by the molecular fluctuations, which
can be moderated by the choice of halogen anion. In the illuminated case, these fluctu-
ations appear enhanced, indicating the interaction between photogenerated carriers and
MA cations. This conclusion can be supported by measuring the photoluminescence life-
times in these crystals. A more advanced µ+SR study would require measurements under
illumination with selected wavelengths and varied exposition time. Finally, more detailed
measurements at high temperatures and in various crystallographic directions would sup-
ply us with information on the other diffusing ions.

When studying materials in the scale of atoms, the four dimensions alone can already
create a hard enough puzzle to solve. Interaction between different species and degrees of
freedom results in a complexity which only a local spy may untangle. However, it is our
interaction with matter that creates new materials, with useful properties and exciting
physics. The human degree of freedom.
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