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A B S T R A C T
Rapid performance prediction tools are required for the evaluation, optimization, and comparison of differentwind propulsion systems (WPSs). These tools should capture viscous aerodynamic flow effects in 3D,particularly the maximum propulsion force, stall angles, and interaction effects between the lift-generatingunits. This paper presents a rapid aerodynamic calculation method for wing sails that combines a semi-empirical lifting line model with a potential flow-based interaction model to account for 3D interactioneffects. The method was applied to a WPS that consisted of several wing sails with considerable interactioneffects. The results were compared to CFD RANS simulations in 2D and in 3D. For the evaluated validationcases, the interaction model improved the prediction considerably compared to when the interaction was notaccounted for. The method provided acceptable driving force, moments, and stall predictions, with negligiblecomputational cost compared to 3D CFD simulations.
1. Introduction

Global trade has depended on shipping for centuries, to the extentthat shipping has become a synonym for freight transport in general.Currently, the global fleet of ships continues to rely almost exclu-sively on fossil fuels; the pathway toward its decarbonization in thisfield remains undetermined. In fact, long-haul shipping is still largelyconsidered a hard-to-abate sector and is at risk of contributing anincreased share of global emissions, as other industry sectors transitionto sustainable energy sources. Electrification, fuel cells, nuclear power,or new types of fuels could offer carbon-neutral energy on certaintrading routes, but each of these technologies faces several challengesthat are yet to be resolved (DNV, 2021).The reintroduction of wind propulsion for commercial ships, whichdirectly utilizes the wind to drive the vessel forward, offers a largepotential to reduce emissions from global shipping (Chou et al., 2020).If used in combination with other propulsion systems, it can extendthe sailing range and lower the energy consumption both of new-buildsand of retrofitted existing ships. In a world with volatile energy pricesand limited global availability of several energy carriers, the possibilityof directly harvesting wind energy on board decreases operationalcosts (Gerhardt et al., 2022), thereby reducing financial risks as wellas emissions.
∗ Corresponding author at: RISE Research Institutes of Sweden, The Safety and Transport Division, Maritime Department, Gothenburg 412 58, Sweden.

E-mail address: karolina.malmek@ri.se (K. Malmek).

Several different concepts of wind propulsion systems (WPSs) havebeen suggested, where variations of soft sails, rotor sails, kites, wingsails, and sails with active circulation control have been employed (seereview by Cairns et al. (2021)). There is a large variation in potentialfuel savings depending on, for example, WPS type, shipping segment,and route. According to the the European Maritime Safety Agency(EMSA) (2023), energy savings of up to 30% have been reported fromships equipped with rotor sails. For vessels purposely designed for windpropulsion, current design concepts aim at fuel savings exceeding 50%,while maintaining acceptable speed and punctuality (Werner et al.,2023). One such concept, the Oceanbird (see Fig. 1), is used as a testcase in this paper.A WPS’s performance en route and the resulting potential fuelsavings are important factors in continued WPS development.However,such calculations are challenging from a computational perspective,requiring reliable and computationally efficient aerodynamic perfor-mance prediction methods. Such methods should be able to predictloads generated by the WPSs for numerous varying wind conditions andWPS configurations.For several types of WPSs, the maximum drivingforce is obtained when operating close to the maximum lift. Therefore,the methods must be able to predict the point of stall of the sails.Without this capability, the sheeting angles cannot be optimized formaximum forward driving force (Malmek, 2023).
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Fig. 1. Concept design of the car carrier Oceanbird (2021).

Modeling aerodynamics using the classical inviscid potential flowtheory is an option, as it has high computational efficiency. Methodsbased on Prandtl’s lifting line theory (LLT; see Katz and Plotkin (2001)or Anderson (2017)) have been widely used in the aeronautic industryfor the last hundred years. The strength of LLT is its simplicity inrelation to potential flow-based panel methods and viscous simulationtools, such as computational fluid dynamics (CFD). Several adaptions ofthe theory have been made – for example, Phillips and Snyder (2000)and Cheng and Wang (2018) extended the classical LLT to severallifting surfaces in their study of tandem airplane wings; they concludedthat the LLT-based methods could predict the inviscid loads generatedby high-aspect-ratio lifting surfaces at low angles of attack with anaccuracy as good as that obtained from modern panel codes or fromCFD. Spall et al. (2013) and Bordogna et al. (2018) successfully usedLLT to model interacting thin sails for pre-stall angles. The LLT-basedmethods have, along with other potential flow methods, the downsideof not including viscous effects, such as viscous drag and stall, andcannot be used to predict maximum lift.CFD and wind tunnel testing are the two main tools for simulatinginteracting sails. For example, Nakashima et al. (2011) used largeeddy simulation CFD and Ouchi et al. (2011) used Reynolds-AveragedNavier–Stokes (RANS) CFD to model interacting WPSs in 3D. Further,2D RANS CFD has been combined with different optimization algo-rithms to identify the optimal sheeting angles (see Chapin et al. (2006)and Lee et al. (2016)) and to optimize parametric design of suctionwing sails with active circulation control (Cairns et al. (2021)). This2D CFD optimization approach, which relies on surrogate models andresponse surfaces, does not consider the 3D effects on the sail–sail inter-action and sheeting optimization. Extending the 2D CFD optimizationto full 3D CFD would come at a (too) high computational cost. The listof variables is long: a large number of 3D simulations is required toevaluate the effects of different WPSs, deck placements, aerodynamicprofiles, heights and planforms for a large number of wind conditionsand apparent wind angles.Several WPS concepts have been tested in wind tunnels by forexample Ingham and Tersløv (1985), Fujiwara et al. (2005), Li et al.(2015) and Bordogna et al. (2018). Marimon Giovannetti et al. (2022)performed wind tunnel tests for the interacting wing sails of the Ocean-bird. Wind tunnel testing remains an important tool for validatingsimulations and final concepts, but it generally comes at too high acost to be used to evaluate multiple concepts at early design stages orfor optimization. Additionally, certain aerodynamic effects may not beaccurately captured at model scale.Due to the shortcomings of the aerodynamic performance predictiontools discussed above, there is a need for new methods. Graf et al.(2014) presented an efficient method for modeling a single wing sailby combining a 3D non-linear lifting line model with viscous 2D data.Based on their study, Persson et al. (2019) developed another liftingline algorithm called SILL, which assumes an elliptical lift distribution

2

along the span. 2D CFD data were used as input, and the methods werecompared with 3D RANS CFD simulations. It was concluded that theSILL method had good potential to predict both generated forces andthe point of stall for a single wing sail.However, Persson et al. (2019) did not consider the interactioneffects between several sails. Such effects may be considerable, asindicated, for example, by the wind tunnel tests with interacting rigidwing sails performed by Bordogna et al. (2018). Changes in sail loadingdue to such interaction were seen when the sail distances ranged fromone to three times the chord lengths. The optimal sheeting angles alsochanged; in their study of the performance of multiple sails, Li et al.(2015) found that the thrust of the interacting sails increased by 42.3%when the sails were sheeted independently.Thus, a computationally efficient aerodynamic method that consid-ers both the viscosity and the sail–sail interaction effects is needed.Such a method, where a 3D potential flow-based interaction model iscombined with the SILL code, was first outlined by Malmek et al. (2020)in a preliminary report and subsequently detailed in her LicentiateThesis (Malmek, 2023). Moreover, Tillig and Ringsberg (2020) alsosuggested a potential flow-based method to model interaction effectsfor rotor sails in the 2D horizontal plane. However, this method cannotbe applied to wing sails.This paper describes the 3D sail–sail interaction model proposedby Malmek (2023). The 3D interaction model is combined with thesingle-sail code SILL to model multiple interacting wing sails. The newcombined method is called Interacting Sectionally Integrated Lifting Lines(ISILL). The ISILL method is described and validated against RANS CFDsimulations.The setup of the validation study is presented in Section 2. Thisis followed by a description of the proposed aerodynamic methodin Section 3. The validation results are reported and discussed inSection 4. The conclusions and recommendations for further researchare presented in Section 5.
2. Methodology

This section describes the setup of the study. Its main focus isto validate the ability of the ISILL method to improve the sail–sailinteraction modeling compared to SILL. The test case, described inSection 2.1, is delimited to wing sails standing in a row. Section 2.2presents the selected validation cases, covering upwind to beam reachapparent wind angles. The loads predicted by ISILL are compared toRANS CFD and the setup of the CFD simulations are described inSection 2.3. A further discussion of the study limitations is providedin Section 4.5.
2.1. Test case geometry and definitions

The WPS test case in this paper is based on the Oceanbird researchproject (2018–2022), where a concept for a wind-powered car carrierwas developed by Wallenius Marine, SSPA (now RISE), and the KTHRoyal Institute of Technology. A conceptual design of Oceanbird ispresented in Fig. 1, with several wing sails standing in a row. The lengthof the ship is 200 m and the beam is 40 m.The wing sail used as a test case has a slightly simplified platformcompared to the conceptual design (see the left-hand side of Fig. 2). Thesection shape is a NACA0015 airfoil with a modified thinner trailingedge. The wing sail geometry is equal to that of the validation case usedby Persson et al. (2019) when developing the SILL method. Each sailhas a geometric planform area (𝑆) of 1,844 m2, a mean chord length(𝑐) of 23 m, and an aspect ratio (𝐴𝑅) of 3.47. The sails stand in arow at the ship’s centerline with an equal leading edge to leading edgedistance (𝑑) of 43.2 m. The center of rotation is fixed at the quarter-chord (i.e., 25% of the sail chord from the leading edge). The sailsare assumed to stand on an infinite flat plate, which is treated as a
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Fig. 2. Definitions of the coordinate systems, force vectors, apparent wind angle 𝛽𝐴𝑊 ,angle of attack 𝛼, and sheeting angle 𝑠. The apparent wind 𝐕∞ is indicated by anarrow.

Fig. 3. Top view of the wind propulsion system. The total driving force coefficient 𝐶𝑋and total side force coefficient 𝐶𝑌 are indicated with arrows. The longitudinal centerof effort (LCE) of the sails is defined as the point on the center line in which the totalside force applies.

symmetry plane. Therefore, the the effective span of the wing sail (𝑏)is doubled compared to the sails’ height.Figs. 2 and 3 depict the angles, forces, and different coordinatesystems. The sails are indexed from the foremost sail aftwards. Theangle of attack 𝛼𝑛, (the subscript refers to the sail number), is defined asthe difference between the apparent wind angle 𝛽𝐴𝑊 and the sheetingangle, 𝑠. The ships’ coordinate system is defined with the 𝑥 axis in theforward direction and the 𝑦 axis positive to port. The origin is at themidpoint between the rotation centers of the first and last sails. The
𝑥′𝑦′𝑧′−coordinate system is related to each sail and has its origin atthe quarter-chord. Moreover, the 𝑥′-axis is parallel to the direction ofthe incoming wind. Fig. 3 presents the total driving force coefficient,
𝐶𝑋 , and total side force coefficient, 𝐶𝑌 , generated by the whole WPS.The longitudinal center of effort (LCE) is located where the forces ofall sails combined apply and is measured forward of the origin of theship’s coordinate system.All the force coefficients are defined by dividing the correspondingforce by 1∕2𝜌𝑉 2

∞𝑆, where 𝜌 is the density. In 2D, corresponding to the
𝑥𝑦−plane, the sail area is replaced by the chord length. The moment co-efficients are defined by dividing the moment by 1∕2𝜌𝑉 2

∞𝑆𝑛𝑠𝑎𝑖𝑙𝑠𝑑, where
𝑛𝑠𝑎𝑖𝑙𝑠 is the number of sails. The moment coefficients are calculatedin relation to the coordinate system of the ship and the sail forcesare assumed to apply at the quarter-chord. The force coefficients aredenoted by capital letters in 3D and by lowercase letters in 2D.
2.2. Selected validation cases

Table 1 provides an overview of the validation matrix. The ISILLmodel was evaluated both in 2D (with three sail profiles in a row) and

3

Table 1Test matrix displaying the different validation cases (v.c.). Every case has a set apparentwind angle (𝛽𝐴𝑊 ) of the ship and defined angles of attack (𝛼𝑖) for every sail 𝑖. Theitalicized numbers indicate that 𝛼𝑖 is swept over a span of angles.v.c. 𝛽𝐴𝑊 𝛼1 𝛼2 𝛼3 𝛼42.1 30◦ 11◦–17◦ 19◦ 22◦ –2.2 30◦ 15◦ 15◦–23◦ 20 –2.3 30◦ 16◦ 19◦ 13◦–27◦ –2.4 60◦ 11◦–20◦ 19◦ 19◦ –2.5 60◦ 18◦ 15◦–23◦ 19◦ –2.6 60◦ 18◦ 19◦ 13◦–25◦ –2.7 90◦ 11◦–22◦ 19◦ 19◦ –2.8 90◦ 19◦ 15◦–23◦ 19◦ –
2D

2.9 90◦ 19◦ 19◦ 13◦-23◦ –
3.1 30◦ 15◦ 15◦ 15◦ 15◦3.2 60◦ 15◦ 15◦ 15◦ 15◦3.3 90◦ 15◦ 15◦ 15◦ 15◦3D
3.4 30◦ 15◦–21◦ 18◦ 20◦ 22◦

in 3D (with four wing sails in a row). The 2D evaluation was performedin the horizontal plane since the interaction effect was strongest inthis plane and it isolated the interaction of the bound vortices. Bylimiting the simulations to 2D, it is possible to perform multiple CFDsimulations at a low computational cost. This enables the performanceof several sheeting sweeps with an increasing angle of attack, from pre-to post-stall.Three different apparent wind conditions were studied: (1) sailingupwind close-hauled at 𝛽𝐴𝑊 = 30◦; (2) sailing upwind on a closereach at 𝛽𝐴𝑊 = 60◦; and (3) beam reach at 𝛽𝐴𝑊 = 90◦. The apparentwind speed (𝑉∞) was set at 10 m/s, thereby yielding a mean Reynoldsnumber of ≈ 15 ⋅ 106.
2.3. CFD simulation setup

In this study, CFD simulations are used in two ways: (1) as 2D input
𝑐𝑙∕𝑐𝑑 data to SILL/ISILL and (2) as validation for ISILL. An overview ofthe different CFD simulations is presented in Table 2. In 2D, single sailcomputations were first performed for CFD verification and validation.This step was followed by generating a 𝑐𝑙∕𝑐𝑑 -table for model input.Simulations with three sails were used to validate ISILL in 2D. In 3D,the CFD settings were first verified and then used to generate thevalidation data with four sails.All simulations were run with Simcenter STAR-CCM+ (Siemens,2022), using the steady RANS-equations along with Menter’s 𝑘-𝜔 shearstress transport (SST) model. The grid verification studies were con-ducted using the numerical uncertainty analysis tool provided byMARIN based on studies by Eça and Hoekstra (2014) and Eça et al.(2019).RANS CFD simulations were selected due to their relative computa-tional efficiency. In general, the accuracy of steady RANS simulationsis low beyond stall. However, from a sail performance predictionperspective, this area of the lift curve is of less importance since it islocated above the optimal sheeting angle. The 2D CFD validation belowshows that pre-stall forces and the point of stall are well predicted.
Table 2Overview of the RANS CFD computations. The chord length 𝑐 (23 m) is used as thereference length.Dim. Domain size 𝑛𝑠𝑎𝑖𝑙𝑠 Usage

2D 90𝑐 × 80𝑐

1 Verification of CFD1 Validation of CFD1 ISILL input (𝑐𝑙(𝛼), 𝑐𝑑 (𝛼))3 Validation data for ISILL
3D 70𝑐 × 52𝑐 × 26𝑐

1 Verification of CFD4 Validation data for ISILL
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Fig. 4. Grid convergence for 𝑐𝑙 at 𝛼 = 15◦ for the 2D simulations. Grid 3, with arelative step size of 1.90, was used in the calculations. The uncertainty indicated inthe figure is for the finest grid.

2.3.1. 2D CFD simulationsIn the 2D CFD calculations, the domain had four boundaries. Theincoming wind was parallel to the top and bottom boundaries, whichwere treated as symmetry planes. The airfoil profiles were initiallyplaced horizontally and then rotated to the correct angle of attack. Alow y+ wall treatment and the gamma transition model were used.Fig. 4 presents the convergence of the lift coefficient with the griddensity. The step size on the horizontal axis is relative to the finest grid(Grid 1) and is defined as [(No. of cells Grid 1)/(No. of cells Grid 𝑛)]1∕2.The number of cells in Grids 1 to 5 were 1,119,542; 591,772; 309,864;171,743; and 96,096. The computed uncertainty bars for each grid arealso depicted in the figure. The finest grid had an uncertainty of 1.8%;however, Grid 3 was deemed sufficiently accurate, with an uncertaintyof 4%. For the viscous drag, 𝑐𝑑 , the resulting numerical uncertainty forGrid 3 was 17.5%. This is a large uncertainty and was caused by thefact that the verification was performed at 𝛼 = 15◦, which is close tostall. However, the viscous 𝑐𝑑 is at least one order of magnitude smallerthan 𝑐𝑙 and has little effect on the driving force 𝑐𝑥.The CFD computations were validated against 2D wind tunnel ex-periments (Jacobs et al., 1933) for NACA0015 at Reynolds number of
3.2 ⋅106. The result is presented in Fig. 5. The error in the maximum liftcoefficient is 6% and the angle of maximum lift is overpredicted by 1◦.For lower angles of attack, the RANS simulations and the experimentaldata agree very well. Beyond stall, the error increases drastically, whichis expected for RANS simulations, as the flow becomes highly unsteady.The same set up as that for the the single sail was used to generatedata for the 2D ISILL validation cases (see Table 1). The selected meshhad a maximum surface cell size of 0.0025𝑐 at the profile and 36

Fig. 5. The 2D RANS CFD simulations compared to wind tunnel test (WTT)data (Jacobs et al., 1933) for the NACA0015 airfoil at Re = 3.2 ⋅ 106.

4

Fig. 6. Grid convergence for 𝐶𝐿 at 𝛼 = 13◦ for the 3D simulations. Grid 3, with arelative step size of 1.28, was used in the calculations. The uncertainty indicated inthe figure is for the finest grid.

Fig. 7. An example (validation case 3.4) of the mesh for four sails in a plane at
𝑧 = 75 m.

prism layers. Additionally, the area between the sails was refined to amaximum cell size of 0.025𝑐. The three profile simulations had a meshwith ca 390,000 cells.
2.3.2. 3D CFD simulationsIn the 3D simulations, the domain has six boundaries. The top andbottom (floor) of the domain were set as symmetry planes, and the foursides of the domain as velocity inlets and pressure outlets. A high y+wall treatment and no transition model were used.The grid verification, presented in Fig. 6, resulted in a numericaluncertainty of 1.9% for 𝐶𝐿 and 5.4% for 𝐶𝐷 for the selected Grid 3.The step size on the horizontal axis is relative to the finest grid (Grid1) and is defined as [(No. of cells Grid 1)/(No. of cells Grid 𝑛)]1∕3. Thenumber of cells in the grids from Grid 1 to Grid 5 were 25,424,790;17,450,590; 12,194,230; 8,565,199; and 6,090,272.The same setup was used for generating the 3D validation datawith four sails. The mesh had approximately 43,000,000 cells and11 prism layers. There were several refinement areas, as displayed inFig. 7. A single simulation required ca 5 h to converge using 40 nodeson the high-performance computing cluster Tetralith (provided by theNational Academic Infrastructure for Supercomputing in Sweden). Eachnode has 2 CPUs (2x Intel Xeon Gold 6130) with a total of 32 cores,384 GB RAM, and a 960 GB local disk.
3. Aerodynamic interaction method

This section presents the proposed aerodynamic method, ISILL, formodeling interacting wing sails. The single-sail code SILL (Perssonet al., 2019) is extended with a potential flow vortex model for the
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interaction effects between the sails. Moreover, an optional viscouscorrection of the model is suggested to manage boundary layer effects.The SILL method for a single sail is introduced in Section 3.1.Thesail–sail interaction model is described in Section 3.2. A correction tothe effects of a changed boundary layer development caused by theinteraction is proposed in Section 3.3. Finally, the steps in the fullISILL method, which combines SILL and the interaction model, aresummarized in Section 3.4.
3.1. The single sail model (SILL)

In SILL, the sail is divided spanwise into several strips. Based onthe wind conditions at each strip, corresponding 𝑐𝑙 and 𝑐𝑑 are obtainedfrom the pre-tabulated 2D data. This enables the calculation of therelated forces that act on each strip. Since the local force componentsobtained from the coefficients are oriented relative to the local angleof attack 𝛼𝑙𝑜𝑐 , new components are obtained that represent the lift andthe drag force relative to the average angle of attack of the sail. These2D forces are then integrated to obtain the total sail force, denoted by
𝐶2𝐷
𝐿 and 𝐶2𝐷

𝐷 , to indicate that they do not consider the 3D effects.Then, the 3D 𝐶𝐿 is estimated from 𝐶2𝐷
𝐿 by assuming an elliptical liftdistribution over the sail (Anderson, 2017):

𝐶𝐿 =
𝐶2𝐷
𝐿

1 + 2∕𝐴𝑅
. (1)

Based on the lift and aspect ratio, the induced drag 𝐶𝐷𝑖
may becalculated as

𝐶𝐷𝑖
=

𝐶2
𝐿

𝜋𝐴𝑅
. (2)

The induced drag is added to the integrated viscous drag to obtain thetotal drag:
𝐶𝐷 = 𝐶2𝐷

𝐷 + 𝐶𝐷𝑖
. (3)

The method includes approximations, particularly the assumptionof an elliptical lift distribution, but has been shown to yield acceptableresults for a single wing sail (Persson et al., 2019). Fig. 8 presents theprediction of the lift and drag forces for a single wing sail. The SILLresults are compared with 3D RANS computations.An alternative to using SILL for estimating the 3D effects on thesingle sail is to include the vortex system of the sail itself in theinteraction model presented below. This approach could improve theprediction of the stall angle; however, it increases the computationalcost and the risk of numerical instability.

Fig. 8. Lift and drag coefficient predictions comparing the single sail SILL model to3D RANS CFD (Persson et al., 2019).
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Fig. 9. Representation of a sail in the interaction model. Each sail is modeled byseveral superimposed horseshoe vortices (red), mirrored in the deck plane at midspan.The elliptical distribution of the circulation strength 𝛤 (𝑧) (green) is illustrated on theleft side of the sail.

3.2. The sail–sail interaction model

The iterative sail–sail interaction model is explained below. Eachsail is discretized in strips with a corresponding horseshoe vortex, asillustrated in Fig. 9. The vertical vortex filament of each horseshoevortex, the bound vortex, is placed at the quarter-chord. The horizontalvortex parts of each horseshoe vortex—the free vortex—are, in theory,infinitely long, but have a finite length in the model. The free vorticesfollow the free stream direction.To determine the strength of each vortex, an elliptical lift distri-bution1 is assumed. Based on the total lift coefficient, the maximumstrength of the circulation at mid sail span, 𝛤0, can be calculated in thefollowing manner (Anderson, 2017):
𝛤0 =

2𝐶𝐿|𝐕𝑙𝑜𝑐 |𝑆
𝑏𝜋

, (4)
where |𝐕𝑙𝑜𝑐 | is the average local wind strength over all strips. The totalcirculation strength, summing the contribution from all bound vortices,at a strip 𝑚 is calculated as
𝛤 (𝑚) = 𝛤0

√

1 −
(

2ℎ(𝑚)
𝑏

)2
, (5)

where ℎ is the distance to the center of the strip from midspan. Thefree vortex that originates at the intersection between two strips 𝑚 − 1and 𝑚 has the strength 𝑑𝛤 (𝑚) = 𝛤 (𝑚 − 1) − 𝛤 (𝑚).Modeling the sails in the above manner, the total induced velocityfrom the surrounding sails on each strip 𝑗 on a sail 𝑖 can be calculated.This implies that a local wind condition 𝐕𝑙𝑜𝑐 (𝑖, 𝑗) can be determined[i.e., the global wind conditions experienced by a sail in undisturbedflow, 𝐕∞(𝑖), plus the induced flow due to interaction, 𝐕𝑖(𝑖, 𝑗)]. Themodel for the four sails is exemplified in Fig. 10. According to the Biot–Savart law, the induced velocity 𝛥𝐕𝑖 at point 𝑃 at distance 𝐫 from thecenter of a segment 𝑑𝐥 of a straight vortex is given by
𝛥𝐕𝑖 =

𝛤
4𝜋

𝑑𝐥 × 𝐫
|𝐫|3

, (6)
where 𝛤 is the vortex strength. By using the definitions in Fig. 11 andby integration, Eq. (6) can be modified (Katz and Plotkin, 2001, p.38–41) to the following form:
𝐕𝑖 =

𝛤
4𝜋

𝐫1 × 𝐫2
|𝐫1 × 𝐫2|3

𝐫0 ⋅
( 𝐫1
𝑟1

−
𝐫2
𝑟2

)

, (7)

1 Alternatively, the distribution could be given by Schrenk’s approx-imation (Schrenk, 1940) or a sail model with higher fidelity thanSILL.
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Fig. 10. Illustration of the assumed vortex system in ISILL. The affected strip 𝑗 on sail
𝑖 is illuminated.

Fig. 11. Illustration of the velocity induced in point 𝑃 by a straight vortex segmentwith constant circulation strength 𝛤 . The segment begins at point 1 and ends at point2. The associated vectors 𝐫1 and 𝐫1 are used in Eq. (7).
where 𝐫0 = 𝐫1−𝐫2. This form enables the calculation of the the inducedvelocity of a straight vortex segment between two points and is used inthe ISILL code.In theory, the free vortices behind the sails are of semi-infinitelength, but to use Eq. (7), they are assumed to have a finite length of
400𝑐. The total interaction induced velocity 𝐕𝑖(𝑖, 𝑗) in a point is calcu-lated by summing the contributions from all bound and free vorticesthat represent the surrounding sails. Note that the SILL approximationis used to consider the finite (3D) sail effects on sail 𝑖. Therefore, thechange in local wind angle and magnitude induced by the wake sheetbehind sail 𝑖 itself is not included in the calculation of 𝐕𝑖(𝑖, 𝑗).As mentioned, the bound vortices are located at the quarter-chord.This is a correct choice for airfoil sections in an undisturbed flow sincethat is where the lift acts for thin symmetric sections. However, in aflow disturbed by other sails, this is not necessarily the best choice.To identify the best position, several 2D cases with three sails wererun. The effect of interaction on the pressure distribution and theposition of the force center was studied. Moreover, the velocity fieldgenerated by the sail using potential flow was compared with CFD fordifferent bound vortex positions in ISILL. The conclusion was that thequarter-chord remains the best choice for the vortex position.To use the pre-calculated 𝑐𝑙(𝛼) and 𝑐𝑑 (𝛼) data tables, an angle ofattack is required. For an airfoil in a disturbed flow, where the localvelocity changes its direction along the chord, the angle of attack isnot obvious. Where should the angle be determined? Having fixed thatpoint, it appears natural to also use the velocity magnitude at that pointto evaluate the forces. To optimize the position of the point, referredto as 𝑃𝑖,𝑗 in Fig. 10, systematic computations with varying positionswere conducted. It turned out that a suitable position is at the three-quarter chord (75% of the chord from the leading edge). Incidentally,this is also the point at which the sum of the induced velocity from thebound vortex on a single airfoil in an undisturbed flow and the freestream velocity is parallel to the chord line (Weissinger, 1947).
3.3. Boundary layer effects and postponed stall (ISILL+BL)

When two lifting airfoils are close together, such that the trailingedge (TE) of the forward foil is in the low-pressure zone on the suctionside of the aft foil, the adverse pressure gradient on the suction side of

6

the forward foil is reduced. The boundary layer (BL) then grows moreslowly and is less prone to separation. Consequently, larger angles ofattack may be attained before the sail stalls. Therefore, this sectionsuggests a correction for these effects. The ISILL method with thiscorrection is called ISILL+BL.In its basic implementation, ISILL does not consider the interactioneffect on the boundary layer, as it uses the local wind conditionsat the control point to look up pre-calculated lift and drag coeffi-cients. These coefficients have been established in an undisturbedenvironment. When the sails are oriented in a row, this causes anunderprediction of the maximum lift force and stall angle in upwindconditions. In a few of the 2D validation cases, the maximum lift forceon the forward sail was found to be underpredicted by approximately10% by ISILL.Here, we suggest a boundary layer correction to ISILL by adjustingthe 2D lift curve 𝑐𝑙(𝛼) when the TE is near the low-pressure region of thefollowing sail. This is done by blending a theoretical inviscid lift coeffi-cient 𝑐𝑖𝑛𝑣𝑙 and the lift coefficient obtained from the pre-calculated table,
𝑐𝑡𝑎𝑏𝑙 . The inviscid lift coefficient is based on the thin airfoil theory:
𝑐𝑖𝑛𝑣𝑙 = 2𝜋 sin(𝛼). (8)

According to the inviscid potential flow theory, the sail does notstall. Therefore, the stall angle and maximum lift force can be increasedby interpolating between the pre-tabulated viscous coefficient and theinviscid coefficient:
𝑐𝑙 = 𝑓𝑡𝑎𝑏𝑐

𝑡𝑎𝑏
𝑙 + 𝑓𝑖𝑛𝑣𝑐

𝑖𝑛𝑣
𝑙 , (9)

where the relation between the fractions is 𝑓𝑡𝑎𝑏 = 1 − 𝑓𝑖𝑛𝑣. However, acontrol mechanism for the interpolation is required.It is assumed that the fraction of the inviscid lift, 𝑓𝑖𝑛𝑣, can bedetermined based on the change in the adverse pressure gradient ona sail profile caused by the interaction. To obtain a metric for thischange, the pressures at the TE and at the three-quarter-chord chordare utilized. The difference between these pressures is a measure of therear part’s pressure gradient. By computing the change in this pressuredifference due to the surrounding sails, it is possible to obtain a metricfor the interaction effect. This metric is denoted as 𝛥𝐶𝑝𝑖 and calculatedin the following manner:
𝛥𝐶𝑝𝑖 = 𝐶𝑝𝑖(𝑇𝐸) − 𝐶𝑝𝑖(75%). (10)

The induced pressure coefficient 𝐶𝑝𝑖 is obtained from
𝐶𝑝𝑖 = 1 −

(

|𝐕𝑙𝑜𝑐 |

|𝐕∞|

)2
, (11)

where 𝐕𝑙𝑜𝑐 = 𝐕𝑖 + 𝐕∞. Only the induced velocities created by thesurrounding sails are considered when calculating 𝐕𝑖.Although there are good physical reasons for a coupling between
𝑓𝑖𝑛𝑣 and 𝛥𝐶𝑝𝑖, the exact relation is unknown. To determine this, areference upwind case where the postponed stall effect is strongwas selected (v.c. 2.1). 𝑓𝑖𝑛𝑣 was then adjusted to yield a good cor-respondence between CFD and ISILL+BL; see Fig. 12. Setting 𝑓 𝑟𝑒𝑓

𝑖𝑛𝑣to 0.45 yields a balanced correction, which implies that 45% of thelift coefficient comes from the inviscid 𝑐𝑖𝑛𝑣𝑙 and 55% from the viscous
𝑐𝑡𝑎𝑏𝑙 . The corresponding metric for the reference case is 𝛥𝐶𝑟𝑒𝑓

𝑝𝑖 . Theassumption is that the 𝑓𝑖𝑛𝑣 for any case can be established by
𝑓𝑖𝑛𝑣
𝑓 𝑟𝑒𝑓
𝑖𝑛𝑣

= 𝑔
⎛

⎜

⎜

⎝

𝛥𝐶𝑝𝑖

𝛥𝐶𝑟𝑒𝑓
𝑝𝑖

⎞

⎟

⎟

⎠

, (12)
where 𝑔 is an unknown function.The simplest relation is a linear dependence. This yields a consid-erable improvement in the prediction of maximum 𝑐𝑙 and the corre-sponding stall angle. However, the connection appears to be stronger;
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Fig. 12. Lift coefficient for Sail 1 when sweeping with Sail 1 at three different apparent wind angles; 𝛽𝐴𝑊 = 30◦ (v.c. 2.1), 𝛽𝐴𝑊 = 60◦ (v.c. 2.4), and 𝛽𝐴𝑊 = 90◦ (v.c. 2.7).
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thus a quadratic dependence was tested. The results were then furtherimproved, and the following relation was adopted:
𝑓𝑖𝑛𝑣
𝑓 𝑟𝑒𝑓
𝑖𝑛𝑣

=
⎛

⎜

⎜

⎝

𝛥𝐶𝑝𝑖

𝛥𝐶𝑟𝑒𝑓
𝑝𝑖

⎞

⎟

⎟

⎠

2

. (13)
To avoid unrealistic corrections, 𝑓𝑖𝑛𝑣 is limited to the range 0.0–.45 and the change in stall angle due to the correction is limited tomaximum of 5◦. In this study, the correction reference values, 𝐶𝑟𝑒𝑓

𝑝𝑖nd 𝑓 𝑟𝑒𝑓
𝑖𝑛𝑣 , have been calibrated in 2D. The same reference values arepplied in 3D.

.4. Full iteration loop

Because the SILL method requires the local wind conditions at eachtrip to estimate 𝐶𝐿 and the local wind conditions are updated by theortex interaction model, the final 𝐶𝐿 needs to be calculated iteratively.o initiate the iterations, the induced velocities of the surrounding sailsre assumed to be zero. Steps 1 and 2 below are then repeated until thenduced velocities have stabilized.
1. The following steps are repeated for each sail 𝑖 to establish thecirculation, lift force, and drag force:

(a) For a set apparent wind angle 𝛽𝐴𝑊 (𝑗) and sheeting angleof sail 𝑖, 𝑠𝑖, the angle of attack 𝛼𝑖,𝑗 is calculated for eachstrip 𝑗.(b) The angle of attack is corrected by the induced velocitiesof the surrounding sails, calculated in Step 2. In the firstiteration step, the induced velocities are 0. The new localangle of attack, 𝛼𝑙𝑜𝑐(𝑖, 𝑗), is then used to retrieve the localforce coefficients in the 2D data table: 𝛼𝑙𝑜𝑐 (𝑖, 𝑗) ⇒ 𝑐𝑙(𝑖, 𝑗),
𝑐𝑑 (𝑖, 𝑗).2(c) Following the steps in the SILL method, 𝐶𝐿(𝑖) and 𝐶𝐷(𝑖)of the 3D finite sail are estimated by integrating the 2Dforces and applying the assumption of an elliptical liftdistribution (Eqs. (1)–(3)).(d) 𝛤0(𝑖) is calculated with Eq. (4) using the sail average localwind speed |𝐕𝑙𝑜𝑐 |.(e) The circulation strength at each strip, 𝛤 (𝑖, 𝑗), is estimatedby assuming of an elliptical lift distribution (Eq. (5)).

2. To update the induced velocity at point 𝑃𝑖,𝑗 at the three-quarter-chord of each strip 𝑗 on each sail 𝑖, the following steps aretaken:
(a) For each sail, the strengths of the horseshoe vortices rep-resenting the sail are determined based on the circulationstrength established in Step 1e.

2 If the boundary layer correction introduced in Section 3.3 is applied, thenviscid lift coefficient 𝑐𝑖𝑛𝑣𝑙 is calculated using the local angle 𝛼𝑙𝑜𝑐 (𝑖, 𝑗). Theinterpolation between 𝑐𝑖𝑛𝑣𝑙 and the pre-tabulated coefficient, 𝑐𝑡𝑎𝑏𝑙 , is determinedby Eqs. (9)–(13).
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(b) The total induced velocity, 𝐕𝑖(𝑖, 𝑗), is calculated usingEq. (7) by summing the contributions from all surround-ing sails. The sail’s own vortex system is excluded. The3D effects on sail 𝑖 are handled in Step 1c.(c) The new 𝐕𝑖(𝑖, 𝑗) gives an updated local angle of attack,
𝛼𝑙𝑜𝑐 (𝑖, 𝑗), and local wind speed, |𝐕𝑙𝑜𝑐 |, which are used asinputs in Step 1.

When applied to the study test case, the ISILL iteration procedurebove converges within a few seconds on a standard computer.
. Results and discussion

In this section, the comparison of the ISILL method to CFD simula-ions is presented and discussed. First, the effect of the boundary layerorrection is highlighted in Section 4.1. Section 4.2 presents the 2D stallalidation study with several sheeting sweeps at different 𝛽𝐴𝑊 . The 3Desults are divided into two parts: Section 4.3 presents the results forixed sheeting at pre-stall angles and Section 4.4 presents the 3D stalltudy at 𝛽𝐴𝑊 = 30◦.
.1. Boundary layer correction

Figs. 12 and 13 illustrate the effect of the suggested boundaryayer correction. In the figures, the predictions without (ISILL) andith (ISILL+BL) boundary layer correction are compared with the CFDesults and the results using SILL.Fig. 12 depicts the variation in lift coefficient for Sail 1 for threeifferent apparent wind angles. Sail 1 is swept whilst the other twoails are stationary [see Table 1 (validation cases 2.1, 2.4, and 2.7)].s expected, the strongest boundary layer and postponed stall effectsre seen at 𝛽𝐴𝑊 = 30◦. At 𝛽𝐴𝑊 = 90◦, the interaction effects areeaker and there is no need for correction, as the trailing edges of theorward wings are away from the low pressures of the following sail.ompared to SILL, there is a large improvement in the lift predictionsven without the boundary layer correction; but when the correction isncluded, a further improvement is noted for the upstream sails aroundhe maximum lift angle when sailing upwind. This is evident in Fig. 13,hich depicts the lift coefficient for each of the three sails at 𝛽𝐴𝑊 = 30◦hen sweeping with Sail 3 (v. c. 2.3).The boundary layer correction has a physical foundation: thenfluence of the adverse pressure gradient on separation. However, itequires CFD or other data for calibration for a given geometry. On thether hand, only a few 2D CFD cases are required to obtain a correctionpplicable for all sheeting angles and all possible positions of the 3Dings relative to one another. The quadratic relationship in Eq. (13) isot well founded and a linear relation also yields an improvement. Inuture research, further investigations into this relationship should be
ade.
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Fig. 13. Lift coefficient for Sail 1, Sail 2, and Sail 3 at an apparent wind angle of 𝛽𝐴𝑊 = 30◦ when sweeping with Sail 3 (v.c. 2.3). Sails 1 and 2 are sheeted close to theirmaximum lift angles, thereby highlighting the effect of the BL-correction.
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4.2. Sheeting sweeps up to the point of stall in 2D

Figs. 14–16 present the total 2D forward driving force coefficientand yaw moment coefficient for the 2D validation cases defined inTable 1. In each figure, one of the three sails is swept from a low toa high angle of attack past the optimal sheeting angle at which themaximum driving force is generated. The other two sails are fixed, setat sheeting angles close to the maximum lift force so that these twostationary sails generate a strong interaction effect, thereby altering thevelocity field around the sweeping sail.In the figures, the blue lines show the results for the ship sailingat an apparent wind angle of 90◦; the black lines for 60◦; and the redines for 30◦. All the CFD results are presented with full lines, the ISILLesults with dash–dotted lines, the ISILL+BL results with dashed lines,nd the SILL results with dotted lines.Studying the difference between ISILL and SILL—that is, with andithout considering interaction—the difference increases when thehip points higher toward the wind. Sailing upwind also generates theargest differences in moments. The highest driving force is generatedor beam reach (𝛽𝐴𝑊 = 90◦).For all test cases, the interaction model improves the predictionf the driving force coefficient. The model improves the predictedbsolute value and angle of attack for which the maximum value of

Fig. 14. 2D sheeting sweep at 𝛽𝐴𝑊 = 30◦, 60◦ and 90◦ where Sail 1 (fore) is sweptfrom a low to a high 𝛼. For the sheeting angles of Sails 2 and 3, see validation cases2.1, 2.4, and 2.7.

8

𝑐𝑥 is reached. The largest effects of the interaction are seen in the twoupwind cases (𝛽𝐴𝑊 = 30◦ and 𝛽𝐴𝑊 = 60◦), which ISILL+BL predicted.n general, ISILL without compensating for the boundary layer effectslso improves the prediction of the driving force around stall comparedo SILL, but not as much as ISILL+BL. The force prediction at beameach is good, but this condition has the weakest interaction effects.here are a few cases where the predicted driving force deviates fromhe CFD results, see the sweep with Sail 2 in Fig. 15(a). For Sail 2,ome of the interaction effects from the sail in front and the sail behindancel each other out, but the flow still differs considerably comparedo a sail in undisturbed flow. In Fig. 14(a) and Fig. 16(a), presentinghe sweeps with the forward sail and the aft sail, it is evident that theail–sail interaction has a strong effect on the location of the maximum
𝑥 for these cases, shifting it by several degrees.The yaw moment in the upwind cases is strongly affected by thenteraction effect in all three sweeps, with the overall load centerhifting forward because the lift force generated by the foremost sailncreases and the force on the aftmost sail decreases. As evident fromig. 15, even when the change in the total driving force due to thenteraction is relatively small, the effect on the yaw moment in upwindonditions can be large. This effect is captured both by ISILL andSILL+BL. However, without the boundary layer correction, the loads

(a) Driving force coefficient. (b) Yaw moment coefficient.
Fig. 15. 2D sheeting sweep at 𝛽𝐴𝑊 = 30◦, 60◦, and 90◦, where Sail 2 (mid) is sweptfrom a low to a high 𝛼. For the sheeting angles of Sails 1 and 3, see validation cases2.2, 2.5, and 2.8.
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(a) Driving force coefficient. (b) Yaw moment coefficient.
Fig. 16. 2D sheeting sweep at 𝛽𝐴𝑊 = 30◦, 60◦, and 90◦, where Sail 3 (aft) is sweptrom a low to a high 𝛼. For the sheeting angles of Sails 1 and 2, see validation cases.3, 2.6, and 2.9.

n the foremost sail are underestimated, thereby resulting in a too-ow yaw moment in the upwind cases. Studying the moments for
𝐴𝑊 = 30◦ in Fig. 14(b), it is evident that the difference between theesults without considering interaction effects (SILL) and the resultsrom CFD are large. This shift in the center of longitudinal effort hasmportant implications for the ship’s maneuverability. In addition, fromig. 14(b), it is apparent that sheeting in the foremost sail, increasing
1 and the load on Sail 1, increases the absolute yaw moment until theail stalls. The opposite effect on the yaw moment is seen in Fig. 16(b)hen sheeting in the aftmost sail. The ISILL+BL method provides veryood prediction of this behavior.The results of the 2D sheeting sweeps are summarized in Tables 3–. The relative errors in maximum driving force (𝜖𝑥) and maximumoment (𝜖𝑚) have been calculated for each validation case. Moreover,he deviation in the angle of attack (𝜖𝛼) for the sweeping sail at whichhe maximum driving force is predicted to occur is also presented.onsistent with the discussion in Section 4.1, the largest differencesetween ISILL and ISILL+BL are seen in the upwind cases, particularlyn validation case 2.3, which is detailed in Fig. 13.
Table 32D validation results for the sheeting sweeps with Sail 1.

𝛽𝐴𝑊 = 30◦ (v.c. 2.1) 𝛽𝐴𝑊 60◦ (v.c. 2.4) 𝛽𝐴𝑊 90◦ (v.c. 2.7)
𝜖𝑥 𝜖𝑚 𝜖𝛼 𝜖𝑥 𝜖𝑚 𝜖𝛼 𝜖𝑥 𝜖𝑚 𝜖𝛼

SILL 15% 29% 6◦ 4% 35% 2◦ 3% 6% −1◦

ISILL 3% 23% 0◦ 3% 9% 0◦ 1% 2% 0◦

ISILL+BL −2% 5% 0◦ 0% 2% 0◦ 1% 2% 0◦

Table 42D validation results for the sheeting sweeps with Sail 2.
𝛽𝐴𝑊 30◦ (v.c. 2.2) 𝛽𝐴𝑊 60◦ (v.c. 2.5) 𝛽𝐴𝑊 90◦ (v.c. 2.8)
𝜖𝑥 𝜖𝑚 𝜖𝛼 𝜖𝑥 𝜖𝑚 𝜖𝛼 𝜖𝑥 𝜖𝑚 𝜖𝛼

SILL 10% 65% −2◦ 4% 40% −2◦ 2% 5% −2◦

ISILL 6% 36% −3◦ 4% 11% −1◦ 1% 1% 0◦

ISILL+BL −1% 8% −2◦ 1% 3% 0◦ 1% 1% 0◦
9

Table 52D validation results for the sheeting sweeps with Sail 3.
𝛽𝐴𝑊 30◦ (v.c. 2.3) 𝛽𝐴𝑊 60◦ (v.c. 2.6) 𝛽𝐴𝑊 90◦ (v.c. 2.9)
𝜖𝑥 𝜖𝑚 𝜖𝛼 𝜖𝑥 𝜖𝑚 𝜖𝛼 𝜖𝑥 𝜖𝑚 𝜖𝛼

SILL 12% 48% −7◦ 8% 33% −4◦ 3% 5% 0◦

ISILL 15% 47% −3◦ 6% 7% −1◦ 1% 3% 1◦

ISILL+BL 3% −3% −2◦ 2% −1% 0◦ 1% 2% 1◦

4.3. Study of pre-stall interaction effects in 3D

Figs. 17–19 present the driving and side force coefficients for val-idation cases 3.1, 3.2, and 3.3, defined in Table 1. In each of thesevalidation cases, all four sails are sheeted at 𝛼 = 15◦ to highlighthe effect of the sail–sail interaction on each sail. Since the sails areheeted equally, all four sails generate an equal force when the sail–ail interaction is not considered. When the interaction is considered,here is generally a large variation in forces between the sails.Fig. 17 (validation case 3.1) presents the results when the ship isailing upwind at 𝛽𝐴𝑊 = 30◦. Consistent with the 2D results, thispwind case shows strong sail–sail interaction effects. Fig. 17(a) depictsow the side force changes drastically from fore (Sail 1) to aft (Sail) due to the interaction. The ability to predict a correct moment hasreat implications when it comes to sailing in practice. Both versionsf ISILL predict this change. There is little difference between the twoersions because the foremost sails are not sufficiently close to theirtalling points for the correction to have any effect. The negative effectn the downwind sails (Sails 2–4) is somewhat underestimated, therebyesulting in a small overprediction of the forces.Fig. 18 (validation case 3.2) presents the results for an apparentind angle of 𝛽𝐴𝑊 = 60◦, corresponding to close reach. The forces areell predicted on all sails for this validation case. Fig. 19 (validationase 3.3) presents the force coefficients when the ship is sailing at aeam reach. Here, the forces on the upwind sails (Sail 1–3) are slightlyverestimated, particularly the side force seen in Fig. 19(a). In this case,he SILL model without interaction actually corresponds better with theFD results, but the difference is small.As expected, it is evident that the total driving force decreasesnd the side force increases as the ship points closer to the wind.oreover, in each validation case, the total driving force predicted bySILL is lowered due to the interaction. One could draw the conclusionhat the interaction effect is always unfavorable in terms of generated

(a) Driving force coefficient. (b) Side force coefficient.
Fig. 17. 3D force coefficients for v. c. 3.1, at 𝛽𝐴𝑊 = 30◦.
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(a) Driving force coefficient. (b) Side force coefficient.
Fig. 18. 3D force coefficients for v. c. 3.2, at 𝛽𝐴𝑊 = 60◦.

(a) Driving force coefficient. (b) Side force coefficient.
Fig. 19. 3D force coefficients for v. c. 3.3, at 𝛽𝐴𝑊 = 90◦.

riving force. However, proper optimization of the sheeting anglesould increase the driving force.Table 6 summarizes the 3D results by presenting the errors in totalriving force (𝜖𝑋) and longitudinal center of effort (𝜖𝐿𝐶𝐸). To calculatethe percentage error for the location of the LCE, the difference in metershas been normalized by dividing it by the distance between the rotationcenters of Sails 1 and 4. As validation cases 3.1–3.3 all have pre-stalleffective angles of attack, there is little difference between ISILL withand without the boundary layer correction.
4.4. A sheeting sweep up to the point of stall in 3D

This section presents a sheeting sweep with Sail 1, corresponding tovalidation case 3.4 in Table 1. Here, the sheeting angles of Sail 2–4 havebeen adjusted to more realistic settings for an upwind case (𝛽𝐴𝑊 = 30◦).In Fig. 20, the lift and drag force coefficients of each sail are plotted asa function of the angle of attack of Sail 1 (𝛼1). The angle is increasedfrom 15◦ to 20◦ in order to find the point of stall of Sail 1.In the CFD simulations, the maximum lift force is generated at
𝛼1 = 19◦. To illustrate the point of stall, the first point post-stall isalso included, even though it has a high uncertainty since the RANSsimulation no longer converges properly. This occurs as the forces
10

fluctuate, and a steady-state simulation can no longer approximate the v
Table 6Summarized results for the 3D validation cases with equal sheeting, where all sailswere set at 𝛼∞ = 15◦.
𝛽𝐴𝑊 = 30◦ (v.c. 3.1) 𝛽𝐴𝑊 = 60◦ (v.c. 3.2) 𝛽𝐴𝑊 = 90◦ (v.c. 3.3)
𝜖𝑋 𝜖𝐿𝐶𝐸 𝜖𝑋 𝜖𝐿𝐶𝐸 𝜖𝑋 𝜖𝐿𝐶𝐸

SILL (no int.) 40% −11% 20% −5% 23% −1%ISILL 6% −2% 1% 0% 1% 2%ISILL+BL 7% −1% 0% 0% 1% 2%

flow. The average of the forces predicted using RANS CFD are plotted ingray to indicate that the sail has stalled. The fluctuations are illustratedusing an error bar based on the maximum and minimum values.In Fig. 20(a), it is evident that the difference between the lift forcepredicted by ISILL and ISLL+BL increases with the angle of attack. Themethod with the boundary layer correction predicts the same point ofstall as the CFD simulations. Without the correction, ISILL predicts thepoint of stall at 17◦. Both versions improve the predicted maximumlift force. As the flow separates from Sail 1 the load on Sail 2 increases,evident from Figure 20(b). This effect is stronger in the CFD predictionsthan in the potential flow models, as the lift force decreases moredrastically on Sail 1 in the CFD results. A small effect is also noted forSails 2 (Fig. 20(c)) and 3 (Fig. 20(d)). When the flow separates on theforward sail, the angle of attack increases on the downstream sails.Fig. 21 presents the total driving force and moment coefficientof each sheeting combination. The total driving force, presented inFig. 21(a), is well predicted by ISILL with or without correction. Infact, the results without correction are slightly better. The largestimprovements compared to SILL are presented in Fig. 21(b), whichdisplays the total moment. Here, the advantage of the boundary layercorrection is also very clear.In the model, the settings of the boundary layer correction (𝑓 𝑟𝑒𝑓
𝑖𝑛𝑣 =

5% and 𝐶𝑟𝑒𝑓
𝑝𝑖 = 0.0025) were based only on 2D CFD simulations.

.5. Study limitations and method generalizability

The main focus of this study was to evaluate the new sail–sailnteraction model. The evaluation of SILL was of secondary interestince it had already been studied by Persson et al. (2019). It is possibleo combine the suggested interaction model with alternative represen-ations of the single sail forces and lift distribution, but that is notncluded in this study.The validation was limited to wing sails standing in a row on a flatlate with a uniform incoming flow. The sails stand close together at aixed distance, and the interaction effects are strong. The effect of anon-niform inflow, due to the presence of an atmospheric boundary layerr the hull and superstructure of the ship, is not considered. In caseshere the sails are placed close to the ship’s side, or the gap betweenhe deck and sail is large, the assumption of a sail-force mirror planen the deck should be challenged.ISILL is only validated for wing sails, but since the sail–sail inter-ction model is based on circulation strength, the underlying theoryhould also apply to other lifting devices. However, due to the liftingine representation of the sail, the applicability of the model needso be investigated in cases in which the distance between the sails isecreased.Further, the tested apparent wind angles were limited to a rangerom upwind sailing to beam reach. These angles were selected sinceeadwinds are predominant on the assumed Northern Atlantic routend when the ship is motor sailing, combining wind and propellerropulsion. Downwind sailing and apparent wind angles encounteredhen maneuvering are not considered. In fact, in its current form, theail–sail interaction model does not consider the effect of the wakeirectly striking a downwind sail. If so, the viscous wake and the
iscous damping at the center of the free vortices should be included
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(a) Forces on Sail 1 (forward). (b) Forces on Sail 2. (c) Forces on Sail 3. (d) Forces on Sail 4 (aft).
Fig. 20. Predictions of the lift and drag coefficients when increasing the angle of attack on Sail 1 from 𝑆1 = 15◦ to 𝑆1 = 20◦ at 𝛽𝐴𝑊 = 30◦ (v.c. 3.4). The other sails are sheetedto 𝑆2 = 12◦, 𝑆3 = 10◦, and 𝑆4 = 8◦. To illustrate the point of stall, the results of the simulations above stall have been included even though they have a high uncertainty.
(a) Driving force coefficient. (b) Moment coefficient.
Fig. 21. Aggregated results combining the loads on all four sails for a sheeting sweepith Sail 1 at 𝛽𝐴𝑊 = 30◦.

n the model. These effects must also be considered in a beam reachase if the sails are positioned side by side. For example, Bordogna hasuggested a correction of the velocities in the wake region, which coulde a suitable addition to the method presented here.In this study, ISILL was validated against RANS CFD simulations.s revealed in Section 2.3.1, pre-stall angles and the point of stall wereell predicted when comparing the CFD simulations to wind tunnelests in 2D. This is the relevant region for normal sailing and sheetingptimization. The uncertainty levels in the CFD predictions increaseround and above stall. However, it can be noted that CFD simulationsith similar settings are used to generate the validation data and theD 𝑐𝑙(𝛼) and 𝑐𝑑 (𝛼) input to ISILL. This implies that the validation study,egardless of the accuracy of the absolute values, compares the abilityf the ISILL method to model the 3D sail–sail interaction to that of aiscous high-fidelity method—that is, RANS CFD.
. Conclusions

This paper presented a rapid method for predicting the performancef interacting rigid wing sails in 3D. The lifting line-based one-sailILL method (Persson et al., 2019) was extended to multiple sails by

11

ntroducing a potential flow-based interaction model. Two versions of
the new method, ISILL and ISILL+BL, were evaluated, where ISILL+BLconsiders additional viscous interaction effects on the boundary layerand separation. The ability of the method to predict aerodynamicforce and moment coefficients has been validated against RANS CFDsimulations.In the 2D validation study, sheeting sweeps at varying apparentwind angles with three wing sail profiles were carried out. They con-firmed that the maximum driving force, the yaw moment, and the pointof stall are strongly affected by the sail–sail interaction. The interac-tion model considerably improved the force predictions compared toSILL (not considering any interaction effects). In a few cases, ISILLunderestimated the peak force, as the onset of stall was predicted at anangle of attack that was too low. Adding the boundary layer correction,ISILL+BL predicted the stall angle in all validation cases within anaccuracy of 2◦, whereas SILL was off by up to 7◦. The largest benefit ofintroducing the boundary layer correction was seen in the yaw momentpredictions. However, in certain upwind cases, an error in the yawmoment remained in the order of 10%. This indicates that even thoughISILL is suitable for predicting the ship’s speed and sail sheeting angles,complementary simulations with higher fidelity tools are required tocontrol the final yaw balance of the ship.The validation of the method in 3D consisted of two parts: (1) a pre-stall study of the interaction effects when sailing at different apparentwind angles and (2) a single sheeting sweep study with the foremost sailin an upwind condition. The pre-stall study revealed that both versionsof ISILL predicted the effect of the sail–sail interaction on the generatedsail forces well. The interaction affected the sail-generated forces forall tested apparent wind angles, but the effect was strongest for theupwind validation case. For the pre-stall sheeting angles, there was nodifference between ISILL and ISILL+BL. In the 3D sheeting sweep study,the foremost sail reached its point of stall. Consistent with the 2D sweepstudies, the boundary layer correction improved the predicted loadsclose to the stall angle.The presented results suggests that combining viscous 2D profiledata with a 3D potential flow-based interaction model is a suitable ap-proach for rapid prediction of the driving force and the correspondingapproximate optimal sheeting angles for a WPS with wing sails. TheISILL code, in its current version that was written without focus onefficiency, runs in seconds on a standard computer. The total compu-tational cost, including the cost of generating 2D CFD input data andcalibrating the boundary layer correction, is negligible compared to thecost of multiple 3D CFD simulations. The method fulfills the criteria ofbeing sufficiently rapid to perform large numbers of simulations whilstmaintaining acceptable force and stall angle predictions.In developing the interaction model, care was taken to ensure itsapplicability to general WPSs. Yet, as discussed in Section 4.5, ISILL
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requires adjustments and further validation before being applied toWPSs other than wing sails, downwind sailing, stalled sails, and dif-ferent mast placements. Another important effect to consider in futureresearch is the aerodynamic interaction between WPSs and the ship’ssuperstructure and hull. Ongoing tests have indicated that combiningISILL with a correction of the local inflow wind profile could befeasible, but continued research is necessary.Finally, ISILL and the suggested boundary layer correction shouldbe further evaluated using experimental data. The first step includesvalidating the method against the model-scale wind tunnel tests for the
Oceanbird concept (Marimon Giovannetti et al., 2022; Malmek, 2023).This can be followed by full-scale validation once WPSs with interactingsails are installed onboard and performance data becomes available.
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