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ABSTRACT: The predictive and explanatory roles of atomic properties such as size, charge,
and electronegativity are closely linked to their definitions. However, establishing suitable
definitions becomes increasingly challenging when examining atoms within materials. This
study presents a quantum-mechanical framework for the quantitative assessment of these
atomic properties in crystalline structures. Our approach utilizes Kohn−Sham density
functional theory to approximate the electron energy density. We then employ a quantum
chemical topological analysis of this density to derive atomic properties. The average electron
energy density is conceptually powerful because it can be interpreted as a product of the
electron density and the average energy of occupied molecular orbitals (MOs). Our method
therefore bridges descriptive and predictive theories of electronic structure, including the
quantum theory of atoms in molecules and MO theory. The applicability of our methodology
is demonstrated across various materials, including metals, ionic salts, semiconductors, and a
hydrogen-bonded molecular crystal. This work provides insights into electronegativity
inversion during bond formation. It also highlights the complementary roles of partial charge
and electronegativity in electronic structure analysis, with one indicating spatial electron accumulation or depletion and the other
reflecting average electron binding. Experimental ground state electronegativities of H−, Li+, C+, N−, O−, F−, K+, and Ga+ are
provided to support our discussion.

■ INTRODUCTION
In this work, we outline a computational method for
quantifying electronegativity, partial charge, and volume of
atoms and ions inside crystalline materials. Our approach
follows previous efforts where these same conceptually
important properties are calculated for atoms inside mole-
cules.1

The quantification of concepts such as electronegativity, size,
and the disposition of electrons inside materials is fraught by
difficult choices of how to do so.2−6 However, quantify them
we wish because they are often helpful for rationalizing aspects
of observable chemistry. Challenges arise because there exists
no one unique definition to either property but a plethora of
methods, scales, and principles. We note that relatively few
approaches are computationally practical and applicable to
extended (e.g., solid state) systems, as opposed to molecules.
Among these approaches, the quantum theory of atoms in
molecules (QTAIM) by Bader, in primis, gave to theoreticians
and experimentalists a tool to calculate, among several other
properties, atomic charges, and atomic volumes inside of
materials from the electron density.7 Hirshfeld, instead,
proposed an alternative way to decompose real space into
atomic fragments based on the weighted contribution of each
atoms to the total electron density of a system.8 Together with
other types of geometrical partitions, like the Voronoi cells,9

those methods became useful and efficient ways to compute
atomic charges in periodic systems.

Electron density and interatomic distances are, however,
only part of the criteria that can be used to partition and
analyze materials. Orbital projection-based methods,10 for
example, use localized basis sets to evaluate Mulliken- and
Löwdin-type charges in materials. Batsanov11−14 even showed
that thermochemical and spectroscopical experimental data
can be used to evaluate electronegativities and charges of metal
atoms in crystalline systems. Following the same general idea,
several different researchers have combined effective charges
with covalent or ionic radii in different semiempirical estimates
of the electronegativity of atoms.15−18 In this context, Pendaś
and co-workers,19 following the works by Boyd et al.,20,21 have
shown that a correlation exists between QTAIM-determined
ionic radii in alkali halides crystals and tabulated Pauling
electronegativity of atoms. Komorowski has formulated
electronegativity in terms of a bonding potential term that
can be approximated in different ways for ionic and covalent
solids.22,23 Van Genechten and co-workers24 evaluated the
average electronegativity of atoms inside crystals by calculating
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the corrective terms for the Mortier−Gosh−Shankar effective
electronegativity25 in solid-state systems with ab initio
methods. An alternative route of atomic partitioning is the
one explored by Tachibana, who used energy densities, and
particularly, the kinetic energy density to study chemical
reactions and shapes of atoms in the real space.26

Central to our approach for quantifying atomic volume,
charge, and electronegativity in molecules is a topological
analysis of the electron energy density, X(r). The electron
energy density is a product of the electron density ρ(r) and a
field representing the average electron potential, which we refer
to as the average electron energy, χ̅(r),

r r r( ) ( ) ( )= (1)

Equation 1 is conceptually appealing because it represents a
union of sorts between two historically disparate frameworks
for analyzing electronic structure. On the one hand, the direct
topological partitioning of the electron density through the
QTAIM,7 and, on the other hand, molecular orbital (MO)
theory.27−29 The latter connection can be made because the
average electron energy χ̅ can be approximated as an average
energy of occupied orbitals, the electronic eigenvalues of a 1−
determinant wave function

Ni

n
i

1

occ

= (2)

where nocc is the number of occupied spin orbitals, εi the
eigenvalue associated with the ith spin orbital, and N is the
total number of electrons. It is the quantity χ̅�when averaging
only over valence electrons�that some of us and others have
linked to the central concept of electronegativity30,31 and used
productively to make predictions on reactivity,32,33 chemical
bonding,1,34,35 and high-pressure phenomena.36

The average electron energy χ̅ can be evaluated at varying
levels of theory, at different computational costs.34,37−39 One
computationally attractive approximation to χ̅ within density
functional theory (DFT), which we will extend upon herein, is
to average eigenvalues of occupied Kohn−Sham (KS) orbitals.
In our past work on molecules,1 we have relied on such a KS-
DFT approximation to χ̅ resolved in three dimensions,

r
r

r
( )

( )

( )
i i i

(3)

where ρi(r) is a KS orbital density. The spatially resolved
average electron energy χ̅(r) described by eq 3 has also been
extensively studied by Politzer, Murray, and co-workers (who,
unlike us, refer to it as the local ionization energy).37,40,41 Their
work, which mostly focuses on the analysis of χ̅(r) on
molecular surfaces, usually defined by a 0.001 e·bohr−3
contours, have led to successful predictions of molecular
reactivity and properties like Hammett constants,42 reactiv-
ity,43−46 pKa,

47 atomic polarizability and volume,48 local
polarity,49 and local electronegativity.37,40,47,50,51 Alternative
temperature-dependent expressions of the orbital-based
approximation to χ̅(r) in eq 3 have been studied by Bulat et
al.41 and Ayers et al.52 Whereas we stay with a KS-
approximation of χ̅(r) in this work, the calculation of this
potential can, in principle, be made at any level of accuracy. We
refer the reader to ref 39 for a detailed review on possible
approaches to evaluate χ̅ and χ̅(r), and we will return in future
work to describe and apply such more general approaches.

The average electron energy χ̅(r) does not lend itself to
conventional (QTAIM-like) quantum chemical topological
analysis.41 One reason for the latter is that the topology of χ̅(r)
does not have critical points (maxima or minima) at nuclear
positions. It is also not possible to meaningfully integrate finite
values from χ̅(r) and associate them with a region of space. To
see why, it suffices to consider an isolated molecule for which

rlim ( )
r

HOMO= , where εHOMO is the energy of the highest

(and most diffuse) occupied MO.41 In other words, eq 3 has a
divergent integral.
In our past work,1 we instead pursued topological

partitioning of the electron energy density, X(r) (cf., eq 1).
The topological features of X(r) resemble those of the electron
density�although effectively scaled by the value of the local
electronegativity, χ̅(r)�with sharp cusps at nuclear coordi-
nates and with the function decaying to zero at large distances
from the nuclei. Our initial study relied on an orbital averaging
approach (viz. eq 3) to compute X(r) in molecules, we here
take on the challenge of extending our approach to crystals.

■ THEORETICAL METHODS
Whereas eq 3 is straightforwardly applicable to molecules, its
direct application to extended systems is not practical. To
enable an extension of our methodology to crystals, we first
express the KS approximation to the electron energy X in
terms of energy functionals,39,53

( )r r r

n

T E J( ) ( )d 2

i
i i

KS Ne xc= [ ] + [ ] + + [ ]
(4)

where ni is the occupation number of the ith KS spin orbital,
TKS[ρ] is the kinetic energy of the noninteracting (KS) system,
ENe[ρ] is the electron−nuclear attraction, υxc(r) is the
exchange-correlation potential, and J[ρ] is the Hartree or
mean-field electron repulsion energy,

r r
r r

r rJ 1
2

( ) ( )
d d

r r,

2

2
2

2

[ ] =
| | (5)

We emphasize that eq 4 is an approximation and refer the
interested reader to reference 53 for a detailed discussion on its
origins and to ref 39 for a derivation of a formally exact
expression.
To study X(r), the spatial variation of all terms in eq 4 is

needed. The kinetic energy density is not uniquely defined yet
represents a crucial choice of our analysis. There exists several
approximations to TKS(r) expressed in terms of the total
electron density ρ(r) only.37,52,54,55 We rely on a formulation
of the kinetic energy density that directly derives from the
application of the kinetic energy operator onto the first-order
density matrix.56 This kinetic energy density is expressed in
terms of orbital densities ρi(r), their gradients ∇ρi(r), and the
Laplacian of total electron density ∇2ρ(r):

r
r r

r
rT ( )

1
8

( ) ( )

( )
1
4

( )
i

i i

i
KS

2=
·

(6)

Note how, with this definition, the first term on the right-
hand side of eq 6 integrates to the KS kinetic energy of the
systems, while the Laplacian part, which allows local regions of
space to have negative energy densities, integrates to zero.56
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While there exists several (in principle infinite) other
definitions for the kinetic energy density,37,55,57,58 our choice
of eq 6 can be motivated in different ways. First, we argue (like
Bader before us56) that the “Schrödinger” or “Hamiltonian”
form is the more natural choice. Second, this form is required
to align our method with prior productive work on the use of
the average electron (binding) energy to predict chemical
reactivity, e.g., by Politzer and others.37,41,44,47,49 Equation 6
provides the identical electron energy density X(r) as eq 3,
which have been used previously for molecules (see also Figure
S1). Third, contrary to other tested choices for defining the
kinetic energy density, the form of eq 6 results in workable
topologies and atom-centered basins, which we will return to
describe.
The remaining energy terms of eq 4 are more straightfor-

ward to translate into three dimensions. The electron nuclear
attraction varies in space as

r r r rE ( ) ( ) ( )dNe = (7)

where υ(r) is the field generated by the presence of the nuclei
that acts on the total electron density. The exchange-
correlation potential υxc(r) can take many different forms in
DFT. In this work, we rely on the now classical Perdew−
Burke−Ernzerhof (PBE) approximation.59,60 Finally, the
spatial resolution of the electron repulsion energy J[ρ](r) is
equal to twice the expression in eq 5 without the integration
over dr:

r
r r

r r
rJ ( )

( ) ( )
d2

2
2[ ] =

| | (8)

The three potential energies, which describe all attractive
and repulsive interactions, are by convention often recast in
terms of the effective potential, υeff(r). In summary, the spatial
distribution of X can expressed as

r
r r

r
r r r( )

1
8

( ) ( )

( )
1
4

( ) ( ) ( )
i

i i

i

2
eff

·
+

(9)

Note that the integral of this KS approximation to X(r) over
all space equals the total energy of all occupied KS orbitals.53

Equation 9 expresses this quantity in terms of densities and
potentials that can be provided by most quantum mechanics
simulation software. A procedure for performing the analysis
using BAND61 is provided in the Supporting Information.
Defining Atoms inside Crystals. With a workable

expression for the electron energy density in hand, we can
use it to partition materials into atomic fragments, or basins
ΩA.

1 Atomic basins ΩA are here defined from three-
dimensional seams at which ∇X(r) · n(r) = 0,1 where ∇X(r)

is the gradient of the electron energy density and where n(r) is
the unit vector normal to the surface at r. Our procedure
technically mirrors that of QTAIM, where the condition for
defining a basin is instead ∇ρ(r) · n(r) = 0.7,62,63 As we have
illustrated in our previous work focused on molecules,1 and as
we shall see, the resulting atomic basins derived from X(r) and
ρ(r) are notably different. We will refer to electron energy
basins, ΩA, to distinguish our partitioning approach from
QTAIM. We emphasize that there are many ways one can cut
a pie, and the topological method described herein is but one
possible method for partitioning X(r) that we have begun to
explore.
Electron energy-derived basins allow for the subsequent

calculation of the atomic properties inside materials. For
example, the electron energy XA attributed to an atom can be
evaluated by integrating X(r) over the basins ΩA. In what
follows, we will use this electron energy-based definition of
atoms inside materials to study three atomic (or ionic)
properties: volumes VA, partial charge qA and what we call in
situ electronegativity, χ̅Aval.1
Computational Details. All DFT calculations were made

using the exchange-correlation functionals PBE59,60 in
combination with triple-ζ polarized basis sets as implemented
in BAND 2019.61 BAND has recently been developed to
support direct output of X(r), as approximated by eq 9 (see the
Supporting Information). Isolated atoms used as references in
the evaluation of in situ electronegativity are calculated at the
same level of theory and embedded in unit cells of size 8 × 8 ×
8 Å for Li, C, N, O and F, and 10 × 10 × 10 Å for K and Ga.
For atoms, X can be straightforwardly calculated from eq 2 in
terms of the total density of states referenced to vacuum, as
explained in ref 34. For calculations of crystalline systems,
lattice parameters have been set to equal experimental data
(see Supporting Information), while all atomic coordinates
have been optimized.64−67 The open-source code Critic2 was
used to perform topological analyses.63 The error in the
number of electrons per each unit cell obtained by integrating
the electron density over the electron energy basins, ΩA, with
the Yu and Trinkle method,68 is small: LiF = 0.021% (0.002 e),
GaN = 0.009% (0.0035 e), K = 0.019% (0.0037 e), and urea =
0.001% (0.0003 e). A detailed procedure for the evaluation of
X(r) using BAND is provided in the Supporting Information.
Details of how the electronegativity of isolated ions is
calculated from experimental data are disclosed in the
Supporting Information.

■ RESULTS AND DISCUSSION
To evaluate our methodology1 in periodic systems, we look at
a selection of metallic, ionic, semiconducting, and molecular
crystals (Figure 1).

Figure 1. A test set of materials. Conventional unit cells of potassium (K, BCC), lithium fluoride (LiF, FCC), gallium nitride (GaN, wurtzite
P63mc), and urea (CO(NH2)2, tetragonal P4̅21m).
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The BCC phase of K is an archetypical simple metal with
good thermal and electric conductivities and high reactivity.
The FCC phase of LiF is a wide band gap (ca. 14 eV) insulator
composed of atoms on the opposite extremes of the
electronegativity scale.30 GaN is probably the most heavily
investigated of all the III−V nitride semiconductors.69−71 The
wurtzite (P63mc) phase of GaN is a very hard material with a
band gap of 3.4 eV.70 Finally, urea is a common molecular case
study in crystallography. This material consists of high-quality
noncentrosymmetric tetragonal P4̅21m crystals with two
molecules per unit cell72 and its charge density has been
carefully studied using synchrotron X-ray73 and neutron
diffraction.74 Urea is a good example when studying a range
of interactions, including strong covalent bonds and weaker
intermolecular hydrogen bonds. Our selection of materials is
not meant to be exhaustive but acts as proof-of-concept for our
methods’ utility in distinguishing between different electronic
structures in the condensed phase.
Atomic and Ionic Volumes. We look first at the sizes of

atoms (and ions) inside our collection of materials. Defining
atomic boundaries in open (e.g., molecular) systems is not
trivial, but can, for instance, be done successfully using
different cutoff criteria. The electron density75,76 and proper-
ties of valence orbitals are some of the possibilities.36,77−79 For
crystals, there exist other options.76,80−83 We here choose to
attribute atomic volumes VA directly to the volume of electron
energy basins ΩA. This choice is possible because the gradient
field of the electron energy density exclusively separates space
into nuclear-centered basins.
In Table 1, volumes of electron energy basins are compared

with conventional QTAIM basins (i.e., those derived from

ρ(r)) and with van der Waals volumes of spherical nonbonded
atoms in vacuum calculated from a 0.001 e bohr−3 electron
density cutoff criteria.76

Table 1 reveals expected trends, with atomic sizes varying
with formal charges (we quantify atomic charge in the next
section). Atoms that we anticipate to be positive in a
compound are smaller, while those that are negative are larger.
Ionically or covalently bonded atoms also shrink noticeably
compared to their nonbonded (VVdW) references. Potassium
may appear to stand out in Table 1, as the only atom that
expands relative to its vdW-like gas-phase reference. However,
this perceived expansion is only a consequence of our choice of

vdW reference, which refers to the volume of a spherical
nonbonded atom in a vacuum. A body-centered cubic phase
packing of nonoverlapping hard spheres makes up ∼68% of the
total volume of a crystal, or 53.7 Å3, which is the VvdW value we
list for K. The total per atom volume of such an ideal packing
of nonbonded K atoms would be 79 Å3, which is larger than
the per atom volume of the real solid, calculated to be 71.3 Å3.
In other words, and as expected, chemical bonding reduces the
volume of elemental K.
We remind that atoms defined from topological analysis of

materials are not spherical or overlapping.81,84 Figure 2
illustrates how, for example, electron energy basins as well as
QTAIM basins of Li and F inside LiF appear more cubic and
multifaceted than spherical, respectively.
A feature of our method (also apparent in molecules1) is

that it often�not always�portrays chemical bonds as less
polar or ionic compared to QTAIM. Polarity is reflected in
terms of atomic size in Table 1, where bonded electron energy
basins are consistently more alike, compared to QTAIM.
Noticeably, GaN is predicted to consist of atoms of nearly
identical dimensions. The formally reduced atoms in urea (O
and N) are also calculated as similar in size. To explain why,
we look next to quantifications of the number of electrons in
each electron energy basin: the partial charges of the bonded
atoms.
Atomic Charge. We evaluate atomic partial charges by

integrating the electron density over each electron energy basin

r rq Z ( )dA A
A

=
(10)

where ZA is the nuclear charge of atom A.
Table 2 exemplifies how X-based atomic charges qA compare

to QTAIM charges, which are derived from the topological
analysis of ρ(r) instead of X(r). In general, and as previously
noted,1 electron energy-derived basins are attributed to partial
charges that are less ionic relative to what is predicted by
QTAIM. That QTAIM sometimes predicts charges that are
high compared to chemical expectations is known and has for
instance been discussed by Fonseca Guerra et al.9

Our approach for computing partial charge is well in line
with chemical expectations: LiF computes as ionic, and the
bonds inside urea between C and heteroatoms appear as polar
covalent. At the same time, the latter example of organic
chemistry is portrayed as markedly less ionic compared to that
of QTAIM. In fact, the charges on all atoms in urea are
predicted to be smaller in magnitude with our method, and N
atoms are particularly affected by the difference in topological
analysis. The partial charge predicted for hydrogen atoms qH is
strikingly (∼50%) different compared to QTAIM. For urea, we
also provide atomic partial charges inside the isolated molecule
(Table 2). Even though differences in absolute values between
the X(r)- and ρ(r)-based analyses are evident, relative changes
when moving from molecule to crystal are similar. Both
methods agree that the introduction of intermolecular
interactions in the crystalline state is associated with a slight
reduction (an increased negative charge) of the O and N
atoms and a partial further oxidation of the hydrogen atoms.
Our analysis of urea are in line with Spackman et al.85 who
have used multipolar refinement of experimental electron
densities to show how the formation of intermolecular
interactions and other electrostatic contributions can greatly
affect the molecular dipole moments in a crystalline environ-
ment.86

Table 1. Atomic (or Ionic) Volumes Derived from
Topological Analysis of X(r), VA, and from ρ(r), VQTAIM, and
van der Waals Volumes of Isolated Atoms in Gas Phase,
VvdW

a

system VA VQTAIM VvdW
d

K 71.32 71.32 53.7
LiF 4.64 2.88 44.6
LiF 11.68 13.44 18.1
GaN 11.25 9.71 53.0
GaN 11.80 13.34 24.0
CO(NH2)2 5.96 5.45 28.7
CO(NH2)2 15.28 18.17 20.9
CO(NH2)2 15.62 17.85 24.0
CO(NH2)2

b 5.08 3.21 18.1
CO(NH2)2

c 5.19 3.63 18.1
aAll volumes are provided in Å3. bCloser to oxygen. cfurther from
oxygen. dData from ref 76.
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GaN is an example where our methodology helps to provide
a different perspective. Our computed partial charges predict a
polarity near to Ga1+N−1. In contrast, theoretical analysis based
on QTAIM describes Ga−N interactions closer to Ga2+N−2

(Table 2).87 We remind that whereas partial charges may be
expected to correlate with the magnitude of formal oxidation
states, the latter notion is outside our scope and can be
quantified by other means (see e.g., 88, 89).
Atomic Electronegativities. Our in situ electronegativity,

χ̅Aval, is an estimation of the ability of an atom or ion inside a
material to hold onto electrons. As also detailed in our
previous work,1 we evaluate in situ electronegativity as

A
val

A
0

A= + (11)

where χ̅A0 is a reference value from a conventional scale of
electronegativity of isolated atoms, quantified experimentally as
the average binding energy of valence electrons,30 and where
Δχ̅A is the quantum mechanically calculated difference
between the (all electron) average electron energy of a basin
in a molecule χ̅A and an atom in isolation, χ̅A(vac),

A A A(vac)= (12)

The average electron energy of a basin is, in turn, evaluated
as

r r

r r

X X
n

( )d

( )dA
A

A

A

A

= =
(13)

where nA is the number of electrons attributed to the basin ΩA.
Our set of definitions, eqs 11−13, is a practical choice: because
electronegativity is intrinsically linked to valence electrons we
effectively normalize the variation of the average electron
energy, Δχ̅A (calculated for all electrons) with an established
valence-based scale of electronegativity. This approach for
evaluating χ̅Aval has proven useful both for analyzing chemical
bonding and as a potent predictor of pKa.

1,36 Note that with eq
12 we have introduced empirical parameters, which are
experimental but that could be computed.30 This approach
does not reveal how movements of different groups of
electronic levels affect the computed Δχ̅A. We aim to return
in future work to study the partitioning of Δχ̅A into valence
and core contributions, which is not practical in the current
implementation.
To better understand the chemical information provided by

in situ electronegativity, we look in Table 3 at how this quantity
changes when comparing atoms (i.e., electron energy basins,
ΩA) inside crystals with those same atoms in isolation. For the
case of urea, we additionally compare the in situ electro-
negativity of atoms inside crystals and in isolated molecules. In
Table 3, we also include something uncommon: the electro-
negativity of selected free ions. These values of average valence
electron binding energies of ions in isolation have been derived
from experimental electron affinities, ionization potentials, and
excitation energies, following the methodology outlined for
atoms in reference 30 (see also the Supporting Information).
We will make use of these properties of free ions as additional
references when interpreting the in situ electronegativity
calculated for electron energy basins inside crystals.
The formation of a potassium crystal from isolated atoms is

characterized by an increase in in situ electronegativity, i.e.,
Δχ̅Kval > 0. We remind that a positive Δχ̅Aval for a transformation
means that electrons in basin A are on average stabilized. The
stabilization, or increase in electronegativity, upon forming
solid K from atoms is relatively small, only 1.1 eV·e−1. In
comparison, the formation of H2 from isolated atoms
corresponds to an Δχ̅ of 1.828 eV·e−1.35 The absolute value
of χ̅Kval is comparatively small in both the atom and the solid
and is correctly, and as expected, indicating that the valence
electrons in this material are weakly bound. This first example
is important because it highlights that electronegativity reflects
aspects of the electronic structure even in the absence of net
charge transfer between atoms. In the crystallization of
potassium, the number of electrons per atom, i.e., the atomic

Figure 2. Atomic (ionic) basins in LiF derived from a topological analysis of electron energy density Χ(r) (left panel) and electron density ρ(r)
(right panel).

Table 2. Atomic Partial Charges Derived from the Electron
Energy Density, qA, and from QTAIMa

system qA QTAIM

LiF 0.78 0.90
GaN 1.14 1.59
CO(NH2)2 1.27 (1.26) 1.59 (1.59)
CO(NH2)2 −0.91(−0.83) −1.18 (−1.10)
CO(NH2)2 −0.62 (−0.57) −1.06 (−1.01)
CO(NH2)2

b 0.24 (0.20) 0.45 (0.39)
CO(NH2)2

c 0.20 (0.16) 0.41 (0.37)
aFor urea, atomic charges are provided both for the crystal and for the
isolated (C2 point group) molecule in parentheses.

bCloser to oxygen.
cFurther from oxygen.
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charge, does not change, yet the electronegativity does. The
enhanced electronegativity is the result of a small orbital
stabilization brought about by chemical bonding in the
material.
Due to the ease of misunderstanding in what follows, we

remind readers that electronegativity of atoms can be defined
in many ways. It is crucial to understand that electronegativity
as we define it need not equalize upon bond formation. The
idea of electronegativity equalization, a viewpoint popularized
by Sanderson and others,91−93 posits that atoms that bond
each other assume a uniform value of electronegativity. We
refer to reference 31 for a rigorous derivation of relationships
between χ̅Aval and the chemical potential, and the introduction
of electronegativity equilibration. In essence, it is only the
chemical potential of ensembles of atoms inside molecules that
equalize upon bond formation, not the electronegativity as we
define it. Instead, our view on electronegativity allows atoms to
retain different identities inside molecules and materials, in line
with arguments by several before us.6,30,31,94−96

One conceptual phenomenon that is natural if one accepts a
definition of electronegativity as the average (binding) energy
of valence electrons is electronegativity inversion. We know to
expect electronegativity inversion in the formation of polar
bonds1 and will look first to the formation of LiF as an
example.
To see why the electronegativity of atomic Li and F will

invert upon the formation of LiF, it helps to recall that the
polarity in LiF is closer to Li+F− than that of neutral atoms
(Table 2). In other words, one can approximately think of Li in
LiF as a cation with a [He] configuration. The electrons in the
Li basin are fewer in number than the nuclear charges of Li,
and therefore difficult to perturb or remove. Conversely,
electrons in the F basin of LiF are not as strongly bound as
they are in the naked F atom. The in situ electronegativities

shown in Table 3 reflect this situation well with a Li basin
(Li+0.78) being considerably more electronegative than F−0.78.
The in situ electronegativities calculated in the crystal are, as
expected, in-between our experimental reference values for the
free atoms and ions, F−F−, and Li−Li+, respectively. The in
situ electronegativity of F in the crystal is indicative of a ∼ 60%
transformation toward F−, in terms of average electron binding.
In contrast, the electrons of bound Li appear only 22% on their
way to Li+. The latter comparison with experiment is likely an
underestimation caused by the tendency of KS-DFT to
underestimate the binding energies of core levels. Such effects
will be especially pronounced in the case of Li → Li+, as the 1s
former core becomes a valence shell.
The same effect of electronegativity inversion is showcased

in GaN but with a larger magnitude. Whereas the electro-
negativities of isolated Ga and N atoms do not differ as much
as Li and F, the former pair undergo a more drastic change
upon bond formation, eventually differing by 44.4 eV·e−1

(Table 3). With our perspective, GaN is composed of highly
electronegative Ga, while bound N takes an electronegativity
comparable to atomic Cs.30 We primarily attribute the larger
magnitude of the electronegativity inversion to a larger number
of formally exchanged electrons (three), compared with that in
LiF (one). The in situ electronegativity calculated for N is
(maybe fortuitously) smaller than our experimental reference
value for an isolated N−, agreeing with this atom carrying more
than one negative charge in GaN. Similarly, the in situ
electronegativity of Ga computes as larger than for isolated
Ga+, consistent with an atomic charge larger than one in GaN.
At the same time, we emphasize that the utility of in situ
electronegativities goes well beyond a secondary description of
charge transfer. It provides spatial information on electron
binding. Our data in Table 3 predicts that electron detachment
from GaN should occur primarily from N valence electrons.
This prediction is, for instance, supported by soft-X-ray
emission experiments, which show that the top of the valence
band of GaN is dominated by N 2p levels.97

Whereas trends in changing partial and in situ electro-
negativity often go hand in hand (Tables 2 and 3), the latter
quantity does not always change in the way one might
immediately expect. Consider for example the formation of
crystalline urea from isolated molecules (molecular data is
given within parentheses in Table 2). This process is primarily
associated with strong intermolecular interactions in the form
of hydrogen bonds. Several atoms in this example (H and C)
follow the expected trend where oxidation of an element also
renders it increasingly electronegative, or reduction less
electronegative. However, for O and N the opposite is
predicted! While the partial charge of O decreases from
−0.83 to −0.91 and that of N from −0.57 to −0.62 (Table 2)
upon formation of the urea crystal, the in situ electronegativity
of these atoms increases. We have made a similar prediction in
the case of nucleobase pairing where also H is oxidized while
becoming less electronegative.1 These examples again serve to
remind that whereas quantifications of partial charge may be
useful for approximating where electrons move, in situ
electronegativity tells a different story: it reveals how well
electrons are bound in different locations.
By taking a MO perspective, we can understand to expect an

increased in situ electronegativity for elements that partake in
hydrogen bonding. In MO theory, a hydrogen bond is
primarily an orbital stabilization effect, i.e., an interaction
driven by the lowering of electronic energies. In brief, the MO

Table 3. Electronegativity of Isolated Atoms and Singly
Charged Ions Alongside Estimates for Electron Energy
Basins inside (in situ) Crystalsa

system

isolated
atom
(exp.)30

isolated
ion

(exp.)b

basin in
crystal
(theory)d Δχ̅Aval (theory)

K 4.3 35.7 5.4 1.1
LiF 5.4 75.6 20.6 15.2
LiF 23.3 9.9 15.2 −8.1
GaN 9.9 20.5 47.4 37.5
GaN 16.9 5.1 3.0 −13.9
CO(NH2)2 13.9 28.7 41.5 (40.2) 27.6 (26.3)
CO(NH2)2 18.6 5.9 4.9 (4.3) −13.7 (−14.3)
CO(NH2)2 16.9 5.1 9.8 (9.6) −7.0 (−7.3)
CO(NH2)2

e 13.6 c 14.9 (14.4) 1.3 (0.9)
CO(NH2)2

f 13.6 c 14.9 (14.5) 1.3 (0.8)
ain situ electronegativities are also shown for atoms inside an isolated
molecule of urea (point group C2) within parentheses. Δχ̅Aval is the
computed difference in electronegativity between bonded atoms
inside materials and the isolated atoms. All data are provided in units
of eV e−1. bThe electronegativity for the ground state (T → 0 K)
atomic ions K+, Li+, F−, Ga+, N−, C+, and O− are derived using data
from the NIST Atomic Spectra Database,90 following the method-
ology outlined in ref 30. Corresponding valence energy levels are
shown in Table S1. cH+ does not have an electronegativity, per
definition. The electronegativity for H−, which is not directly relevant
for our discussion, is 0.754 eV e−1 (it equals the electron affinity of
H). dCalculated using eqs 11−13. eH closer to oxygen. fH further
from oxygen.
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responsible for such an interaction is typically delocalized over
all participating atoms (a two-electron-three-center bond over
O, N, and H in our example). The in situ electronegativity that
we quantify is effectively a spatially resolved average MO
stabilization (cf., eq 3). As such, our methodological
framework allows for a natural conceptual merger between
MO theory and quantum chemical topological approaches to
electronic structure analysis.

■ CONCLUSIONS
This work introduces a quantum chemical methodology that
allows for the quantification of atomic (or ionic) volumes,
partial charges, and electronegativity inside condensed phase
materials. This development stems from previous work and
theory focused on molecular systems1 and opens the door for
comparing chemical concepts quantified both inside molecules
in vacuum, in crystalline solids, and, in principle, following
simulations of liquids.
The core idea behind our methodology is to perform

topological analysis on the electron energy density, X(r), which
permits the definition of topological atoms and their respective
properties. The electron energy density is defined in eq 1, as a
product of the physically observable electron density ρ(r) and
the average electron energy χ̅(r). The latter quantity can be
approximated from the average of occupied MOs. An
important extension of our approach is to allow for the
study of extended systems by expressing X(r) not in terms of
KS average orbitals but as a sum of energy densities.
We attribute the valence electron part of χ̅(r) to electro-

negativity and show how this concept can be quantified for
regions of space associated with atoms inside materials
(molecules and crystals). Discussions on electronegativity
inversion upon bond formation are argued to be a natural
consequence of our choice of definition for this descriptor. To
aid our discussion of the properties of atoms inside crystals, we
introduce experimentally determined electronegativities of
some isolated ions: H−, Li+, C+, N−, O−, F−, K+, and Ga+.
We refer to previous work for a more in-depth analysis and
discussion of electronegativity as the average electron energy in
general30 and its relation to the chemical potential.31 We
consider the development presented herein important for
demonstrating the potential benefits of combining the
sometimes historically disparate approaches to quantum
chemical topology and MO theory.
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