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Abstract

The digital signal processing (DSP) circuits used in the fiber-optic com-
munication links that make up the backbone of the Internet can be
a significant contributor the over-all power dissipation of a link. As
the number of connected users and their bandwidth requirements are
expected to continue to grow over the coming years, the development
of power-efficient high-throughput DSP systems is a critical factor in
enabling this growth. Unfortunately, DSP designers can no longer depend
on foundries delivering faster and more power-efficient circuits for each
new process node, due to both economical and physical limitations. As
a result, more stringent speed and power requirements are put on the
circuit designs.

Carrier phase recovery (CPR) is one subsystem of a typical DSP
system for fiber-optic communication. In this thesis, we explore and
evaluate circuit designs of multiple types of CPR, with a focus on single-
mode systems. The circuit designs allow us to uncover trade-offs between
power dissipation, area, throughput and signal degradation, for different
types of systems employing a range of modulation formats. Coupled-
core multi-mode fiber systems have been suggested as a way to increase
throughput by utilizing also the spatial dimension, and this thesis de-
scribes a multiple-input multiple-output adaptive equalizer targeting
these systems. The equalizer circuit enables exploration of how this
critical subsystem scales to higher core counts. Additionally, we describe
a circuit verification and evaluation environment that has the poten-
tial to speed up simulations by orders of magnitude by emulating a
fiber-optic link onboard an application-specific integrated circuit or a
field-programmable gate array.

Keywords: Adaptive Equalization, Application-Specific Integrated Cir-
cuits, Carrier Phase Recovery, Communication Systems, Digital Signal
Processing, Fiber-Optic Communication
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Chapter 1

Introduction

The digital signal processing (DSP) systems used in fiber-optic commu-
nication links are one of the enabling technologies for the interconnected
world that we live in today, and these systems can be significant con-
tributors to the overall power dissipation of a link [1]. The number
of connected users and their bandwidth requirements are expected to
continue to grow over the coming years [2]. To facilitate this growth, the
development of power-efficient high-throughput DSP systems becomes
increasingly important. To support higher data throughput, the complex-
ity of the fiber-optic links grows when more of the physical dimensions
available for modulation and multiplexing are used for transmission at
faster rates [3]. This results in more complex DSP systems, which will
have to be implemented under tight energy constraints and which will
be more challenging to verify.

The vast majority of Internet traffic is carried over fiber-optic com-
munication links, enabled by the invention of the laser [4], low-loss
fibers [5, 6] and the erbium-doped fiber amplifier (EDFA) [7]. Today,
long-haul links are dominated by coherent transmission over single-mode
fibers (SMFs) [8]. As coherent systems allow capture of both amplitude
and phase, the spectral efficiency of these systems is much better than
traditional on-off keying (OOK). In this thesis, we will focus on intradyne
coherent systems, which have free-running local oscillator (LO) lasers, as
these have the additional advantage of simplifying the optical hardware
by eliminating the optical phase-locked loop. However, these systems
rely heavily on DSP, typically implemented as an application-specific
integrated circuit (ASIC), to compensate for transmission impairments
such as dispersion or phase noise.
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Chapter 1. Introduction

Increasing the modulation order of the SMF systems is one way of
supporting continuing bandwidth growth. Unfortunately, that will also
increase the power dissipation of the DSP ASICs. Furthermore, when
coherent links are starting to find their way also into short-haul systems,
such as data-center interconnects, the energy efficiency aspects become
even more important as these applications have a more limited power
budget than long-haul, due to the large number of connections [9].

An alternative to improving SMF systems, and continuing the capacity
growth, is space-division multiplexing (SDM) using e.g. coupled-core
multi-core fiber (CC-MCF) [10]. This technique, although promising from
an optical perspective, needs power-demanding multiple-input multiple-
output (MIMO) processing in the DSP ASIC to deal with the coupling
and differential group delay introduced during signal propagation.

For many years, circuit designers have been able to rely on chip
foundries delivering faster circuits with lower power dissipation for each
new process node. As feature scaling is coming to an end, due to both
physical and economical factors [11], this might no longer be true, forcing
algorithm and circuit designers to strive for more sophisticated and
efficient solutions to increasingly complex problems.

In this thesis, we explore circuit implementations of DSP algorithms
and study how design choices and parameter settings affect power dissi-
pation, throughput and signal degradation. By uncovering the trade-off
between these aspects, more informed system design decisions can be
made. The thesis include publications related to carrier phase recovery
(CPR) and dynamic MIMO equalization of CC-MCF systems. Addition-
ally, we present a circuit verification and evaluation environment that
can run on ASICs and field-programmable gate arrays (FPGAs). By
emulating a complete fiber-optic transmission system in hardware, this
enviroment can be used to e.g. reduce simulation runtimes compared to
traditional approaches.

1.1 Thesis Outline
The remainder of this thesis will describe the properties of a coherent
fiber-optic communication system in Chapter 2, focusing on how to model
the relevant channel impairments. The relevant DSP subsystems and
algorithms are presented in Chapter 3. Chapter 4 describes the hardware
platforms commonly used to realize a coherent DSP, and the process
of circuit design and evaluation. Finally, Chapter 5 summarizes the
contributions of the included publications.

2



Chapter 2

Fiber-Optic Communication
Systems

The purpose of a fiber-optic communication system is to transfer data
between two points using an optical fiber as the communication medium.
The data are typically digital and encoded to symbols in a transmitter.
The symbols are used to modulate the output from a carrier laser,
before launching the optical signal into the fiber. On the receiving
end, the optical signal is converted to an electrical signal, sampled and
demodulated back into binary data.

The simplest form of fiber-optic communication is based on encod-
ing data on the amplitude of the carrier laser using intensity modula-
tion/direct detection (IM/DD) and a modulation format such as OOK,
where two amplitude levels represent 0 or 1. More amplitude levels can
be added to increase the data throughput by encoding multiple bits
per transmitted symbol. Using four amplitude levels (PAM4), the data
rate can be doubled compared to OOK, assuming a constant symbol
rate. The transmitter and receiver for IM/DD detection can be relatively
simple, but they do not utilize the full optical field.

The introduction of coherent receivers for fiber-optic communication
enables encoding and detection of both amplitude and phase-modulated
data. By combining these two modulation methods, quadrature ampli-
tude modulation (QAM) can be used, increasing the data throughput.
The symbols can be viewed as points in the complex plane, where each
symbol has a magnitude and a phase, and Fig. 2.1 shows constellation
plots for four common modulation formats, where the axes represent the
in-phase (I) and quadrature (Q) components of the signals. Additionally,

3
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(a) (b) (c) (d)

Figure 2.1: Constellation diagram of (a) QPSK, also showing the encoded bit
values, (b) 16QAM, (c) 64QAM and (d) 256QAM.

DSP

IQ
Carrier
laser

PBC

 Bit stream

To medium IQ

DAC

DAC

DAC

DAC

PBS

Figure 2.2: Simplified block diagram of a coherent transmitter, where black,
blue and red arrows represent optical signals, digital electrical
signals, and analog electrical signals, respectively.

Fig. 2.1a shows one way to encode two bits on quadrature phase-shift
keying (QPSK) symbols. This example uses Gray encoding, where the
closest adjacent symbols only differ by one bit to minimize bit errors,
should the symbols be misclassified in the receiver. Note that if we as-
sume a uniform symbol probability, the average energy for all modulation
formats in Fig. 2.1 is equal.

2.1 Transmitter
A simplified block diagram of a dual polarization coherent transmitter
for SMF is shown in Fig. 2.2, where the bit stream to be transmitted
is first passed through a DSP stage. The operations performed in this
stage vary between systems, but at the very minimum symbol encoding
and pulse shaping are included. Additional processing steps can include
forward error correction (FEC) encoding as well as precompensation of
transmitter and channel impairments.

A system with square pulses in the time-domain has an infinite
frequency response, thus pulse shaping of the encoded symbols is applied

4



2.1. Transmitter

(a) (b)

Figure 2.3: Raised cosine (a) impulse and (b) frequency response for different
roll-off factors.

to limit the bandwidth of the signal. The ideal would be a rectangular
spectra, as this enables dense packing of channels. However, such a
frequency response corresponds to a sinc pulse in the time-domain, which
has infinite duration. A trade-off is shaping the pulses using a raised-
cosine (RC) filter

h(t)


π

4T sinc
(

1
2β

)
t = ± T

2β

1
T sinc

(
t
T

) cos( πβt
T )

1−( 2βt
T )2 otherwise,

(2.1)

where h is the filter response, T is the symbol period and β is the roll-off
factor. The relation between the time and frequency responses of an
RC filter is shown in Fig. 2.3, where a lower β results in a narrower
frequency response. However, the corresponding impulse response is
longer, which results in filters with more resource-demanding hardware
implementations.

To maximize the signal-to-noise ratio (SNR) of the received signal,
pulse shaping is usually implemented as a matched filter, where the filter
is divided between the transmitter and the receiver. At each point, the
square root of the RC filter response is used, a root-raised-cosine (RRC)
filter, which combines into a RC filter response. Note that in order to
perform pulse shaping of the signal, it needs to be upsampled.

IQ signals representing the transmitted data are fed from the DSP to
digital-to-analog converters, which drive the IQ modulators. If the system
utilizes both polarizations in an SMF, two modulators are necessary and
the polarizations are combined in a polarization beam combiner before
being launched into the fiber.

5
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 From medium
PBS

90°
hybrid

LO
laser

ADC

Detectors

DSP

Amplifiers

Bit stream 
ADC

90°
hybrid

ADC

ADC
PBS

Figure 2.4: Simplified block diagram of a coherent receiver, where black, blue
and red arrows represent optical signals, digital electrical signals,
and analog electrical signals, respectively.

2.2 Receiver
A block diagram of a coherent receiver is shown in Fig. 2.4, for a dual
polarization system. In the first stage, the optical signal is split into two
orthogonal polarization states using a polarization beam splitter. The
resulting signals are mixed with the LO laser in 90◦-hybrids before being
converted to electrical signals using photo detectors. After amplification,
these signals, which represent the I and Q components of the two polar-
izations, are fed to analog-to-digital converters (ADCs). Postprocessing
to recover the transmitted bitstream is performed using a DSP system,
which is the topic of Chapter 3.

2.3 Fiber Channel
There are many types of optical fibers, but this work focuses mainly on
systems employing SMF in papers I–IV and multi-core fiber (MCF) in
paper V. The SMF consists of a single core designed to support a single
fundamental mode and transmission over two polarizations is possible.
MCFs contain multiple cores in the same cladding, offering the possibility
to transmit multiple signals simultaneously, thus increasing the data
throughput by space-division multiplexing (SDM). The MCF type can
be further subdivided into coupled-core (CC-MCF) and uncoupled-core
(UC-MCF). To realize an UC-MCF, the core-to-core distance needs to
be larger than for CC-MCF, to avoid crosstalk between the different
cores. In a CC-MCF the core-to-core distance is chosen to maximize
the coupling, which results in a slower accumulation of differential group
delay between the different cores [12]. The idea is to reduce the signal-
processing complexity for the cross-talk compensation, as the impulse
response becomes shorter.
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2.3. Fiber Channel

Propagation of a single polarization in an SMF can be described
using the non-linear Schrödinger equation (NLSE),

∂A

∂z
= −jβ2

2
∂2A

∂t2 −
α

2 A + jγ|A|2A, (2.2)

where A is the amplitude of the optical signal, α is the attenuation, β2
is the group-velocity dispersion (GVD) parameter and γ is a parameter
describing the fiber non-linearity [13]. For short-haul fiber-optic systems,
the transmitter can be directly connected to the receiver, without ad-
ditional amplification. However, fiber attenuation limits the possible
reach for non-amplified systems. The attenuation of a fiber is wavelength
dependent and SMFs have a minimum of approximately 0.2 dB/km
at λ = 1550 nm [13]. Transmission in the C-band1 (1530–1565 nm) is
therefore often preferred. Despite this low attenuation, amplification is
necessary for long-haul systems. EDFAs are commonly used and the
fiber is divided into multiple spans, with amplifers inserted between
them. These amplifiers are significant noise contributors in long-haul
systems due to amplified spontaneous emission. The refractive index of
a fiber is dependent on the optical power propagating through the fiber,
as illustrated by the non-linear term in the NLSE (2.2). Thus, the issues
associated with compensating for this nonlinearity limit the maximum
power that can be launched into the fiber.

Transmission impairments do not only originate from signal prop-
agation through the fiber. Optical and electrical amplifiers, electronic
components etc. can also contribute to signal degradation. The following
sections will describe the transmission impairments most relevant to this
work in more detail.

2.3.1 Additive White Gaussian Noise

As discussed above, EDFAs are significant noise contributors for long-
haul systems and are often the dominant noise source. The electronic
parts of the transmitter and receiver further increase noise due to shot
noise from the photo diodes, which can be a significant for short-haul
systems, and thermal noise from e.g. electrical amplifiers.

Usually, these noise sources are modeled using an additive white
Gaussian noise (AWGN) channel model

y[n] = x[n] + w[n], (2.3)
1The spectrum used for fiber-optic communication is divided into a number of

frequency bands: O, E, S, C, L and U, where C stands for conventional.
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where x is the transmitted symbol, y is the received symbol and n is
the sample index. The noise term, w, is a Gaussian distributed random
variable with zero mean and a variance of N0 [14].

The channel capacity (C), i.e. the theoretical maximum reliable
throughput in bits/s/Hz, of an AWGN channel can be calculated as

C = log2

(
1 + S

N0

)
, (2.4)

where S is the expected value of the signal power [15]. This property
makes the AWGN channel useful as a reference when developing algo-
rithms and circuit implementations of DSP systems.

2.3.2 Chromatic Dispersion

The propagation speed of optical pulses in a fiber is wavelength dependent,
and can be described by the GVD parameter β2 in the NLSE (2.2). As
different spectral components of a pulse travel at different speeds, the
result is pulse broadening, or chromatic dispersion (CD), which can be
described by the transfer function

G(z, ω) = exp
(

j
ω2β2z

2

)
, (2.5)

where ω is the angular frequency and z is the propagation distance [13].
The GVD is related to the dispersion parameter D, typically expressed
in ps/(km·nm), as

D = −2πc

λ2 β2, (2.6)

where c is the speed of light and λ is the wavelength. Dispersion char-
acteristics are related to the fiber medium, but can be controlled using
dopants and by adjusting waveguide properties. This possibility enables
construction of e.g. dispersion-compensating fibers (DCFs), which have
a dispersion parameter with an opposite sign to that of a standard fiber.

For long-haul fibers, the dispersion can become a severe problem, as
pulses start to overlap and cause inter-symbol interference (ISI). The
ISI must be compensated before the data can be properly recovered by
the receiver. Compensation can be performed by inserting a DCF in
the link. However, these fibers have higher loss and larger issues with
non-linearities than a standard SMF. The CD compensation can also be
handled in DSP using methods described in Sec. 3.1.
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2.3.3 Polarization Effects

An SMF fiber can support propagation over two orthogonal polarizations.
In an ideal, perfectly cylindrical fiber, no coupling will occur between
these two polarizations. In reality, small variations exist in the fiber cross
section and the fiber is exposed to external stresses, such as bends and
vibrations. These factors cause fiber birefringence, which varies randomly
over the fiber length. As a result, the two signals will couple randomly
during propagation as the state of polarization (SOP) change. They will
also exhibit different propagation speeds, resulting in polarization mode
dispersion (PMD), where the differential group delay (DGD) is the time
delay between the two polarizations [13]. Usually, the SOP drifts slowly,
but fast polarization changes can occur as isolated events due to external
influences [16]. It is worth noting that the pulse broadening caused by
PMD is relatively small compared to the effects of CD [13].

The polarization effects can be modeled as a concatenation of multiple
fiber segments with static birefringence, and thus a constant DGD and
stable SOP,

Hk =
[
ejωτk/2 0

0 e−jωτk/2

]
, (2.7)

where τk is the DGD of the kth segment. These segments are connected
with phase and polarization rotators, having zero DGD, described by
the Jones matrices

Dk =
[
e−jϕk 0

0 ejϕk

] [
cos θk sin θk

− sin θk cos θk

]
, (2.8)

where ϕk and θk are random rotation angles. This model can be fur-
ther extended with time and frequency dependent elements, and more
elaborate descriptions of D [17, 18]. An illustration of how a 16QAM
transmission is affected by a single polarization rotator is shown in
Fig. 2.5.

2.3.4 Phase Noise

The carrier and LO lasers used in the transmitter and receiver of a
coherent system are not completely stable, but their phases vary with
time. The coherence time of a laser is defined as the time over which it is
coherent, i.e. has a stable phase. This time should be much longer than
the symbol duration [19]. A common property used to describe lasers
is the linewidth, ∆v, which is inversely related to the coherence time.
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Figure 2.5: Illustration of how an SOP rotation with θ = π/8 affects one
of the polarizations in a dual polarization transmission of 2000
16QAM symbols.

If two lasers are used, such as in an intradyne coherent system, the sum
of their linewidths can be used as a measurement of the total system
linewidth. Since the effect of phase noise on the transmitted symbols is
dependent on the symbol duration Ts the dimensionless metric ∆vTs is
often used to quantify the phase noise impact.

Phase noise can be modeled as a Wiener process

ϕk = ϕk−1 + ∆ϕk, (2.9)

where ϕk is the phase of the kth symbol and ∆ϕk is a Gaussian-distributed
random variable with zero mean and a variance

σ2
∆ϕk

= 2π∆vTs, (2.10)

where ∆v is the combined linewidth of the carrier and LO lasers [20].
Typical linewidths of lasers used in fiber-optic communication are in the
order of 100 kHz, as lasers with narrower bandwidths comes at a much
higher cost. An example of how the phase noise affects a transmission is
shown in Fig. 2.6, for two different ∆vTs, corresponding to a 10-GBaud
transmission and laser linewidths of 100 kHz and 1 MHz.

For systems that perform CD compensation in DSP, equalization-
enhanced phase noise (EEPN) can become an issue at high symbol
rates and large accumulated CD. EEPN is caused by passing the LO
laser signal through the CD compensation without it being subject to
dispersive propagation through the fiber [21]. The result is an additional
amplitude noise at the output of the CD compensation with the variance

σ2
EEP N = πcDL∆vLO

2Tsf2
o

, (2.11)
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(a) (b)

Figure 2.6: Illustration of how phase noise affects a 10 GBaud transmission
of 2000 16QAM symbols, for (a) ∆vTS = 10−5 (∆v = 100 kHz)
and (b) ∆vTs = 10−6 (∆v = 1 MHz).

where L is the fiber length and f0 is the center frequency of the LO
laser [21]. This additional noise puts more stringent requirements on LO
laser linewidth and system SNR. However, the noise caused by EEPN
is not Gaussian, but has a temporal correlation. Thus, if a Gaussian
distribution is assumed, the impact of EEPN can be overestimated when
a CPR subsystem is employed in the DSP [22]. In this work, we do
not consider the effects of EEPN on our CPR implementations, as it is
better compensated for using other methods such as digital coherence
enhancement [23] or electrical feedback to the LO laser [24].
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Chapter 3

Signal Processing
Subsystems

The goal of the digital signal processing system employed in coherent
fiber-optic communication systems is to reconstruct the transmitted data
stream from the received signal. The DSP is typically realized as a chain
of subsystems, where each part is designed to compensate for a subset of
the impairments described in Chapter 2.

There are many different realizations of coherent receivers, but a
typical layout is shown in Fig. 3.1. The first stage compensates for any
imbalances in the optical front-end, such as imperfections in the 90◦

hybrids or mismatched photo-detector response, and is followed by linear
equalization. In principle, all linear impairments could be compensated
by the same equalizer. However, the static impairments typically have
a longer memory than the dynamic. By splitting equalization into two
stages, a longer static equalizer can be used to compensate for the
static impairments, while the filter length of the more complex dynamic
equalizer can be reduced [25].

The sample clocks of the transmitter and receiver are usually not
synchronized, which means that timing recovery is necessary. Usually,

Front-end
compensation

Static
equalization

Dynamic
equalization

Timing
recovery

Freq. offset
estimation

Carrier phase
recovery

Symbol
decoding

Figure 3.1: Typical architecture of a coherent DSP.
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the receiver employs oversampling of the input signals in the ADCs and
the timing recovery subsystem is used to find the best sampling instance.
Classical methods include Gardner [26] and Mueller and Muller [27].

If the carrier and LO lasers are not frequency locked, which is the
case for intradyne systems, there may be a frequency offset between
them. This offset will manifest itself as a constant phase rotation of
the received symbols. To reduce the load on the carrier phase recovery
subsystem, the frequency offset can be separately compensated using
spectral methods [28], or using techniques similar to the 4th power
estimator described in Section 3.3.3 [29]. Before decoding the symbols,
carrier phase recovery is performed to compensate for the phase noise.

The following sections will describe solutions for equalization and
carrier phase estimation subsystems in greater detail, since these are the
main topics of this thesis.

3.1 Static Equalization
To compensate for CD and other static impairments, a static equalizer
is typically used. The equalization can be realized using an all-pass filter
with the transfer function

Hc(ω) = 1/G(z, ω) = G(−z, ω), (3.1)

where G is given in (2.5) [19]. The compensation can be performed
either in the time or the frequency domain. The latter is preferred for
longer systems, where the number of filter taps can otherwise become pro-
hibitively large due to the long impulse response. For a frequency-domain
implementation, the input signal first needs to be Fourier transformed
before multiplication with the transfer function Hc, followed by an inverse
Fourier transform. In a circuit implementation, fast Fourier transforms
(FFTs) and inverse fast Fourier transforms (IFFTs) are usually used,
employing the overlap-save or overlap-add methods to facilitate real-time
implementation and avoid time-domain aliasing problems [30].

Time-domain solutions can be of interest for shorter links, where
the complexity of the FFTs and IFFTs otherwise dominate. However,
the impulse response of Hc is of infinite duration, and needs to be
truncated to be able to employ a finite impulse response (FIR) filter [31].
Alternatively infinite impulse response filters could be used, but they
tend to be harder to parallelize [25].
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The matched filter can also be included in the static equalization,
which might be necessary for RRC filters with β close to 0, to reduce the
number of filter taps necessary for the dynamic equalization described
next. The transfer function then becomes

H(ω) = HRRC(ω)Hc(ω). (3.2)

However, if there is a large frequency offset between the carrier and LO
lasers, a static matched filter comes with a penalty [32].

3.2 Dynamic Equalization
To handle linear time-dependent impairments, static equalization is
often followed by a dynamic, adaptive filter. These filters are mainly
used to compensate for polarization-dependent effects, such as SOP
rotations and PMD. Typically, the memory-length of the dynamic effects
is relatively small, which means that using time-domain equalizers can
be a valid choice. For some specialized systems with longer impulse
responses, frequency-domain filtering can be a more efficient choice [25].
Here, the convolution operations used in the time-domain filters are
replaced by multiplications in the frequency-domain. For longer filters,
this simplification outweighs the additional complexity of the FFTs and
IFFTs neccessary for the transformation. In this work we focus on
time-domain implementations.

For a dual polarization system, 2× 2 MIMO FIR filters can be used
to compensate for polarization effects by estimating the inverse Jones
matrix. If we assume one sample per symbol and N taps per filter, the
vectors containing the filter inputs, xX and xY , are

xX [n] =
[
xX [n], xX [n− 1], ..., xX [n−N + 1]

]T
xY [n] =

[
xY [n], xY [n− 1], ..., xY [n−N + 1]

]T
,

(3.3)

where n is the sample index and T is the transpose of a vector. The
outputs yX and yY are calculated as

yX [n] = hH
XX [n]xX [n] + hH

XY [n]xY [n]
yY [n] = hH

Y X [n]xX [n] + hH
Y Y [n]xY [n],

(3.4)

where hij are column vectors containing the, often complex-valued, filter
coefficients and H is the Hermitian transpose. However, this MIMO
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architecture cannot compensate for I/Q imbalances, due to the joint
filtering of the I/Q components. In such cases, 4× 4 real-valued filters
can be used instead [33].

The number of filter taps used in the equalizer depends on the amount
of PMD present in the system, and can also be affected by matched
filtering requirements. In the context of the latter, the filter can be
shifted in time, which will introduce a delay to maintain causality. If
the only goal of the equalizer is to compensate for SOP rotations, no
memory is needed in the filters, i.e. each h can consist of a single complex
coefficient.

The filter taps are continuously updated to track the time-varying
impairments. For equalizers based on the least mean squares (LMS)
method, we calculate errors compared to a target symbol d

eX [n] = dX [n]− yX [n]
eY [n] = dY [n]− yY [n].

(3.5)

The filter coefficients used in (3.4) can be updated iteratively

hXX [n + 1] = hXX [n] + µxX [n]e∗
X [n],

hXY [n + 1] = hXY [n] + µxY [n]e∗
X [n],

hY X [n + 1] = hY X [n] + µxX [n]e∗
Y [n],

hY Y [n + 1] = hY Y [n] + µxY [n]e∗
Y [n],

(3.6)

where µ is a constant used to control the step size, or scaling of each
update, and e∗ is the complex conjugate of the error [34]. Unfortunately,
the target symbol is not usually directly accessible, so to apply LMS we
will either need to use a symbol decision or known pilot symbols. The
same type of equalizer can be extended to work also with e.g. coupled-
core multi-core fiber transmission, by increasing the dimensionality of
the MIMO [35].

In the following sections we will describe some of the most used meth-
ods for dynamic equalization in fiber-optic systems, including decision-
directed and pilot-based LMS. The non-LMS methods described below
can be modified to use (3.6) to perform the tap updates.

3.2.1 Constant-Modulus Algorithm

The constant-modulus algorithm (CMA) is a blind method of updating
the equalizer coefficients. By forcing the amplitude of the signals to
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a reference value, it can compensate for e.g. PMD effects [36]. CMA
works independently of the phase offset and phase noise, since these
impairments have no effect on the modulus of the received signal. As the
same reference value is used for all input symbols, CMA works best for
modulation formats with constant-modulus, such as QPSK. It can still
converge when using multi-modulus formats, e.g. QAM, if the reference
value is chosen carefully [37]. However, the solution will not be optimal
as the CMA error does not go to zero for a perfectly equalized signal.
Instead it will converge to some average location, which is a trade-off
between possible moduli.

For each polarization, the error is calculated as

e[n] = R− |y[n]|2, (3.7)

where R is a constant depending on the target symbol [38]:

R = E
[
|d [n]|4

]
E [|d [n]|2] . (3.8)

To be able to use the same tap-update function as LMS (3.6), the error
can be rewritten as

e[n] = y[n](R− |y[n]|2). (3.9)

For systems using multi-modulus modulation formats, CMA can be used
for initial convergence after which the equalizer is switched to a decision-
directed mode, described in Section 3.2.3. Formulating the error function
as (3.9) simplifies a circuit description of such an equalizer.

A drawback with the CMA equalizer is that the outputs can converge
to the same polarization. Several methods have been described to avoid
this behavior, e.g. by using a known preamble and pilot-based LMS to
initialize the filters [39]. Another alternative is to initially only update
the filters related to one of the inputs (e.g. hXX and hY X). Once these
have converged, they can be used to initialize the remaining filters,

hY Y [n] = h∗
XX [−n]

hXY [n] = h∗
Y X [−n],

(3.10)

where ∗ is the complex conjugate [40]. The CMA update can then
progress as described above. However, this solution assumes that the
two polarization inputs are orthogonal to each other, which is not always
the case.
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3.2.2 Radius-Directed Equalization

To improve the performance of CMA for signals with multiple moduli,
multiple values of the R constant can be used for different received
symbols. In a radius-directed equalizer (RDE), the error between the
equalizer output modulus and the nearest symbol radius is calculated as

e[n] = y[n]
(
Q (y[n])2 − |y[n]|2

)
, (3.11)

where Q is a function performing a hard decision of the radius of its
input, based on a set of reference radii [41]. The error is used as input
to the tap update (3.6) in the same way as for CMA.

The RDE is sensitive to errors in the hard decision, and can thus
have trouble converging initially, when symbol errors are frequent. A
solution is to employ CMA to preconverge the filters, before switching
to RDE. Performance on dynamic channels can be improved further for
formats beyond 16QAM by scaling the error function with the relative
probability for each received radius [42].

3.2.3 Decision-Directed Least Mean Square

Another type of hard decision is performed in the decision-directed (DD)-
LMS equalizer. If we replace d in (3.5) with a symbol decision of the
equalizer output ŷ, i.e. the constellation point closest to y, we get a new
error function [43]:

e[n] = ŷ[n]− y[n]. (3.12)

As this is a hard-decision algorithm, its performance depends heavily
on the symbol error probability. Thus, pre-convergence using e.g. CMA
might be necessary, similarly to RDE.

To perform the hard decision in a realistic DSP system, the equalizer
needs to be followed by carrier phase recovery (Section 3.3) before
decoding. The latency of the feedback caused by these additional blocks
will affect the convergence and tracking performance of the DD equalizer,
especially when considering a very dynamic channel [44].

3.2.4 Pilot-Based Least Mean Squares

Instead of using symbol decisions, known pilot symbols time-division
multiplexed into the data-symbol stream can be used as d in the LMS
error function (3.5) [45]. However, this typically means that we need to
perform less frequent updates of the filter coefficient, which results in a
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slower convergence speed and a higher sensitivity to fast SOP changes.
The former can be mitigated by starting the transmission with a preamble
consisting of a longer group of pilot symbols. The pilot symbols can be
of a simple phase-shift keying (PSK) modulation format, independent of
the modulation format used for the data carrying symbols.

3.3 Carrier Phase Recovery
The CPR algorithms should compensate for the phase noise present
in the received signal. The process can usually be divided into two
stages, where the phase noise is first estimated using one of the methods
described below. The estimated phase is then used to compensate for
the phase noise as

y[n] = x[n]e−jϕ̂[n], (3.13)

where x and y are the input and output symbols of the CPR, respectively,
and ϕ̂[n] is the estimated phase of the nth input. The differences between
the algorithms presented below are usually related to the estimation part,
while the compensation is often implemented as in (3.13).

CPR can be performed using either data-aided or blind approaches. In
the former, known pilot symbols are inserted in the data stream and used
for estimation, while the latter uses the received data-carrying symbols
to estimate the phase. Blind estimation is relatively straightforward
for simple modulations formats, such as M -PSK, where we can use the
Viterbi–Viterbi (VV) estimator. For more complex formats, such as
M -QAM, more elaborate algorithms are needed because of the multiple
possible magnitudes of the symbols. Additionally, higher-order formats
are more sensitive to phase noise as the Euclidean distance between
constellation points is smaller [46].

To improve the phase-noise estimation, multi-stage estimators have
been suggested, where a first stage performs a coarse estimation, which
is refined by the subsequent estimation stages. Multi-stage CPR can
be implemented using the same method for all stages [47], or by mixing
different methods [48–51].

3.3.1 Cycle Slips

Most modulation formats considered for fiber-optic transmission have
a π/2 symmetry of the constellation points. Additionally, the phase
estimation often has a limited range. In most CPR implementations this
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limitation is handled by including an unwrapping operation as the final
stage of the estimator. For an estimator with a range of the estimated
phase between 0 and π/2, unwrapping can be performed as

ϕ̂[n]← ϕ̂[n] +
⌊

1
2 + ϕ̂[n− 1]− ϕ̂[n]

π/2

⌋
π

2 , (3.14)

where ⌊·⌋ denotes the floor function [52]. When the estimated phase
reaches the end of the range and wraps around to the other end, these
large phase jumps are detected and handled. A cycle slip occurs if
this jump was actually present in the input signal or if the unwrapping
operation fails to detect a wrap-around. In such cases the estimated
phase will have an error of a multiple of π/2 and none of the following
symbols will be correctly decoded.

The cycle-slip probability differs between CPR methods and increases
with a larger ∆fTs, lower SNR and a shorter estimation window [53]. An
acceptable cycle-slip probability for a production system can be as low
as 10−18 [54]. Differential encoding of the data can be used to mitigate
the effects of cycle slips, but causes a pre-FEC bit error rate (BER)
increase [53]. The cycle-slip probability can also be reduced using blind
methods [55,56]. Alternatively, pilot symbols can used to recover from
cycle-slips [53].

Analytical analysis of the cycle-slip probability is complicated for
feed-forward systems [57], and analyzing circuit implementations of these
systems is even more challenging. Using systems such as FoC, described
in Section 4.4, which facilitates the processing of large number of symbols,
can make estimation of the cycle-slip probability feasible.

3.3.2 Pilot-Symbol Aided Phase Recovery

Pilot-based CPR algorithms estimate the phase noise using known sym-
bols, which are time-division multiplexed with the data symbols. These
pilot symbols can be of a simple modulation format, such as QPSK, and
estimation of the phase of the kth pilot symbol can be performed as

ϕ̂[k] = arg(p[k]q∗[k]), (3.15)

where p is the received pilot symbol and q∗ is the complex conjugate of
the expected symbol. In practice, a filter is used before calculating the
argument to interpolate the phase between the pilots [58], and additional
averaging over multiple pilot symbols can be necessary at low SNRs.
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Figure 3.2: 16QAM constellation with the Class-1 symbols circled and the
amplitude boundaries marked with dotted lines.

To track the phase for larger ∆fTs, a higher pilot-insertion ratio is
needed, reducing the data throughput. However, a pilot-aided CPR can
be followed by a blind stage to lower the necessary pilot overhead [59].

3.3.3 Viterbi–Viterbi

For M -PSK systems, the Viterbi–Viterbi (VV), or Mth-power, phase
estimator can be used [60]. It removes the phase modulation by taking
the Mth power of the input symbols as

ϕ̂[n] = arg(xM [n])/M, (3.16)

In practice, a moving average of spanning N = 2L + 1 symbols

a[n] = 1
N

L∑
l=−L

xM [n + l], (3.17)

is usually applied before calculating the argument, to reduce the impact
of AWGN.

The VV estimator performs well for PSK modulation formats, but
breaks down for higher-order formats, such as QAM, as these formats
encode data also on the magnitude of the symbols. However, much
effort has been put into modifying the algorithm to work also with these
formats, mainly due to the simplicity of the original solution. One such
approach is QPSK partitioning [61], where QAM symbols are split into
Class-1 symbols, having a modulation angle of π/4 + nπ/2 for n = 0 . . . 3,
and Class-2 symbols having other modulation angles. The partitioning
can be performed by studying the magnitudes of the received symbols, as
shown in Fig. 3.2, where the Class-1 symbols are circled in red and the
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Figure 3.3: Constellation transformation of 16QAM to QPSK with the deci-
sion boundaries marked with dotted lines.

classification limits are marked with dashed lines. The Class-1 symbols
are used to perform VV estimation after normalization of the amplitudes.
Optionally, the symbols can be given different weights in the averaging,
to account for the fact that the inner symbols have a lower SNR [62].

A drawback of this approach is that only a fraction of the symbols are
used in the estimation, especially for constellations larger than 16QAM.
As fewer symbols are used, a longer averaging window is needed, resulting
in reduced performance for larger ∆vTs values. It is possible to include
also the symbols in the middle ring in Fig. 3.2, as these can be considered
two separate QPSK constellations rotated ±(π/4 − arctan(1/3)) [63].
This will reduce the required averaging window length, but comes at the
additional cost of correctly removing the modulation phase offset from
these symbols and distinguishing between the two QPSK constellations.

For fine-grain CPR, used in the final stages of multi-stage CPR
solutions, other methods can be used to facilitate the use of VV for higher-
order formats. In [64], a method called constellation transformation (CT)
is introduced, which transform 16QAM signals to QPSK. Assuming that
the 16QAM constellation points are located at {±1 ± i,±1 ± 3i,±3 ±
i,±3± 3i} the transformation can be expressed as

Y =
(
XI−sgn

(
XI−2 sgn(XI)

))
+i
(
XQ−sgn

(
XQ−2 sgn(XQ)

))
, (3.18)

where XI and XQ are the I and Q components of the 16QAM symbol,
Y is the resulting QPSK symbol and sgn(·) is the signum function. For
this method to perform well, the residual phase noise left from previous
CPR stages must be relatively small, as it needs to perform a type of
symbol decision in the transformation. A graphical illustration is shown
in Fig. 3.3, where the decision boundaries are marked with dashed lines.
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A description of how to extend CT to work also with 64QAM, by stepwise
transformations of 64QAM to 16QAM to QPSK, is presented in [65].

3.3.4 Blind Phase Search

Blind phase search (BPS) is another example of a blind CPR algo-
rithm [66]. Compared to the previously discussed methods, it is a more
brute-force approach where a range of test angles is used to rotate the
received symbols in the complex plane, and the symbols rotated by the
angle resulting in the minimum average distance to a constellation point
are chosen as the output. The B test angles are selected in the range 0
to π/2 as

θb = b

B
· π

2 b = 0, 1, ..., B − 1. (3.19)

These angles are used to rotate each input symbol as

xb[n] = x[n]ejθb . (3.20)

For each of the resulting rotated copies of the input symbol, the squared
distance db[n] to its closest constellation point x̂b[n] is calculated by

|db[n]|2 = |xb[n]− x̂b[n]|2. (3.21)

To suppress noise, the sum of squared distances for each test angle is
calculated using a sliding window of N = 2L + 1 samples:

sb[n] =
L∑

l=−L

|db[n + l]|2. (3.22)

The output symbol is selected by minimizing sb[n] over the test angles.
If differential encoding of the quadrant bits is used, these can be used
to detect quadrant jumps. Otherwise, the algorithm needs to track the
current quadrant of the estimated phase using, e.g., the method described
in (3.14). However, separate phase compensation is not necessary as the
phase rotations have already been performed in (3.20).

The two main parameters controlling BPS behavior are the number
of test angles, B, and the length of the window, N . The optimal settings
are dependent on the modulation format, ∆vTs and the SNR of the input
symbols. Unfortunately, this dependency means that the complexity of
a BPS implementation becomes very large for higher-order modulation
formats, which need a higher test-angle resolution. The problem is
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(a) (b)

Figure 3.4: Assuming 16QAM input symbols to the principal component phase
estimator, shown in (a), (b) shows the squared input symbols,
with the principal component marked with a red line

exacerbated if the implementation needs to be parallelized for higher
throughput.

In order to decrease the number of test angles, and keep the complexity
under control, parabolic interpolation of the estimated phase using the
average distances sb has been suggested [67]. Assuming that b = m results
in the minimum sb, the interpolation can be performed by calculating a
new estimated phase by

ϕ̂[n] = θm + ∆θ

2 ·
sm−1[n]− sm+1[n]

sm−1[n] + sm+1[n]− 2sm[n] , (3.23)

where ∆θ is the difference of two adjacent test angles. Since rotation with
this new estimated phase has not been performed in (3.20), a separate
compensation operation, as in (3.13), is now needed. However, the total
complexity is still reduced as the method can reduce the number of test
phases by at least 75% [67].

Another way to reduce the implementation complexity of BPS is to
split the estimation into multiple stages [47]. If B test angles are used in
a one-stage approach, typically

√
B angles are needed for each stage in

a two-stage BPS to reach the same resolution. However, care must be
taken to optimize the averaging length L of each stage to reach a similar
performance as for a one-stage BPS.

3.3.5 Principal Component Phase Estimation

Principal component-based phase estimation (PCPE), presented in [68],
estimates the phase of a block of input symbols using principal component
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analysis [69]. Fig. 3.4a shows a block of 16QAM symbols with a ϕ = π/8
phase rotation. Squaring these symbols results in the constellation shown
in Fig. 3.4b, where the principal component (PC) is marked with a red
line. The PC will have a phase angle of 2ϕ + π/2.

To calculate the principal component, the squares of N successive
input symbols are calculated by

al =
[
x2[n] x2[n− 1] ... x2[n−N + 1],

]
, (3.24)

for the lth block of symbols. The 2×N matrix

Al =
[
ℜ(a[1]) ℜ(a[2]) ... ℜ(a[N ])
ℑ(a[1]) ℑ(a[2]) ... ℑ(a[N ])

]
, (3.25)

can then be used to calculate a 2× 2 covariance matrix:

C l = AlA
⊤
l . (3.26)

If we set the first PC to v0 =
[
1 0
]⊤

, it can then be updated for each
new block by

vl = C lvl−1. (3.27)

An estimation of the phase rotation is given by

ϕ̂l = 1
2 arctan

(
vl[2]
vl[1]

)
− π

4 , (3.28)

which needs to be followed by an unwrapping operation, described in
Section 3.3.1. The resulting phase estimation can be used to compensate
the phase rotation for all symbols in the input block.

The block length N should be long enough to suppress noise, but for
higher ∆vTs a long window will result in reduced performance. Compared
to BPS, Diniz et al. [68] show that PCPE has a lower cycle-slip probability
but a worse BER performance at higher SNRs. To take advantage of
the former, they suggest a two-stage approach where PCPE is used as a
coarse phase estimator and a simplified BPS is used as a second stage.
Since a fine-grained BPS can be implemented without phase unwrapping,
it will not affect the cycle-slip probability.

3.3.6 Maximum Likelihood Phase Estimation

Maximum likelihood estimation (MLE) of the phase has been suggested
as a final stage of multi-stage CPR approaches [50, 62]. By making a
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decision ŷ as the constellation point closest to the input symbol, the
residual phase can be estimated in a way similar to the pilot-based
approach, using a moving average to suppress noise,

a[n] =
L∑

l=−L

x[n + l]ŷ[n + l]∗. (3.29)

The phase can then be extracted by

ϕ̂[n] = arg(a[n]), (3.30)

and used to remove the phase noise as in (3.13). As MLE relies on symbol
decisions, its performance is degraded for larger amounts of residual
phase noise, especially at low SNRs where many symbols decisions are
incorrect.
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Digital Signal Processing
Circuit Design

A coherent fiber-optic communication system can have a target symbol
rate of 10 GBaud and higher. Typical DSPs used in coherent systems
have a clock frequency in the order of 1 GHz, which means that the
design will have to be extensively parallelized to meet throughput require-
ments. Furthermore, the DSP can account for a significant portion of the
total system power dissipation [1], especially considering that processing
previously performed in the analog domain is increasingly being replaced
by DSP solutions. Thus, to keep the energy demand in check and reduce
the need for cooling densely packed equipment, the power dissipation
needs to be tightly controlled. Unfortunately, these two requirements
are not always easy to combine, which makes the design of DSP circuits
for fiber-optic systems challenging. In essence, the goal is to maximize
the throughput using a limited power budget, while keeping the signal
degradation that typically results from simplification of circuits as low
as possible.

A general DSP system can be implemented using many different types
of hardware, such as general-purpose processors (which might include
specialized functions for DSP processing), ASICs or FPGAs. Due to the
strict throughput requirements of fiber-optic communication systems,
ASICs are the most common choice. However, FPGAs are often used as
a development platform or for experimental systems.

Implementation of ASICs and FPGAs designs can be performed in
different ways. The approach used in this work is low-level implementa-
tion using a hardware description language (HDL), in our case VHDL.
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The HDL description of a design contains a formal representation of
the functionality of the electronic circuit and can be used to simulate
its bit-true behavior and to synthesize a netlist. The netlist contains
information of the physical components of the ASIC or FPGA and how
they are interconnected.

Besides HDL implementation, there are other methods that use higher
abstraction levels, such as high-level synthesis (HLS). Here, the designer
can work at the algorithmic level, using subsets of e.g. C or MATLAB,
to generate register-transfer level HDL designs that can be used to
synthesize a netlist. Using HLS can be more time efficient, as some circuit-
level issues are abstracted away. However, direct HDL implementation
gives the designer better control over circuit implementation details. In
this chapter we describe the design process for ASICs and FPGAs and
introduce selected important concepts related to circuit design and the
methods used in this work.

4.1 Application-Specific Integrated Circuits
Application-specific integrated circuits (ASICs) are custom made for a
particular purpose, and thus optimized to perform that task as efficiently
as possible. The ASIC design and manufacturing process is complex,
and the non-recurring engineering costs are high. However, when the
design is finished and the manufacturing process is set up, the cost per
unit can be relatively low. The performance, in terms of throughput for
a coherent DSP, is higher and power dissipation is lower than for the
FPGAs described below.

ASIC design of DSP systems typically use a cell-based very-large-
scale integration (VLSI) design flow, where a cell library containing
standard logic cells is included during synthesis. The cells describe logic
functions, such as AND, OR and XOR, sequential functionality, such as
flip-flops, or more complex functions such as full-adders or multiplexers.
The library contains logic descriptions, data regarding timing and power
dissipation, and the physical layout of each cell. When synthesizing a
design, the synthesis tool transforms the HDL design into a netlist of
interconnected standard cells, under constraints chosen by the designer.
These constraints can be related to aspects such as timing, area or power
dissipation. To manufacture an ASIC, the netlist needs to be taken
through a place-and-route stage, where the cells in the netlist are placed
onto the die and routed to create the electrical connections. A more
detailed description of the cell-based design flow can be found in Paper D.

28



4.2. Field-Programmable Gate Arrays

As an alternative to the cell-based design flow, a traditional full-
custom VLSI flow can also be used. Here, the designer controls the
layout and placement of each individual transistor in the circuit and
manually draws the interconnects. This additional control and freedom
can result in a more optimal circuit design, but it is very time consuming
and thus most suitable for small or very regular designs. The two flow
types can also be combined by using a full-custom approach only for the
most critical parts of a design.

4.2 Field-Programmable Gate Arrays
Field-programmable gate arrays (FPGAs) are pre-fabricated, configurable
circuits that can be used to implement a wide range of functionalities,
including DSP. The main components enabling this functionality are
the configurable logic blocks (CLBs) (Xilinx terminology) or adaptive
logic modules (Altera) and routing resources with programmable inter-
connects [70]. The exact content of a CLB differs between FPGA models
and vendors, but usually includes at least one multi-input lookup table,
carry chains, registers and multiplexers. To increase the performance
of operations that are hard to implement efficiently using the CLBs,
specialized blocks are usually provided. These can include DSP slices,
memories, specialized input/output controllers etc.

An FPGA is programmed rather than manufactured for each new
design, and it can be reprogrammed and updated, resulting in much lower
non-recurring engineering costs than for an ASIC. However, the flexibility
comes at the cost of a lower maximum clock frequency and higher power
dissipation than an ASIC implementing the same functionality, using
the same process node. These factors limit the usability of FPGAs for
high-speed coherent DSPs in deployed systems. Still, they are useful
tools as evaluation and experimental platforms, and FPGA designs are
often used as precursors for ASICs.

In theory, it is possible to use the same HDL design on both ASICs
and FPGAs, providing that no specialized FPGA macros or ASIC IPs
are used. In practice, the HDL code needs to be optimized separately
for the different target systems. One reason is that writing HDL to best
utilize the specialized functions onboard an FPGA, such as DSP blocks,
might not translate well to an ASIC design. Another important aspect
is the difference in clock rate, which will affect, e.g., the insertion of
pipelining registers.
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4.3 Circuit Design
This section is focused on digital complementary metal-oxide semicon-
ductor (CMOS) ASIC design, but many of the topics are relevant also
for FPGAs.

When designing a circuit there will always be trade-offs between
timing, power dissipation and area (or resource utilization for FPGAs).
Timing can often be considered the most important aspect here; in the
case of DSP circuits, it determines if we reach our target throughput
or not. The maximum clock rate at which we can run our system is
determined by the critical path, which is the longest time delay between
any elements in the design synchronized to a clock. By setting a timing
constraint in synthesis, the tool will try to optimize the design, either
using logic optimizations or by using larger library cells with a higher
drive strength, until all paths are shorter than the constraint. If we fail
to meet the timing constraint, a redesign of the HDL might be necessary.

Power dissipation for a CMOS ASIC can be divided into two major
parts: static and dynamic. The former is related to leakage in the
transistors and is mainly a problem for cell libraries using low-threshold
voltages for performance reasons. Such libraries would most likely be
used for DSP, which are expected to have high switching activity. For
circuits that are expected to have low switching activity or for paths
with large timing slacks, slower high-threshold voltage transistors can
be used to reduce the static power dissipation [71]. The dynamic power
dissipation is caused by the charging and discharging of the capacitance
at the output of the logic gates as

Psw = fV 2
DD

N∑
i=1

Ciαi (4.1)

where f is the clock rate, VDD is the supply voltage, Ci and αi are the
capacitance and switching activity of the ith net, respectively. Netlist
simulations, using appropriate test data, are used to capture the switching
activity.

After synthesis, the capacitances of the cell pins are known and the
capacitance of the interconnects can be estimated using a wire load
model to perform power analysis [71]. Once place and route has been
performed, the wire load can be extracted from the routed design to
provide a better estimate of the dynamic power. In this thesis we estimate
power dissipation after the synthesis stage, to avoid the many manual
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Figure 4.1: A three-tap FIR filter shown (a) without pipelining and with
the critical path indicated by a blue dashed line, and (b) with
one stage pipelining marked with an orange dashed square. Note
that the pipelined version has three approximately equal shorter
critical paths.

adjustments necessary for place and route, and the additional runtime.
This approach means that the results can be sensitive to the accuracy
of the wire load models. However, for the designs that have been taken
through place and route, the agreement between post-place-and-route
and post-synthesis power estimation has been good, which is expected
for small designs [72].

4.3.1 Pipelining and Parallelism

As previously mentioned, the critical path of a design is what restricts
the achievable clock rate, since the signals need to propagate through all
logic elements on this path in one clock cycle. The path can be shortened
by inserting additional pipelining stages, i.e. delay elements, at carefully
chosen positions. By shortening the path, we can now increase the clock
rate of the design at the cost of a larger latency, measured in clock
cycles. However, care must be taken to retain the synchronization of
different paths through the circuit. Fig. 4.1a shows an FIR filter, where
the critical path is through one multiplier and two adders. By inserting a
pipelining stage between the adders, as shown in Fig. 4.1b, the path can
be shortened. However, an additional register also needs to be inserted
in the top arm of the diagram to preserve the synchronization. Thus,
the output is delayed by one clock cycle.

The addition of pipelining stages to a design has the additional ad-
vantage of reducing the probability of glitches, which are short unwanted
signal toggles. Glitches can increase the dynamic power dissipation by
increasing the switching activity α in (4.1) [73].
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Figure 4.2: Three-tap FIR filter parallelized in three lanes.

For feed-forward circuits, pipelining is usually straightforward, as
it does not affect the logic functionality of the circuit. For feedback
circuits, the added cycle latency introduced by pipelining can affect the
performance. An example of such a circuit is the dynamic equalizer
described in Section 3.2.

Parallel processing is a way to reach a throughput higher than the
clock rate by duplicating functional elements and processing multiple
samples simultaneously. Fig. 4.2 shows a three-tap FIR filter parallelized
in three lanes, resulting in three times higher throughput. Compared
to the single lane filter in Fig. 4.1a, three times as many multipliers
and adders are needed, illustrating a trade-off between area/power and
throughput.

4.3.2 Clock Gating

In many circuit designs, parts of the circuit are not active all of the time.
By applying clock gating, the clock signal to these parts is turned off
when they are not in use. This saves power, as the clock tree can be a
significant contributor to the total power dissipation. Additionally, the
dynamic power dissipation (4.1) of the gated part will go to zero when no
clock signal is present. The cost is an additional complexity of the clock
net, which is often quickly offset by the power savings of introducing
clock gating. The tap update of a pilot-based equalizer (Section 3.2.4) is
a good example of where clock gating can be successfully employed. If
there are enough samples between the pilots, the tap-update subcircuit
can be clock gated when no pilot is received.
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4.3.3 Resolution

A fixed-point number representation is often used for ASIC and FPGA
implementations of DSP systems, as opposed to the floating-point repre-
sentation commonly used for scientific computing. The main reason is
the much smaller and less complex hardware designs necessary, resulting
in a lower power dissipation and lower latency. The two most important
properties of a fixed-point number are the wordlength, i.e. the number of
bits, and the placement of the binary point. In a signed two’s-complement
representation of an all-integer 8-bit number,

sign︷︸︸︷
0

integer bits︷ ︸︸ ︷
0︸︷︷︸
26

0︸︷︷︸
25

0︸︷︷︸
24

0︸︷︷︸
23

0︸︷︷︸
22

0︸︷︷︸
21

0︸︷︷︸
20

the most significant bit (MSB) is reserved for sign representation and the
signal can represent integer values between −27 = −128 to 27− 20 = 127.
This can can also be referred to as an 8.0 representation.

A signed all-fraction 8-bit value, or 1.7 representation, still has a sign
bit as the MSB, but the remaining bits are used to represent fractions,
and can represent values between −20 = −1 to 20 − 2−7 = 0.992185 in
steps of 2−7 = 0.0078125:

sign︷︸︸︷
0 .

fractional bits︷ ︸︸ ︷
0︸︷︷︸

2−1

0︸︷︷︸
2−2

0︸︷︷︸
2−3

0︸︷︷︸
2−4

0︸︷︷︸
2−5

0︸︷︷︸
2−6

0︸︷︷︸
2−7

The all-fraction representation has the useful property that multiplication
of two such numbers results in a new all-fraction number, if we make
sure that the −1 value is forbidden.

When designing a system utilizing a fixed-point number representa-
tion, the wordlength and placement of the binary point for each internal
signal need to be carefully considered. To reduce area and power dis-
sipation, the wordlengths should be as short as possible, but choosing
the wordlength too small can result in degradation of the output quality.
An additional challenge is the bit growth; when performing arithmetic
operations on signals, the wordlengths might increase, depending on the
type of operation. For multiplication

0.10110 0.6875
× 1.01111 −0.53125

11.1010001010 −0.365234375
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the wordlength of the output is the sum of the wordlengths of the two
inputs. If we assume that −1 is forbidden in the input values, the two
MSBs both represent the sign, and one of them can be removed without
losing precision. For addition and subtraction, we need to ascertain that
we can store the full result in the output signal by adding an additional
bit to the left, to avoid overflow:

0.10110 0.6875
− 1.01111 −0.53125

01.00111 1.21875

The bit growth needs to be handled during the design phase, either
using truncation of the least significant bits or rounding. Truncation of
a 6-bit signed fixed-point all-fraction number to four bits

1.10111 −0.28125
1.101 −0.375

is similar to a floor operation. The result is rounding that is always
downwards to the closest value that will fit in the new representation,
which will introduce a negative bias to the rounded values. An alternative
approach is to round the value before truncation by adding 1 to the MSB
of the part that will be removed:

1.10111 −0.28125
+ 0.0001 0.0625

1.110 −0.25

This method has a small circuit implementation and works in most cases.
However, a small positive bias is introduced as all half-way values are
rounded up. For circuits where this bias can accumulate, methods such
as convergent rounding are preferred. Here, the half-way values are
rounded to the closest even (or odd) number, eliminating the bias at the
cost of a slightly more complex circuit representation [30].

4.3.4 Mathematical Operations

Methods for circuit implementation of addition, subtraction and multipli-
cation of fixed-point numbers are relatively straightforward, even though
multiplication does not scale well to longer input wordlengths [74]. Divi-
sion circuits are larger and slower than multiplication [75], and division
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Figure 4.3: Example of MMCM.

operations are usually avoided in DSP designs if not strictly necessary.
However, multiplication and division by powers of 2 are simple to imple-
ment as they correspond to bit-shift operations in a binary representation.
A special case is multiplication with a constant, which can often be imple-
mented in an efficient way using add/subtract and shift operations. For
systems where one input value needs to be multiplied with a large number
of constants, the benefit becomes even greater as the intermediate results
can often be reused [76]. Fig. 4.3 shows an example of this method,
called multiplierless multiple-constant multiplication (MMCM), where
the input x is multiplied by three integer constants, 13, 17 and 22, by
using only three adders. These types of circuit simplifications are often
forgotten when estimating the complexity of DSP algorithms by counting
the number of different operations needed.

For trigonometric functions, exponentials, logarithms and other func-
tions, a direct circuit implementation can be very complex, if it exists.
Instead, other methods need to be used, such as table lookup or ap-
proximations. A table lookup can be an efficient way to implement a
mathematical function for shorter wordlengths, where the size of the
table, stored in memory or realized using logic functions, can be limited.
In cases where the table becomes too large, the function can instead be
approximated e.g. by using a truncated Taylor series. The accuracy of
these approximations depends on the degree of the polynomial used, and
can quickly become more complex than a table lookup if a high-degree
polynomial is necessary.

Trigonometric functions can be calculated using a coordinate rotation
digital computer (CORDIC) circuit [77]. This iterative circuit can be
used to calculate e.g. sin, cos, arctan and the magnitude of a complex
value. For each iteration i, the operations

xi+1 = xi − µdiyi2−i

yi+1 = yi + dixi2−1

zi+1 = zi − diαi,

(4.2)
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Figure 4.4: Magnitude calculated using different parameter settings for the
α max +β min approximator.

are performed, where x0, y0 and z0 are the inputs and parameters µ,
d and α are selected based on the type of operation. To calculate the
magnitude and phase of a complex value A = I + jQ, the following
parameters can be used:

x0 = I µ = 1
y0 = Q di = − sgn(xiyi)
z0 = 0 αi = arctan(2−i)

Given enough iterations, the circuit will converge to xk = K|A|, yk = 0
and zk = arctan(Q/I), where K is a constant that depends on the number
of iterations performed. As seen in (4.2), an efficient CORDIC circuit
can be realized using only additions and bit-shift operations. However,
loop-unrolling is often necessary in DSP implementations to reach the
target throughput.

To calculate the magnitude of a complex number, an alternative
approach is the α max +β min approximation [30]. This method is used
to avoid the square root in the expression |A| =

√
I2 + Q2, which can

result in a complex circuit. Compared to CORDIC, the α max +β min
circuit is smaller and faster, but with a less precise result. The magnitude
is approximated as

|A| ≈ α max(I, Q) + β min(I, Q), (4.3)

where α and β are selected so that the circuit can be implemented
using additions and bit-shift operations only. The approximation error is
dependent on the phase angle of A, as shown in Fig. 4.4 for a selection of
possible implementations. The approximation can be improved by using
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a two-stage approach,

m0 = 127
128 max(I, Q) + 3

16 min(I, Q),

m1 = 27
32 max(I, Q) + 71

128 min(I, Q),

|A| ≈ max(m0, m1),

(4.4)

at the cost of a larger circuit.

4.4 Circuit Verification and Evaluation
The performance of a circuit in terms of output quality can be measured
in many ways, and the metric depends on the circuit under test. For
the circuits presented in this thesis, the bit-error rate (BER) and the
error-vector magnitude (EVM) are mostly used. The BER is simply the
number of bit errors in the received data divided by the total number
of transmitted bits, resulting in a probability that a received bit is
incorrectly decoded. A related term is SNR penalty, which is how much
higher SNR the evaluated system needs in order to reach the same
BER as some reference, usually an AWGN channel. The EVM can be
calculated as the root mean square (RMS) error between the received
symbols x and the ideal symbols r, usually normalized to the RMS of
the ideal symbols

EVMRMS =

√
1
N

∑N
i=1|xi − ri|2√

1
N

∑N
i=1|ri|2

, (4.5)

where N is the number of symbols considered.
To record these metrics for an HDL description of a DSP subsystem,

software-based logic simulation of the HDL is often used, as it captures all
aspects of the logic functionality of the circuit, including effects of limited
wordlengths and any approximations. Input data to these simulations
needs to be generated using a suitable channel model and the output can
be exported from the HDL simulation for analysis in a fitting tool. In
this thesis we employ MATLAB-HDL co-simulation, where the test data
is generated using floating-point representation in MATLAB, converted
to fixed-point and exported to the HDL simulator. After simulation, the
HDL output is imported back into MATLAB for analysis and calculation
of e.g. BER or EVM.
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4.4.1 Fiber-on-Chip

The software-based simulation method works well for evaluation of met-
rics that do not require a large number of samples to reach reliable
results. For designs that have long convergence times, for very low BER
simulations, when evaluating phenomena that are very rare (e.g. cycle
slips, Sec. 3.3.1) or when studying long-term stability, the runtimes can
be prohibitively long. As an alternative to software-based simulations,
we have developed the Fiber-on-Chip (FoC) approach, where we em-
ulate a digital communication system, including data generation and
channel models, onboard an FPGA or ASIC. The resulting speed-up is
multiple orders of magnitude compared to software-based simulations.
FoC can not replace real fiber experiments with real-time DSP. However,
it is quicker to set up and it offers some interesting features, such as
repeatability. By controlling the seeds of the random generators used
for data and impairment generation, different solutions can be evaluated
long-term using identical input data.

Our HDL implementation of the FoC approach, CHOICE, supports
multiple modulation formats from QPSK to 256QAM and emulation
of dual-polarization systems. It includes channel emulators for AWGN,
phase noise, PMD and SOP rotations, with the possibility of varying any
parameter with time. Additionally, events can be introduced to emulate
e.g. fast SOP changes for a limited number of samples. The transmitter
part include modules for data generation, modulation and pulse shaping,
and is used to generate synthetic data as input to the fiber model. On
the receiver side, a range of analysis tools are available, such as error
counters and cycle-slip detectors. The CHOICE system is modular and
easy to extend with additional functionality. Examples of extensions
include a Kerr-effect emulator and a waveform memory, described in
Papers H and N, respectively. The memory can be used to replay data
captured in physical experiments or to capture long data series from any
signal of the system. The FoC approach and CHOICE are described
in detail in Paper VI. CHOICE has been release under an open source
license.
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Summary of Contributions

This chapter will describe the main contributions presented in the pub-
lications included in this thesis. The first four publications are related
to our work on circuit implementation of CPR subsystems for coherent
fiber-optical communication systems, highlighting the trade-offs related
to converting an algorithm description to an actual circuit. Paper V
describes a MIMO equalizer aimed at systems employing CC-MCF. The
final paper (Paper VI) describes the FoC approach to circuit evaluation.

In Paper I, which is an extension of the work done in Paper B, we
present an implementation of the BPS CPR algorithm and describe the
optimizations and modifications performed on the original algorithm to
reach a working VLSI circuit design. We show how the complexity of the
otherwise very demanding phase rotations can be reduced by mapping
all symbols to the first quadrant and utilizing MMCM for the rotation
operations. Furthermore, we show how a very small interpolation circuit
can be used to reduce the number of test phases, and how block averaging
can replace the sliding window to simplify parallel implementation. The
paper also includes an evaluation of how design parameters affect the
SNR penalty at the output. For 16QAM we reach an energy efficiency
of 1 pJ/bit, using a 22 nm CMOS library and a supply voltage of 0.8 V.
However, scaling to higher-order formats results in higher energy per bit
due to the larger number of test angles and higher wordlengths needed.
As a comparison, we present a simple pilot-based CPR with a better
energy efficiency. However, this improvement comes at the cost of a
higher SNR penalty and lower spectral efficiency.

Paper II describes CPR circuit implementations for higher-order
QAM formats, focusing on 256QAM. We include both one- and two-stage
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solutions utilizing modified Viterbi–Viterbi estimators, PCPE and BPS.
We describe the optimizations performed on the circuits and how design
parameters can be selected to maximize performance. The CPR circuits
are evaluated in terms of energy efficiency and SNR penalty, where the
two-stage solutions generally results in a better trade-off between the
two. Utilizing a modified Viterbi–Viterbi estimator or PCPE as a first
stage, with a simplified BPS as a second stage makes it possible to reach
1 pJ/bit with an SNR penalty of 0.6 dB, using a 22 nm library at 0.8 V.
However, the PCPE+BPS version is preferred due to its smaller area.
Versions of the PCPE circuit described in this paper have been used in
the experiments presented in Papers K–M and others.

To identify the optimal choice of CPR implementation for the most
common QAM formats, Paper III presents benchmarks for multiple one
and two-stage circuit implementations. The circuits are evaluated for
16QAM, 64QAM and 256QAM in terms of SNR penalty, energy efficiency
and linewidth sensitivity. We also evaluate the cycle-slip probability
using our FoC system, where the PCPE shows a very low cycle-slip
probability for ∆vTS < 10−5. Our benchmarks show that single-stage
methods are preferred for 16QAM, while the higher power dissipation of
the two-stage methods can be motivated for 64QAM and 256QAM due
to the lower SNR penalty. We also include calculations of the latencies
of the circuits, should they be used in the feedback loop of a decision-
directed equalizer. Compared to the single-stage circuits, the latency of
the two-stage implementations are much higher due to the longer pipeline
and the two averaging operations performed.

In Paper IV, we describe a multi-format CPR circuit based on
PCPE, that in one single circuit can support QPSK, 16QAM, 32QAM and
64QAM. To reduce the effective wordlength of internal signals when lower-
order formats are used, clock-gating and signal masks are used extensively
throughout the circuit. By eliminating switching in this way, the power
dissipation for QPSK processing can be kept much lower than for 64QAM,
even though the same circuit is used. Calculation of the principal
component for 32QAM is less exact as the format does not contain any
outer corner points, which can result in poor performance. The addition
of a magnitude scaling of the innermost ring in the constellation, which
is implemented using a low-complexity circuit, reduces this problem. An
added benefit is improved performance also for the other modulation
formats.
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Paper V introduces a pilot-based MIMO equalizer circuit for coupled-
core multi-core fiber transmission. The circuit is an LMS equalizer using
pilot symbols with variable insertion ratio. The design is parameter-
ized to support the generation of N ×N MIMO filters with adjustable
parallelization. We use this circuit to study convergence behavior in
conjunction with a temporally drifting channel model, and to evaluate
the feasibility of MIMO equalization for higher-dimensionality SDM
systems, using cell area as a metric. This implementation could be used
as a benchmark for further DSP development and optimization, as it
indicates where development effort is best spent.

Extending the work done in Papers C and G, Paper VI provides a
description of the Fiber-on-Chip (FoC) approach to circuit verification,
including a specification of our HDL implementation of the approach.
This system allows us to model a complete fiber-optic system onboard
an FPGA or ASIC, including AWGN, phase noise and PMD effects. The
paper includes descriptions and evaluations of the channel models. As
a demonstration of the capabilites, two case studies are included where
we evaluate a CMA equalizer. In the first demonstration we run the
system on an FPGA to study how the equalizer responds to sudden PMD
events. In the second study, the FoC system is used to generate input
data to a CMA equalizer onboard a manufactured ASIC. Here, the CMA
is implemented in a separate power domain, which makes it possible to
produce credible power measurements without the need to interface with
an optical setup.
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Chapter 5. Summary of Contributions
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