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Rasmus Svensson
Department of Physics

Chalmers University of Technology

Abstract

Heterogeneous catalysis is crucial in a range of technological and industrial pro-
cesses. Depending on the composition of the catalyst and the reaction conditions,
it is possible to steer the activity and the selectivity towards the desired products.
However, finding a proper catalyst for a specific reaction is difficult, and several
reactions still lack efficient catalysts. To aid the search for new catalysts, atomic
scale understanding is desirable. In this thesis, kinetic Monte Carlo simulations
are used for atomistic simulations of reaction kinetics.

The direct formation of H2O2 from H2 and O2 over single atom alloy (Pd@Au)
nanoparticles, in an aqueous solution, is investigated and compared to the reaction
on extended surfaces. The influence of the metal-water interface is studied using
ab initio molecular dynamics simulations. To investigate the durability of the
dilute alloy particles, kinetic Monte Carlo simulations are employed to simulate
the activation and deactivation of the catalyst.

Pd monomers are found to act as active centers for H2 dissociation, whereas the
formation of H2O2 occurs on Au atoms located at the edges and corners of the
nanoparticle. The kinetic coupling between Pd and Au sites is crucial to maintain
a high selectivity towards H2O2. Hydrogen adsorbed on the surface is found to
undergo a charge separation, where a proton desorbs to the water solution, whereas
the electron is trapped in the metal. The simulations reveal that the process is facile
at room temperature over a range of metal (111) surfaces, thus, providing reaction
pathways that drastically differ from conventional surface reactions. Kinetic Monte
Carlo simulations show that the dilute alloy particles are deactivated at elevated
temperatures, in the absence of adsorbates. The deactivation depends both on the
positions of the Pd monomers, and the global structure of the system.

Keywords: catalysis, kinetic modeling, kinetic Monte Carlo, density functional
theory, metal-water interface, dynamics, H2O2 synthesis, dilute alloys
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1
Introduction

Heterogeneous catalysis is crucial for a range of environmental purposes, including
the after-treatment of exhaust gases from combustion engines [1, 2] and in fuel
cell applications [3]. Catalysis is also an indispensable component in the chemical
industry, where almost 90 % of all products are produced in catalytic processes [1].
The catalyst offers an alternative reaction path, for which the activation energy
of the reaction is decreased, as compared to the reaction without a catalyst. A
schematic illustration of the influence of a catalyst is shown in Figure 1.1. The
reacting molecules bond to the catalyst surface, and the overall reaction is divided
into a set of surface reactions. The surface reactions include the breaking of chemi-
cal bonds, diffusion of the intermediates on the catalyst surface, and the formation
of new chemical bonds. When the product is formed, it leaves the catalyst surface.
The alternative reaction path and decreased activation energy in the presence of
the catalyst have important consequences for the reaction, as both the reaction
rate and the distribution of the products can be altered [4]. It should be noticed
that the catalyst, ideally, is not consumed in the reaction, and the energies of the
reactants and products are not influenced by the catalyst. Thus, the catalyst does
not alter the thermodynamics of the reaction.

Catalysis can be divided into homogeneous, heterogeneous and bio catalysis, de-
pending on the catalyst and the state of the reactants [1]. In heterogeneous cataly-
sis, reactant molecules in gas or liquid phase react on a solid catalyst. A catalyst is
characterized by the rate and the selectivity towards the desired products. Indus-
trially, catalysts are constituted of supported metal(alloy) nanoparticles to provide
a large surface area. However, it is generally challenging to discover the most effi-
cient catalyst for a specific catalytic process. The reactants should bind strongly
enough to adsorb on the catalyst surface, but simultaneously, the products should
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Chapter 1. Introduction

bind weakly enough to desorb after the reaction. This is known as the Sabatier
principle [1, 5]. One way to advance the discovery of new, efficient catalysts, is to
understand the catalytic processes on the atomic level.

Figure 1.1: A schematic illustration of the influence of a catalyst in a chemical reaction.
In the absence of a catalyst, the energy barrier for the reaction is high. On the catalyst
surface, an alternative reaction route is enabled, in which the reaction rate is increased.

1.1 Heterogeneous Catalysis
From Berzelius’ description of the catalytic force in 1835, to the end of the 1800’s,
the phenomenological understanding of the influence of reaction conditions and
temperature was developed, thanks to the work of e.g., Ostwald and Arrhenius
[1]. However, the understanding of the catalysts was based mainly on experimen-
tal observations, and the detailed knowledge of the catalytic processes was limited
[6]. The understanding of catalytic reactions developed rapidly in the beginning
of the 1900’s, with understanding of adsorption processes and kinetics of surface
reactions [1, 7]. It was discovered that the reactants form chemical bonds with
the catalyst surface upon adsorption, and may, thereafter, react with other species
on the surface. However, despite the mechanisms in the catalytic reactions being
better understood, approximate expressions for the rate of the surface reactions
could not be obtained until 1935, when Eyring combined statistical mechanics
with quantum mechanical results to predict the rate of the breaking and formation
of chemical bonds [8]. The result is known as transition state theory, and is, still,
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1.2. Computational Approaches in Catalysis

an important part of the description of catalytic reactions.

The understanding of catalytic processes has developed in parallel with experimen-
tal methods, used to characterise the catalytic reactions in different ways. Since
the catalytic performance depends on the surface properties of the catalyst, it is
natural to investigate the catalyst structure. This was made possible in the begin-
ning of the 1900’s, when X-ray diffraction methods were developed to characterise
the crystal structure of a catalyst [1]. Probing the surface structure of the catalyst
was made possible by other techniques, such as electron microscopy and low-energy
electron diffraction. Later, transmission electron microscopy and scanning tunnel-
ing microscopy have made it possible to probe the local structure of the surface
with atomic resolution [9–11]. However, the structure of the catalyst surface is
only one of the important aspects in the characterisation of the catalyst. Another
aspect is the chemical state of the catalyst. This property is often probed by X-ray
techniques. In X-ray photoelectron spectroscopy, it is possible to obtain informa-
tion about both the elemental distribution of the catalyst, and the oxidation state
of the catalyst [12–14].

To investigate the kinetics of catalytic processes, phenomenological rate expres-
sions could be obtained already in the beginning of the 1900’s from measuring
reaction rates. However, to understand mechanisms on the catalyst surface, other
methods had to be employed. Infrared spectroscopy techniques can be used to
investigate which adsorbates are present on the catalyst surface at different reac-
tion conditions. Furthermore, the adsorption energy and the desorption rate from
the catalyst surface can be obtained by e.g., microcalorimetry and temperature
programmed desorption experiments, respectively [1].

Many of these characterisation techniques with atomic resolution are used on model
systems, such as single-crystalline surfaces, at low gas pressure conditions. In in-
dustrial applications, where supported nanoparticles are used in harsh reaction
conditions, the mechanism and kinetics of the catalytic reaction may differ [1, 15].
To aid the interpretation of experimental results and understand the mechanisms
on catalyst surfaces for different reactions at different reaction conditions, quantum
mechanical calculations and kinetic simulations could be important.

1.2 Computational Approaches in Catalysis
As the understanding of catalytic reaction mechanisms evolved, it was possible to
go deeper than the phenomenological description of overall reaction rates, proposed
by Ostwald and Arrhenius. Heterogeneous catalytic reactions are often assumed to
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Chapter 1. Introduction

follow the Langmuir-Hinshelwood mechanism [1]. In this mechanism, the overall
reaction is divided into adsorption processes, elementary reactions on the surface,
and desorption processes. However, even with transition state theory, the elemen-
tary reaction rates were difficult to obtain, due to the limited computational power
and low accuracy of the electronic structure calculations. Early work was, therefore,
concentrated on the understanding of atomic and molecular adsorption processes.
From this understanding, it was eventually possible to describe trends in adsorp-
tion energy on different metal surfaces [16, 17]. Comparison between calculated
adsorption energies and catalytic activity made it later possible to predict catalytic
efficiency of different metals from simple descriptors, similar to the Sabatier prin-
ciple [18, 19].

Thanks to the development of density functional theory calculations with sufficient
accuracy in the 1990’s [20–22], it is presently possible to calculate the adsorption
energies and elementary reaction rates from first-principles. Explicit calculations of
the elementary reactions on model surfaces in combination with mean-field kinetic
modeling has been employed extensively to describe catalytic reactions [23–27]. In
the mean-field approach, the kinetic behavior over one type of catalytic site is de-
scribed by explicitly solving the kinetic rate equations. While this approach has
provided great insights into catalytic reactions over extended surfaces, it breaks
down in the description of catalytic reactions over nanoparticles or in the case of
more complex reaction mechanisms [28, 29].

Describing the catalytic reactions over nanoparticles is challenging, as the char-
acteristics of the reaction may depend strongly on where on the nanoparticle the
reaction occurs [30, 31]. The description becomes even more challenging in the
case of alloy particles, where the different metals have different chemical proper-
ties, over which the kinetics of the reaction may differ. To describe the catalytic
reactions in these cases, it is crucial to take the composition of the catalyst and the
abundance of different catalytic sites into consideration. One of these approaches
is kinetic Monte Carlo simulations, in which the kinetics of the reaction is inves-
tigated in a stochastic approach [32–34]. Kinetic Monte Carlo simulations, based
on density functional theory calculations, have been used to describe the kinetics
and reveal the governing factors of the efficiency for a range of catalytic reactions
[35–38]. However, several challenges still remain to close the gap between the re-
sults obtained from kinetic models and experimental observations. Some of these
challenges involve the dynamic behavior of the catalyst surface and the influence of
complex reaction conditions, such as when the reaction is occurring in an aqueous
solution.
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1.3. Direct H2O2 synthesis from H2 and O2

1.3 Direct H2O2 synthesis from H2 and O2

Hydrogen peroxide, H2O2, is an important industrial chemical with a variety of uses,
including the bleaching of textiles, waste-water treatment and organic synthesis
[39–41]. The current production process involves the sequential reduction and
oxidation of anthraquinones. The process depends on large scale facilities, and
is accompanied by the production of waste, and energy-consuming liquid-liquid
extractions [41]. An alternative approach, where H2O2 is produced in a direct
process, directly from H2 and O2, at the location of usage is desirable, as it has the
potential to be both energy efficient and cost effective [42, 43]. However, a direct
process is challenging, as the formation of H2O2 competes with the irreversible
O–O bond rupture, leading to the thermodynamically favorable formation of H2O
[44, 45]. A candidate catalyst, which has been intensively studied for the direct
formation of H2O2 is Pd [46–50]. However, Pd suffers from low selectivity towards
H2O2, due to the strong interaction between Pd and oxygen, consequently breaking
the O–O bonds. Another possible catalyst is Au. However, the activity over Au
particles is low [51], as H2 cannot adsorb and dissociate over Au, except at the
interface with the support [52]. Alloys of Pd and Au have shown to be active and
selective towards H2O2 [51, 53]. In the dilute limit, with Pd monomers resided in
the surface of Au nanoparticles, the selectivity has been shown to approach 100 %
[54]. The mechanistic understanding of the direct formation of H2O2 over dilute
PdAu alloys is difficult, as the reaction occurs at the interface between the particles
and a water solution. Moreover, the activity and selectivity depend on Pd residing
in the surface of dilute PdAu nanoparticles, and not in the bulk of Au, which is
thermodynamically preferred in an inert atmosphere [55].

1.4 Objectives
The aim of this thesis is to investigate the kinetics of catalytic reactions from first-
principles using kinetic Monte Carlo simulations. Specifically, the direct formation
of H2O2 from O2 and H2 over dilute PdAu nanoparticles in an aqueous solution
is studied. The direct synthesis of H2O2 is an interesting reaction, as H2O2 is an
industrially important chemical, that is currently produced via energy-inefficient,
environmentally unfriendly methods. Moreover, the reaction contains several gen-
eral characteristics that are applicable to many other catalytic reactions, including
reactions occurring at the metal-water interface and the kinetic coupling between
different sites. To investigate the generality of the influence of the metal-water
interface, the effects of water are investigated also over other metals. The catalytic
efficiency of dilute PdAu alloys with different compositions are investigated, as well
as the influence of the reaction conditions. The efficiency of the dilute PdAu cat-
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alysts depends on Pd residing in the surface. Therefore, the dynamic behavior of
the systems is investigated, using kinetic Monte Carlo simulations. Specifically, the
deactivation of the catalyst in an inert atmosphere is compared to the activation
in a CO atmosphere. A schematic figure visualizing the content of the appended
papers is shown in Figure 1.2.

Paper I & III

Kinetic Monte Carlo simulations
Interplay between different sites

Dynamics of nanoparticles
& activation and deactivation 
of dilute PdAu catalysts Influence of the 

metal-water interface

Paper III
Paper I & II

Direct H2O2 formation 
over dilute PdAu 
nanoparticles

Paper I

Figure 1.2: A schematic figure visualizing the content in the appended papers.
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2
The Potential Energy Surface

The rate of a chemical reaction can phenomenologically be written [1]:

𝑟 = 𝑘 ∏
𝑖

[𝐴𝑖]𝑛𝑖, (2.1)

where 𝑘 is the rate constant, [𝐴] is the activity, such as pressure or concentration,
and 𝑛 is the reaction order. Already in the late 19th century, Arrhenius proposed
that the temperature dependence of the rate constant of a chemical reaction could
be described by the simple equation [1]

𝑘(𝑇 ) = 𝜈e−𝐸𝑎/𝑘B𝑇 , (2.2)

where 𝜈 is a constant, seemingly independent of the temperature, and 𝐸𝑎 is the ac-
tivation energy. Even though this equation was deduced purely from experimental
observations, several decades before the birth of quantum mechanics, the equation
provides a good description of the behavior of chemical reactions. Today, however,
the governing factors of the rate of chemical reactions are better understood, to
the point were the rates can be determined from quantum mechanical calculations
and kinetic models.
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Chapter 2. The Potential Energy Surface

Figure 2.1: A two dimensional potential energy surface. The green ball resides in a local
energy minimum, whereas the red ball is located in the global minimum configuration,
and the white ball resides in a saddle point.

Reaction kinetics, including the reaction mechanism and elementary reaction rates,
are governed by the potential energy surface (PES), Figure 2.1. In a canonical
ensemble with a fixed number of particles, fixed volume, and fixed temperature,
the changes in Helmholtz free energy

Δ𝐴 = Δ𝐸 − 𝑇 Δ𝑆 (2.3)

governs the reaction. If the pressure, instead of the volume, is kept fixed, the
changes of Gibbs free energy

Δ𝐺 = Δ𝐻 − 𝑇 Δ𝑆 = Δ𝐸 + 𝑃Δ𝑉 − 𝑇 Δ𝑆 (2.4)

steers the reaction. To understand the kinetics of a reaction, it is necessary to
know the energies and entropies along the PES. In this work, points on the PES
are sampled by density functional theory (DFT) calculations. The entropies are
obtained from sampling of the PES in the vicinity of the configuration of interest.

In this section, the methods used to explore the potential energy surface will be pre-
sented. This includes a brief introduction to quantum mechanics and DFT. Since
DFT is used to sample points at the potential energy surface, methods to explore
other points along important paths are also described. The methods include the
search for local and global minima, transition states, and how to obtain the free
energies.
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2.1. The Schrödinger Equation

2.1 The Schrödinger Equation
To calculate the energy of a quantum mechanical system, the stationary (time-
independent), Schrödinger equation

𝐻Ψ = 𝐸Ψ (2.5)

has to be solved. Here, 𝐻 is the Hamiltonian of the system, Ψ is the wave function
and 𝐸 is the energy. In the absence of external fields, the Hamiltonian for a
chemical system is the sum of the kinetic energy operators 𝑇 , and the potential
energy operators, 𝑉 , stemming from the Coulomb interactions, i.e.,

𝐻 = 𝑇N + 𝑇e + 𝑉NN + 𝑉ee + 𝑉Ne = (2.6)

− ∑
𝑚

ℏ2

2𝑀𝑚
∇2

𝑚 − ∑
𝑖

ℏ2

2𝑚e
∇2

𝑖 + 𝑒2

4𝜋𝜀0
∑
𝑚

∑
𝑛<𝑚

𝑍𝑚𝑍𝑛
|R𝑚 − R𝑛|+ (2.7)

𝑒2

4𝜋𝜀0
∑

𝑖
∑
𝑗<𝑖

1
|r𝑖 − r𝑗|

− 𝑒2

4𝜋𝜀0
∑
𝑚

∑
𝑖

𝑍𝑚
|R𝑚 − r𝑖|

, (2.8)

where R and r are the positions of the nuclei with mass 𝑀 and atomic number 𝑍,
and the electrons with mass 𝑚e, respectively. It is difficult to solve the Schrödinger
equation, and analytical solutions exist only for systems with a single electron. For
systems with more than one electron, approximations need to be applied. Hence-
forth, the operators will be expressed in atomic Hartree units, where ℏ = 4𝜋𝜀0 =
𝑚e = 𝑒 = 1.

2.1.1 The Born-Oppenheimer Approximation
A first approach to ease the difficulty of finding solutions to the Schrödinger equa-
tion for a given chemical system, is to express the wave function of the system
as a product between the nucleic wave function and the electronic wave function
(ΨNΨe). In the Born-Oppenheimer approximation, the motions of the electrons
and the motions of the nuclei are treated as decoupled [56]. Owing to the small
ratio between the mass of an electron and the mass of a nucleus, the nuclei are
treated as classical particles, whereas the electrons instantly adjust to the slow
variations of the nuclear positions. Hence, the electrons will stay in the same adia-
batic eigenstate. This approximation yields small errors, as long as the nuclei are
slowly moving and the electronic energy levels are sufficiently separated.

When invoking the Born-Oppenheimer approximation, the electronic Schrödinger
equation

𝐻eΨe(r1, ..., r𝑁) = 𝐸eΨe(r1, ..., r𝑁) (2.9)
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Chapter 2. The Potential Energy Surface

is solved to obtain the electronic energy of the system. In this case, Ψe is the
electronic wave function, which depends on the electron positions r, in which the
spin of the electron, 𝜎, is included. 𝐸e is the electronic energy of the system, and
𝐻e is the electronic Hamiltonian:

𝐻e = 𝑇 + 𝑉ee + 𝑉ext, (2.10)

where 𝑉ext = 𝑉Ne for a chemical system in the absence of other fields.

2.1.2 The Electronic Density
An early approach to solve the electronic Schrödinger equation was suggested by
Hartree in the beginning of the 20th century [57]. It was proposed that the many-
electron wave function could be approximated as the product of the single-electron
wave functions i.e.,

Ψe(r1, ..., r𝑁) = 𝜓1(r1) ⋅ ⋅ ⋅ 𝜓𝑁(r𝑁). (2.11)

With this approach, each particle is subject to a single-electron wave equation

( − 1
2∇2 + 𝑣ext + ̄𝑣ee,𝑖)𝜓𝑖(r) = 𝜀𝑖𝜓𝑖(r) (2.12)

where 𝑣ext is the external potential, and ̄𝑣𝑒𝑒 is an electronic potential, derived from
the mean electronic potential from the other electrons. With this approach, the
energy can be obtained in an iterative process. A significant problem with Eq.
(2.12) is that the obtained one-electron wave functions are not orthogonal, and the
many electron wave function is not antisymmetric with respect to the interchange
of two electrons. Fock and Slater later proposed that, instead of the product, the
many-electron wave function could be obtained from the single-electron wave func-
tions via the determinant. This approach captures the anti-symmetric properties
of the fermionic wave function, and the one-electron wave functions are orthogonal.

Thomas and Fermi proposed an alternative approach, where instead of using single-
particle wave functions, the electron density is used. This approach was later devel-
oped by Hohenberg and Kohn [58], showing that there exists a universal functional
𝐹 , independent of the external potential, that maps the electron density of the
system to the electronic energy of the system, i.e.,

𝐸[𝑛(r)] = ∫ 𝑛(r)𝑣ext(r)dr + 𝐹[𝑛(r)] = 𝐸ext[𝑛(r)] + 𝐹 [𝑛(r)] (2.13)

where 𝑛(r) is the electron density. Furthermore, the energy functional, 𝐸, obeys
the variational principle; the ground state energy of the system is obtained from the

10



2.1. The Schrödinger Equation

ground state electron density. The functional 𝐹 can be separated into two different
functionals, where one is due to the classical Coulomb interaction between the
electrons and 𝐺 is a universal functional:

𝐸[𝑛(r)] = 𝐸ext[𝑛(r)] + 1
2 ∫ 𝑛(r)𝑣ee(r)dr + 𝐺[𝑛(r)] (2.14)

= 𝐸ext[𝑛(r)] + 𝐸ee[𝑛(r)] + 𝐺[𝑛(r)]. (2.15)
Since the electron density is considered, the potential terms take the form

𝑣ext(r) = − ∑
𝑚

𝑍𝑚
|r − R𝑚| (2.16)

𝑣ee(r) = ∫ 𝑛(r′)
|r − r′|dr′. (2.17)

This method was, however, difficult to apply, until Kohn and Sham proposed the
use of single-particle wave functions [59], orbitals, such that the electron density
could be expressed as

𝑛(r) = ∑
𝑖

|𝜓𝑖(r)|2. (2.18)

Furthermore, the universal functional 𝐺 was separated into a kinetic energy oper-
ator 𝑇0 for a system of non-interacting electrons with density 𝑛(r), and an energy
functional 𝐸xc to capture the exchange and correlation effects. The kinetic energy
of the non-interacting electrons is calculated from the orbitals according to

𝑇0 = −1
2 ∑

𝑖
∫ 𝜓∗

𝑖 ∇2𝜓𝑖. (2.19)

The total electronic energy functional is in the Kohn-Sham formulation expressed
as

𝐸[𝑛(r)] = 𝐸ext[𝑛(r)] + 𝐸ee[𝑛(r)] + 𝑇0[𝑛(r)] + 𝐸xc[𝑛(r)]. (2.20)
Owing to the separation of Kohn and Sham, the ground state electronic energy
and the ground state electron density of a system can be solved in an iterative
approach, similar to the method proposed by Hartree and Fock. The one-electron
Kohn-Sham equations take the form

( − 1
2∇2 + 𝑣eff)𝜓𝑖(r) = 𝜀𝑖𝜓𝑖(r) (2.21)

where
𝑣eff = 𝑣ext + 𝑣ee + 𝑣xc, 𝑣xc = 𝛿𝐸xc[𝑛(r)]

𝛿𝑛(r) . (2.22)

The electronic energy of the system is obtained from the eigenvalues of the Kohn-
Sham equations and the electron density as

𝐸 = ∑
𝑖=1

𝜀𝑖 − 𝐸ee[𝑛(r)] + 𝐸xc[𝑛(r)] − ∫ 𝑛(r)𝑣xcdr. (2.23)
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Chapter 2. The Potential Energy Surface

2.1.3 The Exchange-Correlation Functional
The exchange and correlation functional 𝐸xc should capture exchange and cor-
relation effects omitted e.g., the correlation hole, and the self-interaction in the
electron-electron repulsion [60]. A first approach to estimate the exchange and cor-
relation energy effects is to treat the electron density as a locally uniform electron
gas with density 𝑛(r), with 𝜀uniformxc being the exchange and correlation energy per
particle. The exchange and correlation energy functional takes, in this local density
approximation (LDA) the form

𝐸LDA
xc [𝑛(r)] = ∫ 𝑛(r)𝜀uniformxc (𝑛(r))dr. (2.24)

The local density approximation can be improved to also take electronic spin into
consideration, known as the local spin density approximation:

𝐸LSDA
xc [𝑛↑(r), 𝑛↓(r)] = ∫ 𝑛(r)𝜀uniformxc (𝑛↑(r), 𝑛↓(r))dr (2.25)

where the total electron density 𝑛(r) = 𝑛↑(r) + 𝑛↓(r). The local density approxi-
mation is adequate when the electron density is slowly varying. However, to better
describe varying electronic densities, the gradients of the electron density should be
accounted for. One of these functionals is the generalized gradient approximation,
where the exchange-correlation energy takes the form

𝐸GGA
xc [𝑛↑(r), 𝑛↓(r)] =

∫ 𝑛(r)𝜀uniformxc (𝑛↑(r), 𝑛↓(r))𝐹xc[𝑛↑(r), 𝑛↓(r), ∇𝑛↑(r), ∇𝑛↓(r)]dr
(2.26)

where 𝐹xc is an enhancement functional that determines the magnitude of the
exchange and correlation contributions at a given point, as a functional of the
electron density and its gradient. In principle, higher order gradient expansions
can also be included.

2.1.4 van der Waals Interactions
For some chemical systems, such as the physisorption of a molecule to a catalyst
surface, the structure depends on long-range van der Waals interactions [1]. The
interactions do not stem from orbital overlap, but from dipole fluctuations in the
electronic density, resulting in electric-field coupling. Generalized gradient approxi-
mation exchange-correlation functionals do not capture van der Waals interactions,
and other functionals capturing these interactions have been developed [61]. A
simpler approach to capture the van der Waals interactions is with an ad-hook
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approach, where the van der Waals interactions are calculated from the electron
density, i.e., outside the iterative Kohn-Sham loop [62, 63]. This is a time-effective
approach, that corrects some of the flaws of the generalized gradient approxima-
tions.

2.1.5 Solving the Kohn-Sham Equations
According to Bloch’s theorem, the electronic wave function in a periodic external
potential can be expressed as: [60]

𝜓k(r) = e𝑖k⋅r𝑢k(r) (2.27)

where k is the wave vector, and 𝑢k(r) has the same periodicity as the potential.
This makes it possible to express the wave function as a Fourier series:

𝜓k(r) = e𝑖k⋅r ∑
G

𝐶k+Ge𝑖G⋅r. (2.28)

The wave function of the orbital can, therefore, be calculated by only considering
the Brillouin zone. The expansion of the Kohn-Sham orbitals are often truncated,
due to the decreasing nature of the Fourier coefficients, to a given value 𝐸cut, such
that 1

2|k + G|2 < 𝐸cut. (2.29)

Fortunately, it is not necessary to sample the entire Brillouin zone, but rather a
specific number of k vectors. The number and distribution of the k vectors has to
be determined as to when the electronic energy of the system is converged. The
total electronic density can then be expressed from the wave functions obtained
from each k vector as

𝑛(r) = ∑
k

𝜔k ∑
𝑖

|𝜓𝑖
k(r)|2 (2.30)

where 𝜔k is the weight factor of each k vector in the Brillouin zone, and the second
sum is taken over all eigenfunctions from the Kohn-Sham equations.

In practice, the Kohn-Sham equations are not solved by complete sampling of
a three dimensional grid, but rather by the use of some basis set, e.g., local orbitals
or plane waves. In the plane waves approach, the wave function is expressed as a
linear combination of plane waves in the reciprocal space, derived from its Fourier
transform [60]. The Fourier coefficients in the linear combination and the energy
eigenvalues are thereafter obtained by solving the Kohn-Sham equations in recip-
rocal space. There are, however, problems when applying a plane wave basis set;
it is only possible to apply plane waves when the potential is shallow, or relatively
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smooth. Close to the nuclei the wave function could be rapidly oscillating, and a
large number of plane waves would be required to obtain accurate results. An ap-
proach to solve this issue is the frozen core projector augmented waves method [64].
In this approach, the electrons close to the nuclei are considered frozen. The wave
functions of the electrons outside the core are described by pseudo-plane waves | ̃𝜙⟩,
which can be translated into the regular plane waves by a linear transformation
operator 𝑇 . It is then straight forward to solve the Kohn-Sham equations with the
pseudo-plane waves:

𝑇 †𝐻𝑇 | ̃𝜙⟩ = 𝜀𝑇 †𝑇 | ̃𝜙⟩ (2.31)
where 𝜀 is the energy eigenvalue of the one electron Kohn-Sham equation. The
one-electron wave functions are obtained from the pseudo wave functions as

|𝜓⟩ = | ̃𝜓⟩ + ∑
𝑖

(|𝜙𝑖⟩ − | ̃𝜙𝑖⟩) ⟨ ̃𝑝𝑖| ̃𝜓⟩ (2.32)

where ⟨ ̃𝑝| is a projector function satisfying ⟨ ̃𝑝𝑖| ̃𝜙𝑗⟩ = 𝛿𝑖𝑗.

2.2 Structural Optimization
The catalyst, molecules, and species adsorbed on the catalyst surface will most of
the time reside in their lowest energy configurations. The reaction rate constant
of an elementary reaction depends on the energy difference between a minimum
energy configuration and the energy of the transition state in the potential energy
surface. Therefore, it is important to find global and local minima, and transition
states in the potential energy surface. In the DFT calculations described in 2.1,
only the ground state electronic structure for given positions of the nuclei are
solved, i.e., one point in the potential energy surface. Hence, methods must be
used to probe the potential energy surface, to find minima and transition state
configurations. The potential energy surface needs to be probed also to obtain the
entropy contributions for specific states in the catalytic reaction.

2.2.1 Local Minima
To find local minimum structures, the nucleic positions are relaxed according to
the forces acting on each nuclei. It is with DFT calculations possible to obtain
the forces acting on each nuclei, directly from the ground state electron density
and the positions of the nuclei. Using the Hellmann-Feynman theorem, the forces
acting on nuclei 𝑖 is given by

F𝑖 = −∇𝑖( ∫ 𝑛(r)𝑣extdr + ∑
𝑚

∑
𝑛<𝑚

𝑍𝑚𝑍𝑛
|R𝑚 − R𝑛|). (2.33)
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The nucleic positions can, thereafter, be updated according to the forces and new
electronic structure calculations can be performed.

2.2.2 Vibrational Modes
To calculate the Gibbs free energy differences for elementary reactions, the entropies
of the different states must be calculated from the PES. Atoms and molecules
bound to a catalyst surface vibrate with characteristic frequencies, depending on
the potential energy surface in the vicinity of the specie. The energy levels of the
vibrations are quantized as

𝐸𝑛 = ℎ𝑓(1
2 + 𝑛), 𝑛 = 0, 1, 2, ... (2.34)

Knowledge about the character of the vibrational modes can give important infor-
mation of the chemical bonds. For an adsorbate on a catalyst surface, in a local
minimum, all eigenvalues are positive. For a free translation, the eigenvalue is zero,
whereas at a transition state (a saddle point in the PES) exactly one eigenvalue
is imaginary. In this work, the vibrational modes have been calculated using the
harmonic approximation. The potential energy surface at the vicinity of the specie
of interest is approximated as a quadratic function. A mass-weighted Hessian is
obtained by finite movements of the nuclei. The vibrational frequencies are there-
after calculated from the eigenvalues of the Hessian as 𝑓𝑖 = √𝜆𝑖/2𝜋. Similarly,
the eigenvectors of the Hessian correspond to the atomic displacements for the
vibration.

2.2.3 Transition State Theory
Consider an elementary reaction, e.g.,

𝐴 ⇌ 𝐴‡ → 𝐵, (2.35)

where 𝐴‡ is the transition state of the reaction. The transition state is the lowest
energy saddle point in the potential energy surface. The reaction rate constant of
the reaction is given from the probability of the specie being at the transition state
compared to the initial state via a quasi-equilibrium, and the frequency along the
reaction coordinate [8],

𝑘𝐴→𝐵 = 𝑓 𝑄‡
𝐴

𝑄𝐴
(2.36)

where 𝑄 are the partition functions, and 𝑓 is the vibrational frequency along the re-
action coordinate. The contribution of the vibrational frequency along the reaction
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coordinate can be extracted from the partition function quota, i.e.,

𝑘𝐴→𝐵 = 𝑓 e−ℎ𝑓/2𝑘B𝑇

1 − e−ℎ𝑓/𝑘B𝑇
𝑄‡,∗

𝐴
𝑄𝐴

. (2.37)

Under the assumption that 𝑘B𝑇 >> ℎ𝑓 , the partition function of the reaction
coordinate can be approximated by a first order Taylor expansion, yielding the
rate constant

𝑘𝐴→𝐵 = 𝑘B𝑇
ℎ

𝑄‡,∗
𝐴

𝑄𝐴
. (2.38)

If the energies of the initial state and transition state are extracted from the par-
tition functions, the final expression for the rate constant becomes

𝑘𝐴→𝐵 = 𝑘B𝑇
ℎ

𝑄‡,∗
𝐴,0

𝑄𝐴
e−Δ𝐸‡/𝑘B𝑇 , (2.39)

where Δ𝐸‡ is the energy difference between the transition state and the initial
state. Note that this is the rate constant of the reaction.

2.2.4 Energy Barriers
The rate of the formation of 𝐵 is expressed as

𝑟𝐴→𝐵 = d𝐵
d𝑡 = 𝑘𝐴→𝐵[𝐴], (2.40)

where [𝐴] is the activity of 𝐴, e.g., coverage, pressure or concentration. The re-
action order in Eq. (2.1) is in this case 1. In the rate constant, the energy of
the initial state and the partition function can be obtained from DFT calculations
and vibrational analysis. To find the saddle point in the potential energy surface,
several techniques could be applied. A common approach is to use the nudged
elastic band method [65]. Between the local minima, the initial state and the final
state configurations, 𝑁 − 1 intermediate configurations are created. Between the
𝑁 + 1 configurations, 𝑁 springs are invoked. During the calculation, the initial
and final structures are fixed in their positions. Along the reaction coordinate, the
intermediate structure 𝑖 is optimized from the force stemming from the potential
energy surface perpendicular to the reaction coordinate and the spring force along
the reaction coordinate, i.e.,

F𝑖,tot = Fspring
𝑖,‖ − ∇𝐸(R𝑖)⟂. (2.41)

Along the normalized reaction coordinate for each structure ̂r𝑖,reaction, the spring
force along the coordinate and the perpendicular force from the potential energy

16



2.2. Structural Optimization

surface are calculated as

∇𝐸(R𝑖)⟂ = ∇𝐸(R𝑖) − ∇𝐸(R𝑖) ⋅ ̂r𝑖,reaction ̂r𝑖,reaction (2.42)
Fspring

𝑖,‖ = 𝑘spring(|R𝑖+1 − R𝑖| − |R𝑖 − R𝑖−1|) ̂r𝑖,reaction, (2.43)

where 𝑘spring is the spring force of the elastic band. However, this method often
suffers from difficulties in finding the exact configuration of the saddle point in
the potential energy surface. A better approach to obtain estimates for the saddle
point is the climbing-image nudged elastic band method [66]. In this approach,
the highest energy structure is not affected by the springs, but only the forces
obtained from the potential energy surface. However, since the transition state is a
maximum energy configuration along the reaction coordinate, the tangential forces
acting on the structure are inverted, i.e.,

Ftot = −∇𝐸(R) + 2∇𝐸(R) ⋅ ̂rreaction ̂rreaction. (2.44)

2.2.5 Molecular Dynamics
Another way of finding both minimum energy structures and transition state struc-
tures is the use of molecular dynamics simulations. By integrating Newton’s equa-
tions of motion, the time-evolution of a system can be investigated. The integration
can be done in several ways. However, an approach where the velocities and posi-
tions are updated using the trapezoidal rule is common [67]. The system is evolved
with time step Δ𝑡 for each particle 𝑖 according to:

v𝑖(𝑡 + Δ𝑡
2 ) = v𝑖(𝑡 − Δ𝑡

2 ) + F𝑖
𝑚𝑖

Δ𝑡 (2.45)

r𝑖(𝑡 + Δ𝑡) = r𝑖(𝑡) + v𝑖(𝑡 + Δ𝑡
2 )Δ𝑡 (2.46)

and v𝑖(𝑡) = 1
2(v𝑖(𝑡 + Δ𝑡

2 ) + v𝑖(𝑡 − Δ𝑡
2 )) (2.47)

where the forces F are obtained from DFT calculations. Molecular dynamics sim-
ulation will often sample local minima in the potential energy surface, since the
forces is merely the gradient of the potential energy surface. Therefore, to sample
improbable configurations, e.g., configurations close to a transition state, during
finite simulation times, other methods has to be applied [68]. A common approach
is to constrain positions during the molecular dynamics simulation. To study tran-
sition state configurations, it is often convenient to constrain bond lengths between
species on the surface. If constraints are invoked, the velocities are updated accord-
ing to a total force, stemming from the forces due to the potential energy surface,
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and the force of the constraint:

F𝑖,constraint = − ∑
𝑘

𝜆𝑘∇𝑖𝜎𝑘, (2.48)

where the summation is over all constraints 𝜎, and 𝜆 is the Lagrange multiplier as-
sociated with the constraint [69]. Since catalytic reactions are governed by changes
in free energy, the electronic energy always needs to be complemented by entropy
contributions. The use of molecular dynamics simulations, makes it possible to ob-
tain also the entropy contributions. One approach is to sample the configuration
space of interest and obtain the partition function. A more direct approach is to
combine constrained molecular dynamics simulations with the blue-moon ensemble
method [70]. The changes in Helmholtz free energy can in this case be obtained
directly from the simulation, albeit at a high computational cost due to the data
required to get converged results. In this case, it is possible to perform thermo-
dynamic integration from the gradient of the free energy at a specific constrain
as

(𝜕𝐴
𝜕𝜉 )

𝜉∗
= ⟨𝑍−1/2(−𝜆 + 𝑘B𝑇 𝐺)⟩𝜉∗

⟨𝑍−1/2⟩𝜉∗
, (2.49)

where 𝜆 is the Lagrange multiplier associated with the constraint, and

𝑍 = ∑
𝑖

1
𝑚𝑖

(∇𝑖𝜉)2 (2.50)

𝐺 = 1
𝑍2 ∑

𝑖,𝑗

1
𝑚𝑖𝑚𝑗

(∇𝑖𝜉) ⋅ ∇𝑖(∇𝑗𝜉) ⋅ (∇𝑗𝜉). (2.51)

The parameter 𝜉 is, for example, the bond length between two species, i.e., 𝜉 =
|r𝑖 − r𝑗|. This approach is convenient when investigating free energy barriers of
rare events in a highly dynamic system, where nudged elastic band calculations in
combination with vibrational analysis is not sufficient.

2.2.6 Entropy Contributions
For adsorbates chemisorbed to a metal surface, all movements can often be approx-
imated as vibrations. The partition function for a specie with 𝑖 vibrational modes
is

𝑄vibration = ∏
𝑖

∞
∑
𝑛=0

e−𝐸𝑖,𝑛/𝑘B𝑇 = exp(− 1
2𝑘B𝑇 ∑

𝑖
ℎ𝑓𝑖) ∏

𝑖

1
1 − e−ℎ𝑓𝑖/𝑘B𝑇 . (2.52)

The sum 1
2 ∑𝑖 ℎ𝑓𝑖 is known as the zero-point energy. Since DFT calculations pro-

vide energies at the bottom of the vibrational energy well, the zero-point energy
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is often considered as part of the energy contribution, rather than a part of the
partition function.

The entropy contribution follows from the partition function as

𝑆 = 𝜕
𝜕𝑇 (𝑘B𝑇 ln𝑄). (2.53)

The situation is different when a specie can also rotate or translate, as in the
cases of gas phase molecules or adsorbates translating over a catalyst surface. The
contributions to the partition function can be considered to be decoupled, and the
total partition function is given from the product of the different contributions,
i.e.,

𝑄 = 𝑄translation𝑄rotation𝑄vibration𝑄e𝑄N. (2.54)
The last partition functions, 𝑄e and 𝑄N, are due to the electronic states and
the nucleic states, respectively, and can often be set to unity. The translational
partition function is derived from the energy levels for a particle in a box,

𝑄translation = ∑
𝑠

e−𝐸(𝑠)/𝑘B𝑇 = ∑
𝑛𝑥

∑
𝑛𝑦

∑
𝑛𝑧

e
− ℎ2

8𝑚𝑘B𝑇 ( 𝑛2𝑥
𝐿2𝑥

+ 𝑛2𝑦
𝐿2𝑦

+ 𝑛2𝑧
𝐿2𝑧

)
(2.55)

≈ ∫
∞

0
d𝑛𝑥 ∫

∞

0
d𝑛𝑦 ∫

∞

0
d𝑛𝑧 e

− ℎ2
8𝑚𝑘B𝑇 ( 𝑛2𝑥

𝐿2𝑥
+ 𝑛2𝑦

𝐿2𝑦
+ 𝑛2𝑧

𝐿2𝑧
)

(2.56)

= 𝑉 (√2𝜋𝑚𝑘B𝑇
ℎ )

3
(2.57)

The rotational partition function is more difficult, since it differs between different
dimensions of rotation, according to

𝑄rotation =
⎧{
⎨{⎩

2𝜋
ℎ √2𝜋𝐼𝑘B𝑇 , if 1 dimensional rotation,

8𝜋2𝐼𝑘B𝑇
𝜎ℎ2 , if 2 dimensional rotation,

√𝜋
𝜎 ∏𝑖 √8𝜋2𝐼𝑖𝑘B𝑇

ℎ2 , if 3 dimensional rotation.
(2.58)

𝐼 and 𝐼𝑖 are the moment of inertia and the eigenvalues to the matrix consisting
of the moments of inertia, respectively. 𝜎 is a symmetry factor, which is 2 if the
molecule has an inversion centre and 1 otherwise. The partition function also has
important consequences when analysing the probabilities between different states.
The probability of a specie being in a specific state 𝑠𝑘 is

𝑝(𝑠𝑘) = 𝑔(𝑠𝑘)e−𝐸(𝑠𝑘)/𝑘B𝑇

∑𝑠 𝑔(𝑠)e−𝐸(𝑠)/𝑘B𝑇 , (2.59)

where 𝑔(𝑠) is the degeneracy of state 𝑠. This is known as the Boltzmann-distribution.

19



Chapter 2. The Potential Energy Surface

2.2.7 Adsorption and Desorption
Two important elementary reactions are adsorption and desorption. The adsorp-
tion rate can be derived from the partition functions and transition state theory.
At the transition state of the adsorption, the molecule can translate freely in two di-
mensions, instead of in three dimensions as in the gas phase. Hence, the adsorption
rate constant is

𝑘ads = 𝑘B𝑇
ℎ

𝑄‡
2D

𝑄3D
e−Δ𝐸‡/𝑘B𝑇 = 𝑝𝐴

√2𝜋𝑚𝑘B𝑇 e−Δ𝐸‡/𝑘B𝑇 . (2.60)

However, due to e.g. geometric effects and spin effects that are not captured when
applying the Born-Oppenheimer approximation in transition state theory, the rate
must sometimes be scaled by a sticking coefficient, 𝑠0. In these cases, the expression
for the adsorption rate constant is:

𝑘ads = 𝑠0𝑝𝐴
√2𝜋𝑚𝑘B𝑇 e−Δ𝐸‡/𝑘B𝑇 . (2.61)

At equilibrium conditions, the desorption rate is obtained from the adsorption rate
and the equilibrium constant, 𝐾:

𝐾 = e−Δ𝐺/𝑘B𝑇 = 𝑘ads
𝑘des

⟹ 𝑘des = 𝑘adseΔ𝐺/𝑘B𝑇 , (2.62)

where Δ𝐺 is the change in Gibbs free energy upon adsorption.
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3
Kinetic Modeling

Kinetic models are often crucial to properly understand a catalytic reaction, in-
cluding the reaction mechanism, and possible kinetic bottlenecks [71]. In kinetic
models, the free energies are used to describe the time evolution of the reaction,
and how the reaction depends on reaction conditions, such as temperature and
partial pressures. A catalytic reaction can be divided into a set of elementary re-
actions. A schematic representation of the elementary reactions for the reaction
A + 1

2 B2 −−⇀↽−− AB is shown in Figure 3.1. The elementary reactions include ad-
sorption and desorption processes (red and blue arrows) and diffusion processes
(black arrows), in which the adsorbed species move between different catalytic
sites. These elementary reactions, despite not being visible in the overall reaction,
are important for the catalytic performance. To form AB over the catalyst surface,
B2 must dissociate, forming 2B (light blue arrows). Once the diatomic molecule
has dissociated, it can react with other species on the surface. In Figure 3.1 the
reaction between A and B, forming AB, is represented by a green arrow. The for-
mation of the desired product is, in many cases, reversible. Therefore, to emphasise
the reversibility of many elementary reactions over a catalyst, the reverse reaction
of the formation of AB is also visualized, represented with a green arrow.

In this chapter, an introduction to kinetic modeling is presented. This includes
theory about catalytic reactions, mean-field kinetic modeling and kinetic Monte
Carlo simulations. Kinetic Monte Carlo (kMC) simulations is a stochastic ap-
proach to solve for the time-evolution of a catalytic reaction [33]. Various kinetic
Monte Carlo methods exist to integrate the kinetic equations, and in this chapter,
the first reaction method is described. Key differences between the mean-field ap-
proximation, and kinetic Monte Carlo simulations, are highlighted. The chapter is
concluded with a description of kinetic data analysis.
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Figure 3.1: A schematic representation of the elementary reactions in the catalytic
reaction, where A and 1

2 B2 reacts to form AB. The blue and red arrows represent
the adsorption and desorption of A and B2 on the catalyst surface. The light blue
arrows symbolize the dissociation of B2 on the surface, forming 2 B. Green arrows are
representing the forward and backward formation of AB, i.e., A + B −−⇀↽−− AB. Diffusion
of the species are represented with black arrows.

3.1 The Chemical Master Equation
The representation shown in Figure 3.1 is one of the possible arrangements of
adsorbates on the catalyst surface. After any surface process, such as an adsorption
or desorption event, diffusion process or reaction event, a new state is obtained. The
number of possible configurations is large, and therefore difficult to sample. It is,
thus, important to explore the configurations in a systematic way. It is possible to
derive the time derivative of the probability of a system being in state 𝑖, resulting

22



3.1. The Chemical Master Equation

in the chemical master equation [72]

d𝑃𝑖
d𝑡 = ∑

𝑗
[𝑊𝑖𝑗𝑃𝑗 − 𝑊𝑗𝑖𝑃𝑖]. (3.1)

Here, the sum is taken over the probability of all configurations transferring the
system to state 𝑖, with rate constant 𝑊𝑖𝑗, and the probability of all states that state
𝑖 could be transferred to, with rate constant 𝑊𝑗𝑖. It is also possible to perform
the summation over all configurations. However, not all states could transfer the
system to state 𝑖, or be obtained from state 𝑖. Therefore, the transition rates are,
for a large number of transitions, zero.

The chemical master equation, together with the rate constants described in the
previous chapter, provide the description of the time evolution of a catalytic re-
action. However, describing the time evolution of a specific reaction is difficult.
The time evolution can, however, in simple cases be solved analytically [33]. The
average number of surface specie 𝐴 adsorbed on the catalyst surface is given by

⟨𝐴⟩ = ∑
𝑖

𝑃𝑖𝐴𝑖, (3.2)

where 𝐴𝑖 is the number of 𝐴 adsorbed on the catalyst surface at state 𝑖, and 𝑃𝑖 is
the probability of the system being in state 𝑖. The change of the average number
of 𝐴 adsorbed on the surface can therefore be expressed as

d⟨𝐴⟩
d𝑡 = ∑

𝑖

d𝑃𝑖
d𝑡 𝐴𝑖 = ∑

𝑖
( ∑

𝑗
[𝑊𝑖𝑗𝑃𝑗 − 𝑊𝑗𝑖𝑃𝑖])𝐴𝑖 = ∑

𝑖
∑

𝑗
𝑊𝑖𝑗𝑃𝑗(𝐴𝑖 − 𝐴𝑗).

(3.3)
For diffusion processes, the number of 𝐴 adsorbed on the catalyst surface before and
after the event is constant, and therefore, the time derivative is zero. However, for a
specific reaction A+B −−→ AB, the number of 𝐴 adsorbed on the surface decreases.
In this case 𝐴𝑖 − 𝐴𝑗 = −1. If adsorbate-adsorbate interaction are neglected, and
all surface sites have identical chemical properties, the transition rate is the same
for all events transferring 𝐴 and 𝐵 to 𝐴𝐵, namely the rate constant, 𝑘. From each
configuration 𝑗, (𝐴𝐵)pair𝑗 number of final states 𝑖 can be obtained, where (𝐴𝐵)pair𝑗
is the number of 𝐴𝐵-pairs in state 𝑗. With this approach, the change of the number
of 𝐴 adsorbed on the surface is expressed as

d⟨𝐴⟩
d𝑡 = ∑

𝑖
∑

𝑗
𝑊𝑖𝑗𝑃𝑗(𝐴𝑖 − 𝐴𝑗) = −𝑘 ∑

𝑗
𝑃𝑗(𝐴𝐵)𝑗 = −𝑘⟨(𝐴𝐵)pair⟩. (3.4)

Determining the number of 𝐴𝐵-pairs is difficult. However, the mean-field approx-
imation offers a simple solution to this problem. In the mean-field approximation,
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the adsorbates are assumed to be randomly distributed over an infinitely large
catalyst surface [33]. In this case,

⟨(𝐴𝐵)pair⟩ = ⟨𝐴 𝑍
𝑆 − 1𝐵⟩ = 𝑍

𝑆 − 1(⟨𝐴⟩⟨𝐵⟩⟨(𝐴 − ⟨𝐴⟩)(𝐵 − ⟨𝐵⟩)⟩) 𝑆→∞−−−→ 𝑍
𝑆 ⟨𝐴⟩⟨𝐵⟩,

(3.5)
where 𝑍 is the coordination number of each surface site, i.e., the number of different
ways 𝐵 could be paired with 𝐴 on the surface, and 𝑆 is the number of surface sites.
The number of surface species adsorbed on a catalyst is normally expressed with
respect to the number of surface sites, resulting in the coverage, 𝜃. Consequently,
the time derivative of the coverage of 𝐴, 𝜃𝐴, in the reaction between 𝐴 and 𝐵 can,
in the mean-field approximation, be expressed as

d𝜃𝐴
d𝑡 = −𝑍𝑘𝜃𝐴𝜃𝐵. (3.6)

This expression is, of course, only with respect to a single elementary reaction.
However, it can be extended to incorporate all elementary reaction among all sur-
face species. The general expression for the change of any coverage, with respect
to any elementary reaction is

d𝜃𝑋
d𝑡 = ∑

𝑖
𝐼𝑋

𝑖 𝑍∗
𝑖 𝑘𝑖𝑓𝑖(𝜃), (3.7)

where 𝐼𝑋
𝑗 represents how many 𝑋 that is formed or consumed in reaction 𝑖, 𝑍∗

𝑖 is
the coordination number for the surface of interest, 𝑘𝑖 is the rate constant of the
elementary reaction 𝑖 and 𝑓𝑖 is a function of all coverages involved in the elementary
reaction. It should be noted that 𝑍∗

𝑖 is 1 if the specific elementary reaction require
only one surface site, as in certain adsorption and desorption events. For adsorption
and desorption processes of a molecule 𝐴, where only one surface site is involved,
the change in coverage due to the two events are

d𝜃𝐴
d𝑡 = 𝑘ads𝜃∗ − 𝑘des𝜃𝐴, (3.8)

where 𝜃∗ is the fraction of empty surface sites. If 𝐴 is the only specie on the
catalyst surface 𝜃∗ = 1 − 𝜃𝐴. The time derivative of all coverages form a closed set
of coupled differential equations, that must be solved to obtain the time evolution
of the different coverages. The mean-field approximation is an exact solution if the
surface is infinitely large, all surface sites are identical, and no adsorbate-adsorbate
interactions are present. However, to describe kinetic reactions over nanoparticles,
with a multitude of different active sites, and also include adsorption-adsorption
interactions, other methods must be employed. One of these methods is kinetic
Monte Carlo (kMC) simulations, in which the chemical master equation is solved
numerically, in a stochastic way, to obtain information of the time-evolution of the
catalytic reaction.
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3.2 Kinetic Monte Carlo Modeling
Kinetic Monte Carlo simulations are a numerical approach to solve for the time-
evolution of a catalytic reaction, in accordance with the chemical master equation.
Numerous kinetic Monte Carlo methods exist in literature, e.g. the variable step
size method, the random selection method, and the first reaction method [33]. In
this work, a nearest-neighbor approach using the first reaction method has been
employed to investigate the catalytic reactions. The approach is as follows:

1. The system is initialised. The surface sites are initialised according to the
structure of interest, e.g., an extended (111) surface, or a nanoparticle of chosen
size and shape. The time 𝑡 is set to an initial time, and the reaction conditions,
such as temperature, gas pressures and initial coverages, are set. The neighbours
of each surface site are listed, to know whether species on the surface are close
enough for specific elementary reactions to take place. For each surface site or pair
of neighbouring surface sites, all possible events are listed. Each event is assigned
a time of occurrence, according to

𝑡occurrence = 𝑡 − 1
𝑘 ln(𝑢), (3.9)

where 𝑘 is the rate constant of the event, and 𝑢 is a uniform random number in
the interval (0,1].

2. The system is updated according to the event with the lowest time of occurrence
among all possible events, i.e.,

𝑡new = 𝑡old + 𝑡min
occurrence. (3.10)

The elementary reactions that are no longer possible after the update of the sys-
tem are removed from the list, whereas newly enabled events are added to the list,
with their respective time of occurrences. Rate constants for previously possible
events that are still possible, that might be affected by the surrounding species,
are updated, and new time of occurrences are calculated. The reaction conditions,
together with the rate constants, can in this step also be updated, if specific events
have occurred, or if the time reaches a certain point. The positions of the surface
sites can, in principle, also be updated in this step. However, for reactions that oc-
cur at two sites, it is also essential to update the neighbours of the affected surface
sites. Important statistics are saved, such as executed events and the coverage of
each surface site.

3. The time-evolution of the system is stopped if the specific reaction time is
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met, or enough statistics have been collected.

The Monte Carlo approach when assigning the time of occurrences is important,
so that the configuration space along the events with the largest rate constants
are not sampled all the time. According to the chemical master equation, if 𝑁
reaction events 𝑅1, 𝑅2, ..., 𝑅𝑁 are possible at a specific time with the correspond-
ing rate constants 𝑘1, 𝑘2, ..., 𝑘𝑁 , the system must be updated according to 𝑅𝑗 with
probability

𝑝(𝑅𝑗) = 𝑘𝑗

∑𝑁
𝑖=1 𝑘𝑖

. (3.11)

It is not obvious that the method to update the system in the first reaction method
obeys this criteria. The time of occurrence for any event, with respect to the time
of the simulation, is given by

𝑡 = −1
𝑘 ln(𝑢) ⟺ 𝑡 = −1

𝑘 ln(1 − 𝑢) = 𝐹(𝑢). (3.12)

The probability distribution of 𝑡 can be obtained from

𝑝(𝑡) = d
d𝑡𝐹 −1(𝑡) = d

d𝑡(1 − e−𝑘𝑡) = 𝑘e−𝑘𝑡, (3.13)

where 𝐹 −1 is the inverse function of 𝐹 . The criteria that the system is updated
according to reaction 𝑅𝑗 is that the time of occurrence is the shortest for reaction
𝑗, i.e., 𝑡𝑗 < 𝑡1, ..., 𝑡𝑗−1, 𝑡𝑗+1, ..., 𝑡𝑁 . The probability of reaction 𝑅𝑗 being executed
is therefore given by

𝑝(𝑅𝑗) = ∫
∞

0
d𝑡𝑗𝑘𝑗e−𝑘𝑗𝑡𝑗 ∫

∞

𝑡𝑗

d𝑡1𝑘1e−𝑘1𝑡1 ⋅ ⋅ ⋅ ∫
∞

𝑡𝑗

d𝑡𝑁𝑘𝑁e−𝑘𝑁𝑡𝑁 (3.14)

= ∫
∞

0
d𝑡𝑗𝑘𝑗e−𝑘𝑗𝑡𝑗e−𝑘1𝑡𝑗 ⋅ ⋅ ⋅ e−𝑘𝑁𝑡𝑗 = ∫

∞

0
d𝑡𝑗𝑘𝑗e−𝑡𝑗 ∑𝑖 𝑘𝑖 (3.15)

= 𝑘𝑗

∑𝑁
𝑖=1 𝑘𝑖

, (3.16)

which is consistent with the chemical master equation.

3.3 Comparison between Mean-field and kMC
Modeling

In the most basic case, when the reaction consists of only adsorption and des-
orption of a single specie 𝐴, occupying one surface site, and adsorbate-adsorbate
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interactions are neglected, it is easy to compare the results obtained from the ki-
netic Monte Carlo simulations with the analytical solution of the coverage. The
coverage of 𝐴 as a function of time, is given from the mean-field approximation as:

d𝜃𝐴(𝑡)
d𝑡 = 𝑘ads(1 − 𝜃𝐴(𝑡)) − 𝑘des𝜃𝐴(𝑡) ⟹ 𝜃𝐴(𝑡) = 𝑘ads

𝑘ads + 𝑘des
(1 − e−(𝑘ads+𝑘des)𝑡).

(3.17)
In Figure 3.2, the coverages obtained from the analytical solution and the kinetic
Monte Carlo simulations over a (20, 20) surface grid, for different ratios between
the adsorption rate constant and desorption rate constant, are presented. The
red, black and blue curves are the results obtained from the ratios 4, 1, 1/4, re-
spectively. In the analytical solution, the coverages converge toward 0.8, 0.5 and
0.2, respectively. At these coverages the adsorption rate and desorption rate are
equal, since the ratio between empty sites and covered sites are equal to the ratio
between the rate constants. For the kinetic Monte Carlo simulations, the same av-
erage coverage is obtained. However, due to the finite site of the grid, fluctuations
around the mean value will occur. This behaviour is consistent with experimental
measurements, since real systems are not infinitely large, as is assumed in the mean-
field approximation. However, even though more accurate results can be obtained
from kinetic Monte Carlo simulations as compared to mean-field simulations, the
analysis of the results are more challenging.
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Figure 3.2: The coverage as a function of time, obtained from the mean-field approxi-
mation and kinetic Monte Carlo simulations, for different ratios between the adsorption
and desorption rate constants.
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3.4 Analysis of Reaction Kinetics
An optimal catalyst has the highest possible reaction rates towards the desired
products, whereas the reaction rates towards undesired products are low. The
formation rate of products in a catalytic reaction is often expressed as a turn-over
frequency (TOF). The TOF is defined as the number of molecules formed per
catalytic site and second. The molecules may be the desired product, or undesired
products formed over the catalyst, and the TOF can, therefore, be defined for each
product. A high TOF towards the desired product corresponds to a high reaction
rate. However, it is also important that the catalyst promotes the formation of
desired products, as compared to undesired products. A measure of how well
the catalyst steers the reaction towards the desired products is the selectivity, 𝑆,
defined as:

𝑆 = ∑𝑖 TOFdesired
𝑖

∑𝑖 TOFdesired
𝑖 + ∑𝑗 TOFundesired

𝑗
. (3.18)

It can be difficult to find a catalyst with both a high TOF and high selectivity
towards the desired products. Whether a high TOF or a high selectivity is most
important depends on the reaction of interest. In reactions developed to rapidly
reduce the amount of hazardous molecules from e.g., combustion engines, a high
TOF is important. However, in reactions where expensive reactants are used, the
selectivity is crucial.

The TOF and selectivity of a reaction over a catalyst surface depend on the reac-
tion conditions under which the reaction is occurring. In heterogeneous catalysis,
the reaction conditions can vary from high pressures and temperatures, with all re-
acting species in gas phase, to low temperatures, where the reactants and products
are solvated in e.g. a water solution [4]. According to transition state theory, the
elementary reaction rates scale exponentially with temperature. To determine the
temperature dependence of the overall reaction however, an apparent activation
energy 𝐸app is invoked, such that the overall reaction rate, towards any product,
𝑝, can be expressed as

𝑟𝑝 = 𝜈e−𝐸app,𝑝/𝑘B𝑇 ∏
𝑖

[𝐴𝑖]𝑛𝑖,𝑝, (3.19)

where the pre-exponential factor 𝜈 is assigned no temperature dependence. Note
that the apparent activation energy is, therefore, not the same as the activation en-
ergy, since 𝜈 is, de facto, temperature dependent, see 2.2. The apparent activation
energy towards any product is defined as

𝐸app,𝑝 = 𝑘B𝑇 2 𝜕ln(𝑟+
𝑝 )

𝜕𝑇 , (3.20)
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where 𝑟+
𝑝 is the forward reaction rate towards product 𝑝, i.e., the TOF of 𝑝 if no re-

verse reactions are occurring. The apparent activation energy is often temperature
dependent, and difficult to extrapolate to other temperatures. The dependence on
the activity [𝐴𝑖] of the reacting species e.g., pressures and concentrations, on the
overall reaction rate towards any product, 𝑝, is given by the reaction order 𝑛𝑖,𝑝.
The reaction orders are calculated as

𝑛𝑖,𝑝 = [𝐴𝑖]
𝜕ln(𝑟+

𝑝 )
𝜕[𝐴𝑖]

. (3.21)

The apparent activation energies and reaction orders can be measured experimen-
tally. Therefore, experimental results are often used to determine the accuracy of
the kinetic models. By analysing the apparent activation energies and reaction or-
ders, it is possible to optimize the reaction conditions for a catalytic reaction, with
respect to the TOF, and the selectivity towards the desired products. This can,
in principle, be done either by computational approaches or experimental observa-
tions. However, to explain the reaction mechanism and find kinetic bottlenecks,
kinetic models are crucial.
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4
Modeling Reactions over

Nanoparticles

The potential energy surface along the reaction coordinate is often represented
with an energy diagram. An example of an energy diagram for the reaction A2 +
B2 −−→ A2B2 for a specific catalytic site is shown in Figure 4.1. In the energy
diagram, ∗ denotes an empty surface site, whereas e.g., B2* denotes B2 adsorbed
on the catalyst surface. The blue path represents the energies along the path form-
ing the desired product A2B2, while the red path represents the path towards the
undesired product AB2. The formation of A2B2 contains a series of elementary
reactions. Firstly, B2 is adsorbed and dissociated on the surface, whereafter A2 is
adsorbed. Dissociated B reacts with A2 twice, to form A2B2, which desorbs. The
undesired product AB2 can form in multiple positions along the reaction coordi-
nate forming A2B2. The side reactions compete with the formation of the desired
product. The selectivity depends on the rates towards the desired products and
the undesired products. Since the rate of an elementary reaction depends on both
the energy barrier, and the coverages on the surface, it is not trivial to determine
the selectivity directly from the energy diagram. It should be noticed that in a
deficit of adsorbed B on the surface, the side reactions may have higher rates, de-
spite the rate constants being lower than along the path forming A2B2. In this
chapter, methods to describe the kinetics over particles with a large number of
different catalytic sites are discussed. A few key results from the papers are dis-
cussed, including site-communication in the direct formation of H2O2 over dilute
PdAu nanoparticles and the effects of the metal-water interface and the dynamics
of dilute PdAu alloys.
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Figure 4.1: An energy diagram along the reaction coordinate for the reaction A2 +
B2 −−→ A2B2. The blue path represents the reaction towards the desired product A2B2,
whereas the red path represents the formation of the undesired product AB2.

4.1 Scaling Relations
The energy diagram shown in Figure 4.1 depends on the active site, on which the
reaction occurs. On other catalytic sites, with different chemical properties, the
energy diagram may be altered [73–77]. Real catalysts contain a large number of
different sites. In figure 4.2, two possible catalyst surfaces are shown. The surface
atoms are color coded according to the coordination number i.e., the number of
nearest neighbors. Dark grey, light grey, yellow, red, green and blue colors cor-
respond to coordination numbers of 10, 9, 8, 7, 6, and 3, respectively. In Figure
4.2a, a (111) surface with a step is visualized. The surface step contains a vacancy,
and an ad-atom is placed on the (111) surface. In Figure 4.2b, a truncated octahe-
dron nanoparticle is visualized. An atom located on the corner of the nanoparticle
has been removed from the original position to form an ad-atom on a (111) facet.
Species adsorbed on the surfaces shown in Figure 4.2, can adsorb on top of a single
atom (atop sites), over two atoms (bridge sites), or between 3 or 4 atoms in the
surface (hollow sites). This leads to a large number of possible structural configu-
rations. The adsorption energies and transition state energies over all possible sites
are difficult to calculate explicitly. A way to ease the computational difficulty in
obtaining the energy diagram for each site explicitly, is to use scaling relations.

4.1.1 Descriptors
One type of scaling relation is the prediction of adsorption energies, using a de-
scriptor [76, 78, 79]. The coordination number of an atom is one type of descriptor.
A more extensive descriptor, that has shown to provide good predictions of the
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(a) A (111) surface with a step and a defect
in the form of an ad-atom, stemming for the
step.

(b) A truncated octahedron nanoparticle
with a defect in the form of an ad-atom,
stemming from the corner of the nanopar-
ticle.

Figure 4.2: Atomic models of two possible catalysts. In (a) a stepped (111) surface with
a defect is shown. In (b) a truncated octahedron nanoparticle with a defect is visualized.
The atoms are color coded according to the coordination number. Color codes: CN=10
(dark grey), CN=9 (light grey), CN=8 (yellow), CN=7 (red), CN=6 (green) and CN=3
(blue).

adsorption energies over both Au and Pt, is the generalized coordination number
[79, 80]. The generalized coordination number also takes next-nearest neighbors
into account, and is defined as

GCN = 1
CNmax

∑
𝑖

CN𝑖, (4.1)

where the summation is taken over all nearest neighbors of the surface site and
CNmax is the maximum CN for the specific adsorption site in the bulk structure.
Finding a descriptor to describe the energies of the transition state on different
sites is more challenging. It is commonly done using the Brønstedt-Evans-Polanyi
relation, in which the transition state energy of an elementary reaction is estimated
as a linear combination of the energies of the initial and final state configurations
[81]. With this approach, the elementary reaction energy, obtained from the de-
scriptor, can be used to also calculate the elementary reaction barrier.

In practice, the scaling relations are obtained from explicit calculations over a range
of model surfaces. From the adsorption energies and transition state energies, a
suitable descriptor is chosen, and a regression is performed. The functions can
thereafter be used to predict the adsorption and transition state energies for other
catalytic sites, with different value of the descriptor. A visualization of the scaling
relations are shown in Figure 4.3. In the figure to the left, a linear relation between
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the descriptor and the explicitly calculated adsorption energies, for two different
adsorbates, are shown. In the figure to the right, the Brønstedt-Evans-Polanyi
relation between the the adsorption energies and the transition state energies are
visualized.
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Figure 4.3: A visualization of scaling relations, used to predict the adsorption energy
from a descriptor (left), and the transition state energy for a specific elementary reaction
from the initial and final state adsorption energies (right).

4.2 Kinetic Coupling
The presence of a variety of different active sites on a catalyst surface can some-
times have important consequences for the reaction mechanism and the efficiency
of the catalyst [38, 82]. In Figure 4.4, the potential energy diagrams for a reaction
constituted by two elementary reactions, are shown. In the energy diagram to the
left, both elementary reactions occur on site A. The first process has a low bar-
rier, whereas the activation energy for the second elementary reaction is high. The
turn-over frequency at 100 ∘C is only 4.8 × 10−4/s, with an apparent activation
energy of 1.23 eV. The situation is different over site B (middle energy diagram),
where the barrier for the first elementary reaction is high, and the second barrier
is low. Over site B, the turn-over frequency is 5.4/s and the apparent activation
energy is 0.93 eV at 100∘C. Regardless of whether the reaction occurs solely on site
A or solely on site B, the TOF is truncated by one of the barriers. However, if
the elementary reactions can occur on both sites, the situation is different. In this
case, the first elementary reaction occurs on site A. The intermediate specie may
diffuse to site B, on which the second elementary reaction can occur. In this case,
the reaction can proceed without any of the high barriers. The TOF and activation
energy are in these cases 2700/s and 0.73 eV at 100∘C, respectively. It should be
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noticed that the kinetic coupling can accelerate the formation of both desired and
undesired products, hence possibly lowering the selectivity.
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Figure 4.4: Energy diagrams for a reaction constituted of two elementary reactions. In
the energy diagram to the left, the reaction occurs solely on site A, whereas in the middle
diagram, both elementary reactions occur on site B. In the energy diagram to the right,
the elementary reactions can occur on either site. For each energy diagram, the TOF
and apparent activation energy at 100∘C are presented.

4.3 Breaking the Scaling Relations with Alloys
Even with kinetic coupling between different active sites, a high TOF and selectiv-
ity are sometimes difficult to obtain over mono-metallic catalysts [42, 83]. Owing to
the linear behavior of the potential energy surface with respect to certain descrip-
tors, large differences in energy diagrams, such as in 4.4, are difficult to obtain over
mono-metallic particles. One way to overcome this problem is by mixing two differ-
ent metals, forming an alloy [42, 83, 84]. The dilute limit, where single monomers
are embedded in another metal host, are known as single-atom-alloy (SAA) cat-
alysts. SAA catalysts have shown to be more efficient than their mono-metallic
counterparts in a range of reactions, including partial hydrogenation of hydrocar-
bons over dilute PdCu [38, 85], hydrogenation of propenal over dilute PdAg [86]
and direct H2O2 formation from H2 and O2 over dilute PdAu [54]. The reason for
the improved selectivity has been assigned to the suppression of active sites [42],
geometric effects [54], and the site communication between different active sites
[87].

4.4 Direct Formation of H2O2

In the case of direct H2O2 formation from H2 and O2 over dilute PdAu particles in
an aqueous solution, the kinetic coupling is pivotal for the high selectivity. Over
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pure Pd nanoparticles, the selectivity towards H2O2 is low, due to irreversible O–O
bond rupture [44]. Over pure Au nanoparticles, the TOF of H2O2 is low [51], since
H2 can not dissociate on the surface. However, with SAAs of Pd embedded in
Au nanoparticles in an aqueous solution, the turn-over frequency is significantly
increased, and the selectivity is close to 100 %. In Paper I, kinetic Monte Carlo
simulations reveal that H2 adsorbs and dissociates on the Pd monomers, whereas
the reduction of oxygen occurs on the under-coordinated Au atoms, located at the
edges and corners of the nanoparticles. The site separation of the different elemen-
tary reactions is in this reaction crucial for the selectivity, since the selectivity on
under-coordinated Pd monomers is low. In Figure 4.5, four different SAA nanopar-
ticles are visualized. The selectivity towards H2O2 is high at 1 bar O2 and H2 pres-
sure at 286 K, regardless of whether one or eight Pd monomers are placed in the
(111) facets. However, under-coordinated Pd monomers on the nanoparticle edges
irreversibly form H2O. Therefore, the selectivity is decreased when the number of
under-coordinated Pd monomers increases from one to eight, since more oxygen
reduction occurs on Pd instead of the Au edges and corners. However, selectivities
approaching 100 % can be obtained, also over ill-compositioned nanoparticles, at
increased H2 pressures. In this case, the site separation between H2 dissociation
and oxygen reduction is emphasised, as the Pd monomers are covered by H.

S = 1.00 S = 0.97 S = 0.66 S = 0.14

Figure 4.5: Au nanoparticles with 1) 1 Pd monomer embedded in a (111) facet, 2) 8 Pd
monomers embedded in different (111) facets, 3) 1 Pd monomer embedded in an edge,
and 4) 8 Pd monomers embedded in different edges. The selectivity towards H2O2 at 1
bar H2 pressure and 1 bar O2 pressure at 286 K, for each nanoparticle composition is
presented.

4.5 Reactions at Solid-Liquid Interfaces
Many catalytic reactions required in sustainable energy applications occur at the
interface between a catalyst and a liquid solvent [88–90]. A liquid solvent can affect
the catalytic reaction in several ways, altering the potential energy landscape, and
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consequently shift the TOF and selectivity of the reaction [53, 91–94]. The effects
can stem from stabilization of certain intermediates on the surface, due to e.g.,
hydrogen bonds, or altered adsorption and desorption rates. However, a solution
may have more direct implications on the catalytic reaction than only shifting the
rates of elementary reactions. H2O and CH3OH molecules adsorbed on the surface
could act as a bridge between surface bound hydrogen and reaction intermediates,
hence cocatalysing the reaction [54, 94]. Another possibility is the complete charge
separation of surface bound hydrogen, in which a proton is donated to the water
solution, whereas the electron is left in the metal surface [48, 95]. In Paper I, it
is shown that complete charge separation of hydrogen adsorbed on Au or on Pd
monomers embedded in Au is strongly exothermic and accompanied by low barri-
ers. A visualization of the complete charge separation is shown in Figure 4.6. In
the initial state, hydrogen is adsorbed on the metal surface. The transition state
is reached when H reaches an atop position, directly under a water molecule. The
final state configuration shows the water solvated proton, in the form of H3O

+ over
a negatively charged metal surface.

Figure 4.6: Atomic models of the charge separation process over Pt(111). In the model
to the left, H is adsorbed on the metal surface under a water layer. In the middle model,
H has diffused to an atop position, directly under a water molecule. In the right figure,
the charge separated state is shown, where a proton is solvated in the water solution, over
a negatively charged surface. Atomic color codes: Pt (blue), O (red), and H (white).

The spontaneous charge separation of H, forming a water solvated proton over
a negatively charged metal surface, has important implications in the direct forma-
tion of H2O2, as the recution of oxygen can occur via the water solution, instead of
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in conventional surface reactions. A visualization of the consequences is shown in
Figure 4.7. Since the reduction of oxygen is competing with the irreversible O–O
bond rupture, the height of the energy barriers in the addition of hydrogen to the
oxygen species are crucial for the selectivity.

Figure 4.7: An energy diagram, visualizing the importance of the charge separation
process in the direct formation of H2O2. The reactions between hydrogen and the oxygen
species on the surface are associated with high barriers. However, reactions via the water
solution increases the formation rate of H2O2.

In Paper II, the influence of the metal-water interface is investigated in detail
for the (111) surfaces of Cu, Ag, Au, Pd, and Pt. Constrained molecular dynamics
simulations, in combination with the blue-moon ensemble method, are employed to
investigate the electronic and free energy profiles of the complete charge separation
process. The simulations show that complete charge separation is exothermic over
Au, Ag, and Pt, whereas it is close to thermo-neutral over Pd, and endothermic
over Cu. The energy barriers upon charge separation over Au and Pt are only 0.3
eV and 0.4 eV, respectively. Thus, charge separation is facile at room-temperature.
Furthermore, the free energy barriers are similar to the electronic energy barriers,
implying that the entropy contributions in the process are small.

The calculations in Paper II show that the presence of water affects also the
adsorption properties of O2. The adsorption strength of O2 on Au(111), Pt(111)
and Pd(111) is increased by 0.2–0.3 eV, as compared to the adsorption in the ab-
sence of water. The effects are larger on Ag(111), where the adsorption energy of
O2 increases ∼1 eV in the presence of water. The increased adsorption strength
over the different surfaces stems from hydrogen bonds between adsorbed O2 and
the water molecules in the solution. The hydrogen bonds promote a significant
charge transfer from the metal surface, to the adsorbed O2 molecule, substantially
elongating the O–O bond.
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4.6 Dynamics of Nanoparticles
In Paper I, it is shown that the turn-over frequency and selectivity towards H2O2
depends on the location of the Pd monomers. In an inert atmosphere, the more ac-
tive metal monomers are, in most cases, preferably located in the subsurface layers
of the nanoparticle [85]. However, previous calculations and experimental results
have shown that in a CO atmosphere, the active monomers are stabilized on the
surface [96, 97].

Investigating the kinetics of the activation of SAA nanoparticles is important, as
the dynamics of the particles may be kinetically limited. Since the active state
of a SAA nanoparticle is a meta-stable configuration, rather than the thermody-
namically most stable configurations, the kinetic understanding is important to
describe the durability of the catalyst. In Paper III, the kinetics of the activa-
tion and deactivation of PdAu SAA nanoparticles are investigated, using kinetic
Monte Carlo simulations. The potential energy surface reveals that CO stabilizes
Pd monomers in the Au surface. However, a CO pressure also facilitates the for-
mation of vacancies in the nanoparticle, crucial for the diffusion of Pd. In the
vacancy formation process, an Au atom on the surface is moved to an fcc-hollow
site on the surface, forming an ad-atom. In Figure 4.8, the coverage of ad-atoms
on three model systems are presented. The model systems are a 20x20 (111) sur-
face, constituted of 10 atomic layers (red), a 20x20 (111) surface with two (211)
steps, constituted of 10 atomic layers (orange), and a 3.6 nm truncated octahedron
nanoparticle (green). In the absence of CO, the coverage of ad-atoms on the (111)
surface is low. However, when steps are introduced on the surface, the ad-atom
coverage significantly increases. The ad-atom coverage is further increased over
the nanoparticle. The reason for the increased coverage is the lower activation
energy associated with vacancy formation of under-coordinated Au atoms. When
a CO pressure of 1 bar is introduced to the systems, the ad-atom coverages are
notably increased. Adsorbed CO molecules facilitate the formation of vacancies by
stabilizing the transition state, as well as the ad-atom on the surface. This effect
is most notable over the (111) surface, on which the CO adsorption energy is low.
The deactivation of the SAA catalysts, i.e., the diffusion of Pd monomers from the
surface to the subsurface layers, are found to depend on both the position of the
Pd monomers, and the global structure of the catalyst. In an inert atmosphere,
the lifetime of Pd embedded in a (111) surface is long at 373 K, despite being a
meta-stable composition of the catalyst. However, if the Pd monomer is instead
located in a (111) facet of a nanoparticle, the catalyst is deactivated after ∼1 hour.
Importantly, the Pd monomers located at under-coordinated positions are not sta-
ble for more than a couple of minutes. This emphasises the importance of taking
both the local environment, and the global structure of the catalyst into account
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Figure 4.8: The coverage of ad-atoms on Au(111), Au(111) with two steps, and a 3.6
nm truncated octahedron nanoparticle, as a function of temperature. In the figure to
the left, the ad-atom coverages in an inert atmosphere are presented. In the figure to the
right, the ad-atom coverages at 1 bar CO pressure are presented.

when investigating the composition and dynamics of SAA catalysts.
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5
Conclusions

In this thesis, the kinetics of catalytic reactions is explored using first-principles
based kinetic Monte Carlo simulations. Density functional theory calculations are
applied to determine the adsorption energies and elementary reaction rates over a
range of model systems. To describe the potential energy landscape over nanopar-
ticles, scaling relations, based on the coordination of the catalytic sites, are used.
To explore the potential energy surface in the case of many close-lying minima,
constrained molecular dynamics simulations are used.

Specifically, the direct synthesis of H2O2 from H2 and O2 over dilute PdAu nanopar-
ticles in an aqueous solution is investigated. The reaction depends on Pd being
located in the surface of the catalyst. Therefore, kinetic Monte Carlo simulations
are employed to investigate the dynamics of nanoparticles in an inert atmosphere,
and in a CO atmosphere. Specifically, the activation, in the presence of CO, and
the deactivation, in the absence of CO, of the dilute PdAu alloys are studied. Apart
from stabilizing the Pd monomers in the Au surface, CO is found to also facilitate
the formation of vacancies in the system, which is crucial for the segregation of Pd.
The vacancies are preferably formed on the edges and corners of the nanoparticle,
but may diffuse both in the surface and in the subsurface of the nanoparticles. The
deactivation of the particles, in the absence of CO is dependent both on the loca-
tion of the Pd monomer and the global structure of the system. The deactivation is
slow at temperatures below 373 K, suggesting that the dilute PdAu nanoparticles
reside in meta-stable configuration during reactions.

The kinetics of the direct formation of H2O2 over different PdAu systems are
explored using scaling relation kinetic Monte Carlo simulations. Whereas low
amounts of H2O2 is formed over pure Au nanoparticles, and pure Pd nanopar-

41



Chapter 5. Conclusions

ticles suffer from low selectivity towards H2O2, the dilute PdAu nanoparticles are
shown to be both active and highly selective towards H2O2. The selectivity is found
to depend on the efficient separation of elementary reactions over the different ac-
tive sites. The Pd monomers act as active centers for H2 dissociation, whereas
the formation of H2O2 occurs on the under-coordinated Au sites at the edges and
corners of the nanoparticles. The site-separation is crucial for the reaction, as the
selectivity towards H2O2 on under-coordinated Pd monomers is low. The reaction
is found to occur via redox-reactions at the metal-water interface. H adsorbed on
the metal surface undergoes a charge separation, in which a proton desorbs to the
water layer, whereas the electron is donated to the metal surface. As the formation
of H2O2 is competing with the irreversible rapture of O–O bonds on the surface,
the facile charge separation is crucial to maintain a high selectivity.

The facile charge-separation of H at the metal-water interface could be impor-
tant also for other catalytic reactions. The charge-separation process was therefore
investigated in detail over the (111) surfaces of Cu, Ag, Au, Pd, and Pt. The
electronic and free energy profiles for the charge separation of H over the differ-
ent surfaces are mapped with constrained molecular dynamics simulations. The
process is found to be exothermic over Ag, Au, and Pt, close to thermo-neutral
over Pd and endothermic over Cu. The process is over Au and Pt associated with
low barriers, thus, being facile at room-temperature. Water is also shown to have
effects on the adsorption properties of O2. In water, the O2 adsorption strength
and O–O bond length is significantly increased, as compared to the adsorption in
the absence of water. The increased adsorption strength stems from the enabled
hydrogen bonds between the water molecules and the adsorbed O2, facilitating a
significant metal-to-O2 charge transfer, and an elongation of the O–O bond.

5.1 Limitations
The exact description of a catalytic reaction is challenging, and the accuracy of
the predictions are limited by several factors. A clear limitation is the accuracy
of the density functional theory calculations, which are employed to describe the
potential energy landscape. Since the rate of an elementary reaction is exponen-
tially dependent on the activation energy, small errors in the barrier height, lead
to large changes of the elementary reaction rates. For example, an activation en-
ergy shift of 0.1 eV leads to a factor 50 change in the elementary reaction rate at
room-temperature. This is a problem, since the energies depend on the choice of
exchange-correlation functional. Due to the large energy dependence when assign-
ing the elementary reaction rates, the turn-over frequency of a specific reaction is
difficult to obtain. However, this limitation has a smaller impact when analysing
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the trends of catalytic reactions with respect to temperature, reaction conditions,
or catalytic sites. A way to further increase the accuracy of catalytic predictions
in the future is to use more accurate methods to calculate the energies, e.g., the
random phase approximation [98], or to include error estimates in the rates when
modeling the catalytic reaction.

A further limitation in the modeling of kinetic reactions is the clear gap between
experiments and the theoretical structural models. It is difficult to perfectly mimic
the experimental conditions, as impurities and other small deviations from per-
fect conditions tend to be either neglected or over-estimated in kinetic models.
The periodic model systems used to describe the potential energy landscape over
nanoparticles are often small, and trace elements are therefore difficult to describe.
In the modeling of catalytic reactions, elementary reactions are often included
based on chemical intuition or previous kinetic models. However, as described in
the appended papers, reaction mechanisms not following conventional surface reac-
tions may be important. Deviations in results obtained from computational models
and experiments may stem from comparing different things. In experiments, an
ensemble of different nanoparticles are considered, whereas in kinetic models, the
results are obtained for individual nanoparticles. It should be emphasised that the
advances in catalysis are based on the interplay between experiments and compu-
tational models, and that the purpose of kinetic models is to aid the interpretation
of experimental results, and to understand the mechanisms in the reactions.

5.2 Outlook
There are many things still to be explored. Kinetic Monte Carlo simulations can
be employed to combine the dynamics of the nanoparticles with catalytic reac-
tions on the surface. The description of the interplay between adsorbates and the
structure of the catalyst is an interesting development of kinetic modeling. The
description of the dynamics could be further improved by also taking the support
of the nanoparticles into consideration.

The dynamics of other metal particles, including dilute alloys, in different atmo-
spheres can be further investigated. However, when probing kinetics for a range
of different systems, kinetic Monte Carlo simulations are complicated and compu-
tationally expensive. Therefore, it would be interesting to explore to what extent
mean-field modeling could be incorporated into the kinetic Monte Carlo simula-
tions. A combination might make it possible to obtain the mechanistic description
of kinetic Monte Carlo simulation, at an accelerated rate. Investigating the limita-
tions of mean-field modeling, and the possibility to include kinetic coupling also in
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mean-field kinetic models, and compare the prediction to kinetic Monte Carlo sim-
ulations would also be an important fundamental investigation. A different kind of
combination would also be interesting to explore, in which the kinetic Monte Carlo
simulations are combined with molecular dynamics simulations. The molecular
dynamics simulation could be used to further describe the dynamic behavior of the
catalyst.

Kinetic Monte Carlo simulations are highly tunable with respect to reaction condi-
tions, and the structure of the catalyst. Therefore, a next step to further approach
the real experimental conditions could be to simulate entire reactors, and e.g.,
consider the inclusion of promotors, ligands, or other solvents.
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