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Yuhan Chen a, Wuliu Tian b and Wengang Mao a

aDepartment of Mechanics and Maritime Sciences, Chalmers University of Technology, Gothenburg, Sweden; bSchool of Navigation, Beibu Gulf
University, Guangxi, People’s Republic of China

ABSTRACT
An optimisation algorithm is an essential part of voyage planning systems to achieve autonomous and
intelligent operations. Various algorithms have been proposed for voyage planning to minimise fuel
consumption and increase punctuality. Among them, the isochrone method has been recognised for its
robustness and efficiency in voyage optimizations. This paper improves it to overcome its incompetence
in multi-objective optimisation and reliable route convergence towards the destination. Five improved
methods are proposed and compared, to investigate the most effective enhancing strategy to achieve
robustness and practicality in real-time application. By changing search space after the middle stage of
the voyage, and formulating an augmented cost function to refine search criteria according to different
optimisation objectives, one improved isochrone method (named Isochrone-A*) shows more competitive
capability, with potential in real-time implementations. The effectiveness and efficiency of these five
improved strategies are compared using four ocean-crossing voyages collected by a chemical tanker.
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1. Introduction

To mitigate climate change resulting from maritime transport, the
International Maritime Organization (IMO) requires ship owners
and technical managers to continually enhance the energy efficiency
of their ship operations (Poulsen et al. 2022). Shipping companies
typically also strive to maximise their revenue while reducing sail-
ing expenses, including fuel consumption. A voyage planning sys-
tem, as an essential solution for e-navigation, can be
implemented to reduce air emissions from shipping, improve cost
efficiency, and assist autonomous ship navigation (Zhao et al.
2023; Zhao and Bai 2023). A proper optimisation algorithm is a cru-
cial component in a ship’s voyage planning systems, to achieve
specific predefined objectives (Simonsen et al. 2015). Many voyage
optimisation algorithms have been widely implemented and are
under research, including recently developed using advanced AI/
machine learning techniques (Xue 2022; Xue and Qian 2023). For
actual sailing, commonly employed algorithms are the so-called
deterministic optimisation algorithms rather than the stochastic
ones such as genetic algorithms. Depending on how the searching
area is discretized in time, the optimisation algorithms can be
divided into dynamic and static grid-based voyage optimizations
(Wang et al. 2021).

For dynamic grid-based optimisation algorithms, searching
waypoints/grid is dynamically developed during the optimisation
process, e.g. the isochrone algorithm first proposed by (James
1957) and originally used to assist manual navigation planning
on maps. It was further improved by (Hagiwara 1989) in compu-
ter-assisted voyage planning to consider fast arrival time. The irre-
gular shape of the isochrone caused by the non-convexity of a ship’s
performance at sea may cause ‘isochrone loop’ as in (Wisniewski
1991). (Roh 2013) improved the isochrone algorithm by consider-
ing the ship performance impact at sea. Those methods were
further modified by changing equal travelling time to equal

power consumption as Isochrone, named as Isopone algorithms
(Klompstra et al. 1992) and Isocost (Topaj et al. 2019). Moreover,
to enhance the performance of 2D isochrone method, (Lin et al.
2013) proposed a 3D isochrone method and applied it with Particle
Swarm Optimization (PSO) in (Lin 2018). Similar approaches were
also investigated such as (Sasa et al. 2021) to further consider the
involuntary speed loss and maneuverability for ship voyage plan-
ning. Another typical example of a dynamic grid searching method
is the Dividing Rectangles (DIRECT) algorithm by (Larsson et al.
2015).

The static grid-based methods predefine all searching waypoints
around a ship’s sailing area at the initial optimisation stage, and
optimal waypoints can only be chosen from this static grid. If a
ship’s speed is fixed along a voyage, they are often named as two-
dimensional (2D) voyage optimisation methods, such as the
dynamic programming algorithms in (Chen 1978), (De Wit 1990)
and (Calvert et al. 1991) to optimise a ship’s route/voyage with
fixed speed or power setting based on the theory of (Bellman
1952). Conventional Dijkstra algorithm (Dijkstra 1959), A* algor-
ithm (Hart et al. 1968) and their recent development, such as in (Sil-
veira et al. 2019), (Ma et al. 2020), (Pennino et al. 2020), (Shin et al.
2020), and (Grifoll et al. 2022), (Bahrami and Siadatmousavi 2023)
etc., are other commonly used voyage planning methods. If a ship’s
speed/power is configured to vary along the voyage, it is recognised
as a three-dimensional(3D) voyage optimisation method. For
example, the 2D dynamic programming method that was further
developed by (Wang and Meng 2012), (Zaccone and Figari 2017;
Zaccone et al. 2018), and (Wang et al. 2019) to allow speed
variation.

However, voyage optimisation systems should always consider
the balance between computation efficiency and the effectiveness
of optimisation algorithms for practical operations. In addition, fre-
quent change in a ship’s sailing status or engine settings is not

© 2024 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited. The terms on which this article has been published allow the posting of the Accepted Manuscript in a repository by
the author(s) or with their consent.

CONTACT Wengang Mao wengang.mao@chalmers.se Division of Marine Technology, Department of Mechanics and Maritime Sciences, 412 96, Gothenburg,
Sweden

SHIPS AND OFFSHORE STRUCTURES
https://doi.org/10.1080/17445302.2024.2329011

http://crossmark.crossref.org/dialog/?doi=10.1080/17445302.2024.2329011&domain=pdf&date_stamp=2024-03-13
http://orcid.org/0009-0001-8510-3935
http://orcid.org/0000-0003-4168-2549
http://orcid.org/0000-0002-7126-1254
http://creativecommons.org/licenses/by/4.0/
mailto:wengang.mao@chalmers.se
http://www.tandfonline.com


preferred by operators. Sophisticated methods such as 3D optimis-
ation methods and AI-based reinforcement learning algorithms are
generally too complicated to solve voyage optimisation problems
within a reasonable time range due to many variables and their
ambiguous dependencies. According to the market survey by
(Simonsen et al. 2015), shipping companies expect the runtime of
the voyage optimisation algorithm to be at most 1 min, preferably
within 15 s. Meanwhile, maintaining accurate Estimated Time of
Arrival (ETA) are widely considered as an energy-efficient measure
while also avoiding sailing risks (Turna 2023). Therefore, in this
paper, the isochrone voyage optimisation method, well-known for
its computation efficiency and characteristic for ensuring ETA, is
further developed. Hagiwara (1989) improved the traditional iso-
chrone method from a manual navigation method to an efficient
voyage planning algorithm. However, it may result in irregular
routes with unrealistic shapes, and is not suitable for multi-objec-
tive optimisation. Other researchers refined the isochrone method
by including the speed variation and employing it in advanced
machine learning algorithms to enhance the optimisation capa-
bility, but also increasing its complexity. To inherit the compu-
tational efficiency to make it practical for real operations, while
also enhancing the voyage optimisation capability, this paper intro-
duces different improvement strategies from the aspects of improv-
ing the search space and convergency during the optimisation
process. A general overview of the isochrone voyage optimisation
algorithm is presented in Section 2. In Section 3, different improve-
ment strategies are described in detail. Section 4 compares the
results of the voyage optimisation with those improved methods
in terms of their effectiveness and efficiency using full-scale
measurement data from a chemical tanker. It is followed by con-
clusions in Section 5.

2. Overview of the isochrone algorithm for voyage
optimisation

A computer-assisted ship voyage planning/optimisation system
normally contains several components as listed in Figure 1. For
example, the sailing constraints, e.g. land avoidance, no-go zones,
traffic separation scheme, etc., are used to define and generate a
waypoint grid for optimal route searching. The metocean environ-
ment and ship performance models are used to estimate the cost by
the cost functions corresponding to various optimisation objectives,
such as ETA, minimum fuel consumption, etc. The waypoint grid

may contain huge amounts of waypoints required to estimate
their associated sailing costs. Thus, for a voyage optimisation sys-
tem, the requirement of computational effort can easily exceed a
computer’s capacity. Consequently, the critical component in the
voyage planning system is a proper optimisation algorithm.

In this study, the objective of the voyage optimisation algorithm
is to achieve energy-efficient sailing with arrival punctuality. Other
important factors related to practical ship navigations, such as ship
motions, collision avoidances, maritime service fees, etc., with
proper models to describe the cost functions associated with
those factors, the proposed isochrone method should have the capa-
bility to consider this multi-objective voyage optimisation problem.
However, they are outside the scope of this study and will be inves-
tigated in our future research activities. In addition, detailed navi-
gation plannings, such as the traffic separation zones, keel
clearance, or real-time navigation warnings from the ECDIS sys-
tem, etc., are only partly covered in the method development. But
they can be smoothly implemented in the method by considering
the bathymetric maps and tidal currents, as well as setting proper
reference routes. Those implementation issues for actual maritime
applications are not fully considered in the current study.

2.1. Overview of isochrone voyage optimisation

For the isochrone optimisation methods in this paper, the word
‘isochrone’ indicates the contour lines that the ship can reach
with equal sailing time. The isochrone voyage optimisation method
was initially proposed by (James 1957) for manual use, to help ships
navigate to the destination as soon as possible, or on the accurate
ETA. The general procedures of the isochrone voyage optimisation
method are as follows. Firstly, a reference route, which can be either
the shortest route (the great circle route) or a typical sailing route by
experience, should be chosen to guide the search space. Then, a
ship’s voyage is divided into different time stages. For each time
stage starting from the departure, every waypoint moves forward
to the next time stage (of equal sailing time) with several candidate
options (subsequent waypoints) as in Figure 2. And from the next
time stage, the whole process is repeated in such a recursive way
until the destination is reached.

However, for each time stage, if all generated waypoints for the
next stage are kept, the total number of potential waypoints will
grow exponentially. Overcoming the ‘curse of dimension’motivates
researchers to improve the isochrone method for actual ship voyage

Figure 1. An overall scheme of a typical ship voyage planning/optimisation system (This figure is available in colour online.).
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optimisation applications. (Hagiwara 1989) introduced the concept
of subsectors helping to select several optimal waypoints at each
time stage. The subsectors are defined as parallel lines of equal spa-
cing on both sides of the reference route. At each stage, only the best
waypoint is chosen in each subsector to compose the next iso-
chrone/time stage. The number of waypoints is restricted, and a
ship is also supposed to move within the area defined by subsectors.

2.2. Procedures of the isochrone voyage optimisation
algorithm

The waypoint/grid generation procedure of the original isochrone
voyage optimisation method (Hagiwara 1989) (denoted as Iso-
chrone method hereafter) is illustrated in Figure 3, where the
ship speed is assumed to be fixed along the voyage unless encoun-
tering harsh weather conditions (with involuntary speed
reduction). The parameters used to define the grid system are listed
in Table 1. Let the departure point denote by X0= [x0, y0], the des-
tination by Xf = [xf, yf], and the great circle route between X0 and Xf

is chosen as the reference route as in Figure 3. Let a ship’s service
speed denote by V, the isochrone voyage optimisation can be con-
ducted as follows:

(1) From X0= [x0, y0] at the departure time T0, a ship sails to the
1st time stage (T0+Δt), following 2m + 1 course headings Cref ±
i·ΔC (i = 0, 1,… , m) respectively, where Cref is the course head-
ing at X0 along the reference route.

(2) The newly generated waypoints should be checked with the
sailing constraints as in Figure 1: land-crossing/shallow

water, no-go zones, or safety factors (such as sea ice in arctic
sailing). Then, all feasible waypoints form the first isochrone
as {X1(i), i = 1, 2,… , 2m + 1}.

(3) For each (i-th) waypoint in the current isochrone {X1(i)},
repeat Step (1) to get new waypoints for the 2nd time stage
{X2(i, j), j = 1, 2,… , 2m + 1}, and evaluate the cost of all gener-
ated new waypoints.

(4) Define a set of subsectors, starting from X0 following 2k + 1
course headings Cref ± s·ΔSn (s = 0, 1,… , k), here n = 2 rep-
resents the 2nd time stage, as in Figure 3. The subsector
range ΔSn (n = 2) is defined by:

DSn = c · DD
sin(c · dn) , C = p

60× 180
, (1)

where dn is the expected sailing distance in the nth time stage of
isochrone after n·Δt hours:

dn = n · Dt · V. (2)

The subsectors {Sn(s), n = 2, s = 1, 2,… , 2k} are represented by
the area between each pair of adjacent headings Cref + (s-k-1)
·ΔSn and Cref + (s-k) ·ΔSn (n = 2; s = 1, 2,… , 2k).

(5) In each (s-th) subsector Sn(s) (n = 2), preserve only one optimal
waypoint according to the costs associated with all the gener-
ated waypoints {Xn(i, j), n = 2}. All optimal waypoints in each
subsector compose the 2nd/next isochrone {Xn(s), n = 2, s =
1, 2,… , 2k}.

(6) Repeat Steps (2) and (3) for the n-th time stage (n = 3, 4,…),
recursively, to first generate all waypoints {Xn(i, j), i = 1, 2,
… , 2k, j = 1, 2,… , 2m + 1}. Then from all those waypoints,
select the n-th isochrone as {Xn(s), s = 1, 2,… , 2k}. When the
geographical distance from the current isochrone to Xf is less
than Δt·V, connect all the waypoints directly to Xf = [xf, yf].

(7) Xf can be reached through a set of potential routes from X0. For
energy-efficient sailing, the optimal route is identified as the
route with the minimum fuel consumption. The weather
impacts are considered as changed fuel costs, to either avoid
harsh weather or utilise the ocean current.

2.3. Parameter sensitivity in the isochrone method

In this method, five essential parameters in Table 1 should be well
specified, as they control the generation of waypoints in the search
grid, thereby significantly influencing voyage optimisation results,

. Δt: It controls the looseness of the search grid along the direction
toward the destination, i.e. the step size of the dynamic route-
finding process. Large Δt may avoid local optimums as well as
converge faster towards the destination. However, it may cause
abrupt turns in the candidate routes.

. ΔC: It specifies the step size for generating the successors from
the current waypoints. When ΔC is larger, newly generated way-
points will expand wider. However, since new waypoints can
also reach more subsectors, too large values of ΔC may lead to
locally optimised predecessor waypoints, as other candidate

Figure 2. A waypoint grid system generated by an isochrone voyage optimisation
method (This figure is available in colour online.).

Figure 3. Graphic interpretation for the generation of the second isochrone{X2(s)}
in the Isochrone method (This figure is available in colour online.).

Table 1. Parameter of isochrone algorithm.

Δt Sailing time between two adjacent time stages
ΔC The increment of heading angles between two adjacent sub-routes from

each of the current ‘optimal’ waypoints at each time stage.
2m +
1

Number of successor waypoints for each waypoint at current stage

2k Number of subsectors
ΔD The width of the searching limit within each local subsector

SHIPS AND OFFSHORE STRUCTURES 3



waypoints in nearby subsectors may be ruled out, and finally lead
to partly overlapped routes.

. m: Corresponding to the number of successors for the current
waypoint. If m is small, the search area ahead of each current
waypoint might not be efficiently covered by enough successors.
And if it is large, the search performance might be significantly
reduced, since great computation effort is needed to search big
areas/waypoints.

. k: It defines the number of subsectors. Similar to m, larger k
(more subsectors) covers a broader search area when the
whole voyage search progresses. It may improve performance
by generating more potentially feasible routes but may also
increase the computational effort of the process.

. ΔD: It defines the width of the single subsector and, hence con-
trols the width of the search grid along the voyage. Small ΔD
indicates a narrow searching range perpendicular to the refer-
ence route which may be insufficient for optimal route-
finding, while large ΔD can lead to sharp turns in routes toward
the destination.

All those parameters should be chosen within a reasonable range
to allow for efficient voyage optimisation. Their values are generally
dependent on the length of the voyage and weather dynamics.
Increasing the values of those parameters may have a positive
impact on optimisation results, but a trade-off between perform-
ance and computational efficiency should also be considered. Gen-
erally, the Isochrone voyage optimisation method by (Hagiwara
1989) can eliminate the phenomenon of the ‘curse of dimension’.
However, some shortcomings can still be observed. For example,
sub-routes will continuously widen as they progress, and grow to
cover a vast search range, as seen in Figure 3. When nearing the
vicinity of the endpoint, waypoints are directly connected to the
destination. Thus, routes with sharp turns around the destination
would easily appear, as shown in Figure 4. Most of those candidate
routes with abrupt changes in direction are not realistic for practical
voyage planning. In this study, several strategies to improve the Iso-
chrone method are investigated and discussed as follows.

3. Strategies for improvement

For a ship voyage optimisation method, two key components, i.e.
the waypoint grid generation and the cost/weight functions associ-
ated with each waypoint, can significantly influence its result and
performance. In this study, five strategies to modify those two com-
ponents are investigated for their capability to improve the original
Isochrone method in ship voyage optimisation. A flowchart for
different modification strategies is presented in Figure 5.

In all the modification methods, the Isochrone optimisation pro-
cess divides a ship’s voyage planning into two parts from the depar-
ture to the destination. In the first half voyage, the Isochrone voyage
optimisation method by (Hagiwara 1989) is used. Then five strat-
egies are introduced in the second half voyage to,

(1) avoid the route convergence problem as presented in Figure 4,
(2) maintain fast optimisation/computation efficiency,
(3) improved optimisation results.

The five improvement strategies are briefly summarised in Table
2 and will be presented respectively in the following subsections.

3.1. Reversed subsectors

The sharp turns near the destination as in Figure 4 are caused by the
fact that the waypoints searching process, in the original Isochrone
voyage optimisation method Hagiwara (1989), involves only expan-
sion without a convergence process. The subsectors are defined as a
monotonically increasing function of sailing distance dn, i.e. dis-
tance from departure to the n-th time stage as in Equation (2).
Since the subsectors guide the search areas during the voyage
optimisation process, reconstructing subsectors in the late stages
of a voyage is proposed in this study to resolve the convergence pro-
blem. In the second half of the voyage, the sailing distance from the
departure X0, i.e. dn is replaced by the distance to Xf (denoted as
dNS). It is then used to define the width of the following subsectors
in the second half of a voyage as,

DSNS = c · DD
sin(c · dNS) , dNS = dtotal − dn, (3)

where dtotal is the total distance from X0 to Xf along the reference
route, ΔD is the maximum local subsector width (i.e. resolution of
the isochrone as in Figure 3) and indicates the width limit for each
subsector in the distance, and c is a constant defined in Equation
(2). Note that subsectors are given by intervals of the headings,
hence ΔSNS represents the range for each subsector in headings at
the nth stage. The subsectors in the first half voyage, together with
the reversed subsectors in the second half are shown in Figure 6. A
reversed and symmetric subsector set is generated, which gradually
reduces its range when approaching the endpoint Figure 7.

Finally, the complete procedure for this modified isochrone
method can be executed as follows:

(1) Follow the steps in Section 2.2 for the first half of a voyage.
(2) When the distance from the current time stage to Xf is less than

half of the total distance dtotal, reversed subsectors are
Figure 4. Potential optimal routes generated by the Isochrone method (Hagiwara
1989) (This figure is available in colour online.).

Figure 5. Concepts for different improvement strategies of the Isochrone method
for voyage optimisation (This figure is available in colour online.).
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constructed using the back course heading angles as Cinv ±
s·ΔSNS (s = 0, 1,… , k), where Cinv is the azimuth angle of the
back course at Xf, i.e. from Xf to X0 along the reference
route, and ΔSNS is defined in (3). See Figure 6 (right part) for
references of reversed subsectors.

(3) Then, 2k reversed subsectors {SNS(s), s = 1, 2,… , 2k} are rep-
resented by the area between each pair of the adjacent back
course heading angles Cinv + (s-k-1) ·ΔSNS and Cinv + (s-k)
·ΔSNS (s = 1, 2,… , 2k).

(4) From each isochrone waypoint in the current time stage, i.e.
{Xn-1(s), s = 1, 2,… , 2k}, generate new waypoints for the n-th
time stage towards Xf following course headings Cni ± i·ΔC (i
= 0, 1,… , m), where Cni denotes the initial course at the cur-
rent waypoint {Xn-1(s), s = 1, 2,… , 2k}, along the great circle
route from Xn-1(s) to Xf. The new waypoints at the n-th time
stage are denoted by {Xn (i, j), i = 1, 2,… , 2k; j = 1, 2,… ,
2m + 1}.

(5) Evaluate the cost of each waypoint {Xn (i, j)}. In each (s-th) sub-
sector SNS(s), choose the one with the optimal cost to form the
isochrone {Xn(s)} at the n-th time stage, as a waypoint member.
The optimal waypoint selection criterion is the shortest dis-
tance to the destination, to avoid the detour leading to a high
fuel consumption.

(6) Repeat steps (3) and (4). Once the current distance to Xf is less
than 3·Δt·V, decrease ΔC to 0.1·ΔC, since the reverse subsectors
progressively narrow down and will be compact around Xf.

(7) When the distance to Xf is less than Δt·V, connect current way-
points to Xf as the final sub-route.

3.2. Optimal subsectors

As illustrated in Figure 6, the convergence problem of Isochrone
method in Figure 4 might be solved by constructing reversed

subsectors. However, when a voyage optimisation process
approaches the destination, subsectors at the very late time stages
can become significantly narrow. Subsequently, very few of the cur-
rent isochrone waypoints, i.e. {Xn(s), s = 1, 2, .., 2k and k is very
small}, might be chosen with successor waypoints for forming the
next isochrone {Xn + 1(s)}, since waypoints with lower costs from
the current stage will have temporary optimality (such as the way-
point Xn(a)) in the illustration in Figure 8. A great part of waypoints
in the next isochrone {Xn + 1(s)} are successors of Xn(a). Therefore,
sub-routes generated afterward may all originate from very limited
waypoints {Xn(s)}. This phenomenon could be considered as the
route search being trapped in a local optimisation. However, an
ideal optimisation algorithm should be able to search candidate
routes covering sufficient sailing areas.

To overcome the possible problem from the above modification,
the following procedures named optimal subsections are proposed
as follows, with a corresponding flowchart in Figure 9:

(1) The generation of the waypoint grid will be carried out as in
Section 3.1, with the optimal waypoint selection criterion as
the shortest distance to the destination.

(2) In the latter half voyage, the number of nodes/waypoints pre-
served in each subsector is increased and controlled by an extra
parameter to prevent the waypoints from an exponential
increase in quantity. It is set to 3 for the case study voyages
in the following analysis.

(3) Every predecessor waypoint is only allowed to keep a limited
number of its successors, avoiding its domination, i.e. for a

Table 2. Methods used in different parts of the voyage planning/optimisation process.

Name of modification First half voyage

Second half voyage

Final StageSubsector Searching method

Reversed subsectors

Isochrone method

Reversed subsectors

Isochrone method

ΔC = ΔC*10%
Optimal subsectors Reserve suboptimal nodes

Isochrone-A* Augmented heuristic function

Power subsectors - Optimal power greedy search

Isochrone-Dijkstra Dijkstra algorithm

Figure 6. Definition of subsectors along the voyage (This figure is available in col-
our online.).

Figure 7. The flowchart of Reversed subsector method (This figure is available in
colour online.).
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preceding waypoint, the number of successors preserved in the
next stage is restricted. It is set to 5 for the case study.

This approach provides candidate waypoints with a higher prob-
ability of surviving till the final time stages of a voyage, while also
restricting the domination of one waypoint at its following time
stage. Thus, this approach is proposed to prevent temporary optim-
ality of choosing only a few dominating waypoints.

3.3. Isochrone-A* method

In addition to modifying the waypoints grid system by the re-
definition of subsectors, another approach is to explore various cri-
teria that are used for selecting optimal waypoints at each subsector
corresponding to certain cost functions. Most of today’s selection
criteria for isochrone voyage optimisation methods are defined as
either the shortest distance to the destination, or minimum fuel
consumed to the current waypoints. They encompass solely the
information from the previous part of the voyage. This study will
investigate how to augment a heuristic term to also encompass
future considerations.

The ideas of A* algorithms are implemented in this improve-
ment strategy to consider the future cost of potential candidate
sub-routes. A* is a conventional and widely used graph-searching
algorithm. It is an informed search algorithm and its evaluation
function for selection criteria involves both forward and backward
cost estimation along searching sub-routes:

f (n) = g(n)+ h(n), (4)

where g(n) is the cost from the departure, and h(n) is the heuristic
term to estimate the cost to reach the destination. Within the pro-
posed Isochrone-A* method, the waypoint grid system is generated
by the same approach as Section 3.1. And the changes are taken in
formulating the evaluation criterion:

(1) In the first half of the voyage, the evaluation criterion f(n) for
optimal selection is kept as the shortest distance to the destina-
tion, to avoid detours in the early stages.

(2) In the second half voyage, the evaluation criterion f(n) is for-
mulated to involve the heuristic term h(n):
. g(n): The accumulative fuel consumption from departure.
. h(n): The estimation of the fuel consumption to the destina-

tion. Assuming departing from the current waypoint
towards Xf through the great circle route, the fuel cost is esti-
mated based on dynamic weather updates at each time stage.

. f(n): The estimated fuel consumption for the entire voyage.

Figure 8. Illustration of a waypoint with temporary optimality (This figure is avail-
able in colour online.).

Figure 9. The flowchart of Optimal subsector method (This figure is available in
colour online.).

Figure 10. The flowchart of Isochrone-A* method (This figure is available in colour
online.).

Figure 11. The flowchart of Power subsector method (This figure is available in col-
our online.).
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The overall procedures are presented in the flowchart in Figure
10. Thus, by taking an overall view of the whole route in the way-
point selection, this approach improves the Isochrone method to
avoid the local optimum, based on the strategy in Section 3.1.

3.4. Power subsectors

To avoid the problems of temporary suboptimality as in Figure 8,
an alternative way of limiting the number of waypoints in the latter
half of a voyage is considered, i.e. the greedy dynamic search
method. It is named as ‘power subsectors’ here, which select the
optimal point among the successors for each waypoint in the cur-
rent isochrone. This indicates each of the preceding waypoints
will form a feasible route to reach Xf. This approach can be carried
out as follows, as in Figure 11.

Firstly, in the first half of the voyage, an optimal point in each
subsector is chosen as the one with the shortest distance to the des-
tination. Secondly, for the latter half of the voyage, every waypoint
proceeds towards Xf following the heading Cni ± j·ΔC ( j = 0, 1,… ,
m). Then, among all 2m+ 1 generated successors, select the optimal
point with the lowest fuel consumption and append it to the grid as
the next generation. Continue until the destination. The dynamic
grid of isochrone in the first half will reach its widest in the middle,
thereby avoiding local optimum.

3.5. Isochrone-Dijkstra method

In the isochrone algorithm, sub-routes connecting a waypoint at the
current stage are solely associated with the connecting waypoints at
the previous time stage. Once a waypoint at a current stage is
removed, all its predecessors will be automatically deleted. It may
significantly reduce the search area when a voyage converges to
its destination. On the other side, allowing a large spread of search-
ing as in the original Isochrone optimisation method leads to
unrealistic route planning as in Figure 4. Therefore, this study
explores the implementation of Dijkstra’s algorithm for the second
half of a voyage to solve those two issues.

The Dijkstra method is a graph-searching algorithm, where a
static grid is first established based on the sailing area. Edges
are connected between waypoints in adjacent time stages, and
the cost of these edges (or sub-routes) are assigned correspond-
ing to e.g. fuel consumption along the edges. Distinguished
from the isochrone algorithm, there is no natural binding
between waypoints. The Dijkstra methods progressively explore
adjacent waypoints and update the lowest cost to reach each
waypoint based on the cumulative cost. With the static grid,
the Dijkstra algorithm can find the lowest cost route between

two waypoints since it enumerates every possibility in its pre-
defined grid. This approach can be executed followed by the
flowchart in Figure 13.

(1) In the first half of a voyage, choose an optimal waypoint in each
subsector with the shortest distance to the destination to com-
pose the new isochrones.

(2) When reaching the second half of the voyage, a static grid is
generated based on the waypoints in the latest isochrone, as
illustrated in Figure 12. The candidate waypoints in the sub-
sequent stages are obtained by translating the latest isochrone
along the direction of the GCref towards Xf, for the route
convergence.

(3) For each waypoint in the latest isochrone as the starting point,
assign cost to the estimated fuel consumption for all sub-
routes, and search for the lowest cost route to Xf, using the
Dijkstra algorithm. Then, several potential sailing routes will
be obtained.

(4) These candidate routes would possess different times of arrival,
since the travelling distance varies in sub-routes, and sailing
speed is assumed constant. In this approach, the optimal
route will be chosen as the route with the most accurate ETA
as required.

4. Comparison of improved isochrone methods

A chemical tanker with full-scale measurement is used in the case
study, to compare the capability in voyage optimisation using the
isochrone methods improved by the five proposed strategies. A
conventional weather routing system was installed on the ship to
provide guidance on her voyage planning. Combined with the
ship master’s experience, the actual sailing routes are supposed to
be more efficient than ordinary voyage planning systems. Two win-
ter and two summer voyages of the ship, measured from 2015 to
2016, are selected as the case study voyages for comparison, as
shown in Figure 14. To be more representative, the four voyages
cover two westbound and eastbound voyages with diverse environ-
mental conditions, i.e. in harsh, typical, and calm sea states
respectively.

In this study, the objective of voyage optimisation is set as the
minimum fuel consumption along a voyage, and meanwhile, the

Figure 13. The flowchart of Isochrone-Dijkstra method (This figure is available in
colour online.).

Figure 12. Static grid generated to deploy the Dijkstra algorithm (This figure is
available in colour online.).
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ETA of voyage planning is set the same as the selected case study
voyages. The cost function for fuel estimation demands all encoun-
tered MetOcean environmental data inputs (wind, wave, and cur-
rent), as well as a ship performance model, which provides the
ship’s speed and fuel consumption relationship. In this case
study, related MetOcean parameters are extracted from ECMWF
ERA-5 (2019) dataset for wind and wave, and ocean current data
is acquired from Copernicus 2019 server. Furthermore, the ship
energy performance model, which is a semi-empirical model devel-
oped by (Lang and Mao 2020; Lang and Mao 2021), is used in the
Isochrone optimisation methods.

To get the best optimisation results, the parameters in the Iso-
chrone optimisation algorithm are selected based on hyper-par-
ameter investigation. The values are listed in Table 3. Generally,
the parameter Δt can initially be determined to divide the voyage
into 20 time-stages. Following that, ΔC,m, ΔD, and k can be chosen
referring to the actual voyage sailing range/width, and the general
sea state during the voyage. As in Section 2.3, the search range
for a single waypoint is defined by mmultiplies ΔC, and the overall
search width is restricted by k multiplies ΔD. ΔC and ΔD indicate
the step size. Calm sea environments sailing tends to be near the
great circle route to save distance, thus its search range can be
assigned small, with looser/larger step sizes, as Voyage20150721
and 20160523; otherwise, the values can be set to allow a wider
range search in smaller steps, as Voyage20161108 and 20160229.

4.1. Optimisation results for the westbound voyages

Two westbound case study voyages, one during winter Voy-
age20161108 and one during summer Voyage20150721, are inves-
tigated in this section. The optimisation results in terms of fuel
consumption, sailing time (ETA), and sailing distance are listed
in Table 4. The corresponding voyages are presented in Figure
15. For both westbound voyages, the sea states encountered by
their actual route are generally mild, i.e. Hs (the significant wave
height) is less than 3.5 metres. This should be attributed to the care-
ful planning by the experienced captain assisted by an onboard

routing system. Meanwhile, actual routes do not deviate much
from the great circle route, thereby their total sailing distances
are near the shortest achievable distance. It may indicate the actual
routes were well optimised.

For the Voyage20150721, all the Isochrone based optimisation
methods could further reduce the fuel consumption than the actual
route, from 3.9% to 5.7%. But for the Voyage20161108, some
modified Isochrone methods work better, such as Isochrone-A*,
Power subsectors, and Isochrone-Dijkstra methods. Specifically,
Isochrone-A* shows the best performance with 2.6% energy
improvement. From these two westbound cases, Isochrone-A*
method provides the most energy-efficient route in voyage optim-
isation. On the contrary, the performance of the original Isochrone
method is not very promising. It gives the most fuel consumption
with a long sailing distance, and sharp turns also appear in its
route when approaching the destination in both cases in Figure
15. In addition, Optimal subsectors behaves nearly identically to
Reversed subsectors method due to their greatly resembled routes
and close amount of fuel expense in two cases.

To further investigate the optimisation results, the details of the
winter Voyage20161108 are presented in Figures 15–17. During
this voyage, the sailing conditions are quite calm with the highest
wave of 2.6 metres. As shown in Figure 15, the optimal routes pro-
vided by the three methods, i.e. Isochrone-A*, Isochrone-Dijkstra,
and Power subsectors, are similar in most of the parts with minor
deviations. While the other two methods give almost identical
results. This coincides with the optimisation results given in
Table 4. For encountered Hs shown in Figure 16, the most notice-
able weather variations occur between longitude −35°W to −30°W
for all optimised voyages.

In Figure 17, high waves are observed in the northern part of the
sailing area. The actual route differs from the great circle route and
has altered its course twice, to stay in the calm sea state. However,
its detour causes a longer sailing distance and slightly higher aver-
age speed to meet the same ETA. Three routes sail closer to high
waves area, i.e. routes from Reversed subsectors, Optimal subsec-
tors, and Isochrone method. Since high waves are in the vicinity
of the great circle route, it implies that these routes prioritise
short distances over avoiding high. However, they show more
fuel consumption than the actual route. Finally, Isochrone-A*,
Power subsectors, and Isochrone-Dijkstra methods can give
improved results than the actual route. The other Voyage
20150721 shows similar results as sailing in relatively calm sea
environments, with the highest encountered Hs of 3.5 metres. The
actual route follows the great circle route. Meanwhile, routes
suggested by other optimisation methods diverge slightly toward
north at around longitude −30°W. They have encountered similar
sea weather showing more similar optimisation results. While the
Isochrone-A* method gives the best optimisation results with
5.7% fuel saving.

4.2. Optimisation results for the eastbound voyages

The optimisation results for two eastbound cases, Voyage 20160229
and 20160523, are presented in this section to show the rough and
ordinary sailing environments respectively. The optimised routes
obtained by different approaches are presented in Figure 18. The
corresponding ETA, fuel consumption, and travel distance are
listed in Table 5.

The chosen eastbound voyages have encountered harsh sea con-
ditions when sailing in the North Atlantic, especially the winter
Voyage20160229 representing a voyage sailing in extremely rough
weather conditions. Its actual sailing encountered Hs of 9 metres.
It was planned to avoid the storm by first heading a bit south of

Figure 14. Case study voyages used for comparison (This figure is available in col-
our online.).

Table 3. Parameters of Isochrone algorithm for the voyages.

Voyage name ΔC [degree] m Δt [h] ΔD k
Voyage20161108 0.8 10 8 9 10
Voyage20150721 0.3 15 7 5 15
Voyage20160229 0.5 30 8 6 30
Voyage20160523 0.2 10 8 6 10
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the great circle route, then turning back and heading toward the
destination. Another relatively normal sailing environment is also
introduced as the summer Voyage20160523, where the highest Hs

reaches around 5 metres. This is rather a common sailing environ-
ment in the North Atlantic. For sailing conditions in these cases, the
fuel consumption can change dramatically if the voyage planning is
not efficient. However, all the proposed methods could show con-
siderable improvements in comparison with the actual routes. As
shown in Table 5 for the winter Voyage20160229, Isochrone-A*

saves the most fuel up to about 9.0% than the actual route. And
for the summer Voyage 20160523, all the optimisation methods
present a similar fuel consumption, among which the Isochrone-
A* method results in the most savings at 3.8%. Only the original
Isochrone method shows higher fuel consumption than the actual
route.

More details of the winter voyage 20160229 are presented in
Figures 19 and 20, as this case involves severe weather changes.
During this voyage, the ship experienced two major storms. The
first storm appeared between longitude −40°W to −30°W. To
avoid encountering it, four planning methods, i.e. Isochrone
method, Reversed subsector, Optimal subsectors, and Isochrone-
Dijkstra, suggest sailing head up-north first, while the other three
methods recommend moving south. All planned trajectories are
split into two groups and advance in two directions. And Figure 19
shows that these northern voyages come across lowerHs as intended
and avoid more of the first storm compared with southern voyages.
For the second stormbetween longitude−30°W to−20°W, however,
three southern voyages mostly avoid its centre region and could
maintain the constant speed with lower shaft power of engine. How-
ever, for four northern voyages, the impact of the second storm is
greater, as they must employ more engine power in higher Hs to
hold a constant speed, from longitude −25°W to the destination.

This dynamic voyage planning process is shown with the con-
tour plot of Hs in Figure 20. The second storm moves from south
to north, passes in front of three southern routes, and then hits
four northern routes. Therefore, two southern routes, Isochrone-
A* and Power subsectors, are more energy efficient compared
with the planned northern routes. The actual route, although first
heading south to consider the impact of the second storm, does
not completely avoid high Hs from the first storm while also run-
ning a long distance, thus is not fuel-efficient. There are two
peaks in the shaft power plot of the actual route, while the shaft
power of other voyages does not increase greatly due to the

Table 4. Results of modified Isochrone algorithms, actual routes and 2DDA, for the two westbound voyages.

Optimisation methods

Voyage20161108 Voyage20150721

ETA [h] Fuel [ton] Distance [km] Average Speed [knot] ETA [h] Fuel [ton] Distance [km] Average Speed [knot]
Actual Route 164.3 159.7 3877.5 12.8 139.8 177.7 3453.6 13.4
2DDA 172.5 154.2 4024.3 12.6 146.5 161.6 3660.9 13.5
Isochrone method 167.8 162.0 3896.1 12.5 142.4 170.8 3533.5 13.4
Reversed subsectors 164.8 163.2 3807.2 12.5 139.8 168.5 3474.3 13.4
Optimal subsectors 164.4 162.9 3798.5 12.5 139.8 168.5 3474.3 13.4
Power subsectors 165.4 156.1 3840.7 12.5 139.9 168.3 3482.3 13.4
Isochrone-A* 165.1 155.6 3836.1 12.5 140.0 167.5 3487.1 13.5
Isochrone-Dijkstra 165.1 155.7 3834.3 12.5 140.0 168.7 3478.0 13.4

Figure 15. Optimised routes of Voyage 20161108 (left) and 20150721 (right) by different methods.

Figure 16. Shaft power and encountered Hs in Voyage 20161108 (This figure is
available in colour online.).
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constraint on the engine; thus, their sailing speeds are involuntarily
reduced at different levels. Again, the Isochrone method generates a
route with an obvious abrupt turn near the destination which is
impractical for operation. In this case, all strategies can improve
the Isochrone method to not only suggest a smooth route, but
also meet the objectives of more fuel saving and accurate ETA. Iso-
chrone-A* shows the maximum fuel saving with a 9.0% reduction.

For the eastbound summer Voyage20160523, the main differ-
ence arises between longitude −30°W to −25°W with the appear-
ance of the highest Hs during the voyage. The sea states
encountered within this area lead to different final fuel consump-
tions. The overall encountering time is not long; thus, the result
of every method is close as in Table 5. The actual route opts for
short distances for fuel saving. By slightly deviating in routes,
voyages from optimisation methods achieve a certain level of fuel

reduction. The four improved Isochrone methods give similar
results with around 3% savings, and Isochrone-A* method still pro-
vides the best result, a 3.8% fuel reduction.

4.3. Optimisation comparison with 2DDA

The Dijkstra algorithm is a well-developed algorithm for routing
challenges and has been used widely in today’s applications of voy-
age planning. It is renowned for its efficiency in determining the
shortest route between two waypoints within its pre-discretized
grid, and its application can also be extended to optimising routes
for various objectives. In this case study, it is chosen as the fuel
efficiency. The 2D Dijkstra algorithm (2DDA) is included in the
comparison to further demonstrate the effectiveness of the pro-
posed improved isochrone methods. As a two-dimensional method,

Figure 18. Optimised routes of Voyage20160229 (left) and 20160523 (right) by different methods (This figure is available in colour online.).

Table 5. Results of modified Isochrone algorithms, actual routes and 2DDA, for the two eastbound voyages.

Optimisation methods

Voyage20160229 Voyage20160523

ETA [h] Fuel [ton] Distance [km] Average Speed [knot] ETA [h] Fuel [ton] Distance [km] Average Speed [knot]
Actual Route 159.0 171.5 3624.9 12.3 144.5 156.2 3476.8 13.0
2DDA 161.2 153.2 3589.7 12.0 145.7 150.4 3476.7 12.9
Isochrone method 161.7 164.2 3539.0 11.8 152.3 156.8 3628.8 12.9
Reversed subsectors 159.6 164.6 3450.0 11.7 146.6 151.7 3484.9 12.8
Optimal subsectors 161.4 168.5 3465.6 11.6 146.6 151.1 3491.2 12.9
Power subsectors 159.6 158.9 3549.4 12.0 146.4 151.0 3481.7 12.8
Isochrone-A* 159.9 156.1 3586.5 12.1 145.8 150.2 3479.3 12.9
Isochrone-Dijkstra 159.9 162.6 3453.1 11.7 146.5 151.2 3483.6 12.8

Figure 17. Weather conditions along the evolution for different optimal planning of Voyage 20161108 (This figure is available in colour online.).
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2DDA also employs constant sailing speed in sub-routes during the
process, unless extreme weather is encountered. Since it requires a
pre-defined grid for initialisation, for the four voyages included in
this case study, its grid is generated with the same number of time
stages as isochrone methods and contains the same number of can-
didate waypoints at each time stage.

The optimisation results are presented in Tables 4 and 5,
respectively. From the aspect of fuel usage, it could be seen that
2DDA provides the lowest results for all four cases. This phenom-
enon is consistent with its capability in ensuring to enumerate the
lowest cost route within the grid. However, when it comes to the
ETA, it is hard to provide a route thatmeets the requirement of accu-
racy. For two eastbound cases, the ETAs of the optimised routes are

near the actual route. For the two westbound cases, i.e. Voyage
20161108 and Voyage 20150721, it shows both apparent delays in
arrival, with around 5 and 8 h late respectively. The reasons for the
delay could be found by its longer sailing distance, indicating that
it is taking a detour to avoid the unfavoured environmental impact,
thereby encountering the calm sea states to reduce fuel consumption.
On the contrary, the isochrone methods, especially Isochrone-A*
method, can present a close result in fuel consumption as 2DDA.
The differences in fuel saving between 2DDA and Isochrone-A*
method are 0.8%, 3.3%, 1.7%, and −0.1% for four voyages respect-
ively, compared with the actual routes. However, the planned ETA
of the Isochrone-A* method is as required in the actual route, with
no obvious deviations.

Figure 19. Shaft power and encountered Hs in Voyage 20160229 (This figure is available in colour online.).

Figure 20. Weather conditions along the evolution for different optimal planning of Voyage 20160229 (This figure is available in colour online.).
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4.4. Discussions of the optimisation results

From the optimisation results of the four case study voyages, all five
modified Isochrone algorithms deliver improved results compared
with the Isochrone method under various weather situations. More-
over, the effectiveness of their improvement strategies can be further
investigated by comparing their optimisation performances.

As introduced in Section 3, Optimal subsectors, and Isochrone-A*
are improvements based on Reversed subsectors method. However,
Optimal subsectors shows nearly identical performance with Reversed
subsectors method in all cases. Since it is set to demonstrate the effec-
tiveness of keeping an optimal waypoint set in subsectors, instead of
the single optimal waypoint, this result implies that this approach has
a negligible effect in improving the optimisation performance. Mean-
while, Isochrone-A* method can deliver significantly improved
results under different sailing conditions. It could show at least
2.6% fuel saving for calm sea sailings, and 9.0% for harsh sea sailings.
On average, the proposed Isochrone-A* method could help to reduce
5.3% fuel consumption compared with the actual routes. Therefore, it
proves that refining the evaluation function with a heuristic term, as
in Isochrone-A*, is an effective approach for enhancing the optimis-
ation performance in the isochrone algorithm. Moreover, the result
comparison with all five strategies suggests that Isochrone-A*
employs the most promising improvement strategy.

Besides, Power subsectors method also provides good results in
case studies but could not give the globally optimised result with
robustness. It is referred to the greedy search algorithm, which
assumes that the optimal solutions of divided sub-tasks can lead
to a global optimisation for the complete task. And the result
implies that this assumption is invalid for isochrone algorithm in
the complicated voyage optimisation problems. Isochrone-Dijkstra
method also shows notable improvement in optimisation results.
However, for the Dijkstra algorithm, it is hard to get an accurate
ETA as naturally as isochrone algorithms when applying a constant
speed. Therefore, Isochrone-Dijkstra method could not guarantee
to provide the lowest possible cost route as the original Dijkstra
algorithm, since it must also meet the requirement of accurate
ETA. A similar situation can be observed in the result comparison
with 2DDA. To achieve the highest fuel efficiency, it shows notable
delays in voyage arrivals. And for the static grid of the Dijkstra
method, it is hard to ensure the ETA is as required by employing
the constant speed. However, for actual sailing, the accurate ETA
is a significant objective to achieve effective planning and delays
as notable deviations from the planned schedule can lead to pro-
blems in transportation efficiency Table 6.

5. Conclusion

Five different approaches to improve the original Isochrone voyage
optimisation method are explored to avoid sharp turning and local
grid convergence in a ship’s second half of voyage planning. By
changing the grid searching process, the so-called ‘Reversed subsec-
tors’, ‘Power subsectors’ and ‘Isochrone-Dijkstra’ methods are pro-
posed. And based on ‘Reversed subsectors’, ‘Optimal subsectors’
and ‘Isochrone-A*’ methods are further proposed to consider the
evaluation function during the searching process. A chemical tan-
ker with full-scale measurement is used as the case study ship,
and their effectiveness is demonstrated by four actual voyages
representing diverse sailing conditions, and the comparison with
the 2D Dijkstra algorithm (2DDA). Several key contributions are
concluded as:

. Abrupt turns in voyage planning by the original Isochrone
method are efficiently resolved by using reserved subsectors in
the second half of voyages.

. Moreover, all five improved Isochrone methods possess an
improved capability in energy-efficient voyage optimisation
with accurate ETA considering dynamic weather, compared
with original Isochrone method. By keeping the same ETA as
the actual routes, all the proposed methods could suggest
voyages converge smoothly towards the destination, with
notable improvement in energy efficiency in various sailing
states.

. Specifically, the Isochrone-A* method shows the most signifi-
cant potential and robustness among all strategies, with at least
2.6% fuel saving for calm sea sailings, 9.0% for harsh sea sailings,
and on average 5.3% for all cases. In comparison with 2DDA, the
results from Isochrone-A* method also show no significant
difference in fuel consumption, while ensuring the ETA is as
required.

. In addition, the characteristic of computation efficiency from the
traditional isochrone method is inherited for the proposed
strategies.

Finally, the overall runtime for all improved Isochrone methods
is no more than 1 min, remaining at the same level as original Iso-
chrone method, except Isochrone-Dijkstra. It is more time-con-
suming than other isochrone-type methods since Dijkstra
algorithm in the latter half voyage requires more computation
time than isochrone methods. Within those methods, there are
five parameters needed to construct the search grid, which have a
great impact on the optimisation results, and require further
study with possible quantified and formulated instructions.
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Table 6. Comparison and summary for different improvement strategies.

Optimisation
methods Improvements Limitations
Reversed
subsectors

Improved route convergency Local optimisation as
overlapped routes

Optimal
subsectors

Improved route convergency,
overlapped waypoints
removal

Local optimisation as
overlapped routes

Isochrone-A* Improved route convergency,
refined cost function

Slightly increased
computational load
compared with other
isochrone methods

Power
subsectors

Improved route convergency,
separated route-finding for
different waypoint to avoid
overlapped routes

Limited by greedy search
method, cannot achieve a
good trade-off between
various influencing factors
for optimisation objectives

Isochrone-
Dijkstra

Improved route convergency,
combined static search grid
to avoid local optimisation

Unable to ensure ETA, longer
overall runtime
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