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Abstract 

Nanostructures and nanoparticles are the fundamental building blocks for 
many nanotechnologies such as microelectronics, optical metamaterials, 
quantum technologies, catalysis and different kinds of sensors. Current 
fabrication methodologies for nanostructures enable an outstanding degree 
of control over their physical properties, such as size, shape and composition. 
However, despite this high degree of precision, when studies of the physical 
and chemical properties of individual nanoparticles in an ensemble are 
performed, a striking variation in the response from a priori identical 
particles is often found. This variation reveals that there is more to these 
nominally identical systems than what is described by their size, shape and 
composition. To shed further light on what causes the individuality of such 
nanostructures, high precision measurements and huge sample sets are often 
needed to generate the required amount of statistically relevant data. In the 
thesis, I present two different projects that aid in this endeavor by enabling 
the study of multiple different nanoparticle systems on the same sample, 
eliminating experiment-to-experiment uncertainties. In the first study (I), we 
have developed a microshutter tool for the nanofabrication of plasmonic 
metal alloys with single nanoparticle composition control on a single sample. 
We showcase how this technique has been used to investigate 38 different 
alloys each in 3 different binary alloy systems for their application in 
plasmonics and state-of-the-art plasmonic hydrogen sensing. In the second 
study (II), we have to different degrees deformed Pd nanoparticles in a 
systematic way on a single sample to investigate how the induced defects and 
plastic deformation affect the hydrogen sorption of the individual 
nanoparticles. This revealed the intricate interplay between particle 
morphology, internal structure and substrate interaction that decide the 
hydrogen sorption properties of supported Pd nanoparticles. 
 
Keywords: plasmonics, nanoparticles, multiplexing, nanofabrication, 

hydrogen, hydride, sensor, palladium, alloy, defect engineering. 
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1 Introduction 

The continual miniaturization of technological systems has been one of the 

cornerstones of technological advancement in the last century. This progress 

has been famously exemplified by Moore’s “law”, which is an observation 

that since the 60’s, the number of transistors in an integrated circuit has 

doubled about every second year (Figure 1).1  

 

 

Figure 1: Typical number of transistors per commercial integrated circuit from 1970-

2021.2 

 

As technological systems have gotten smaller and smaller, also the tools to 

study and characterize the systems have become more advanced. Focusing 

on state-of-the-art transistors, their smallest features are nowadays on the 

order of a few atoms. At these sizes, structural imaging is non-trivial and 

today high-end electron microscopes are standard tools in nanofabrication 
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facilities around the world. In addition to electron microscopy, a whole array 

of different tools, e.g. atomic force microscopy (AFM), Raman spectroscopy, 

scanning-tunneling microscopy (STM) and X-ray diffraction (XRD) 

methods are available to researchers and industry to quantify the properties 

of nano-sized systems. Nonetheless, all these methods have in common that 

they either have a very high spatial resolution but low throughput – or vice 

versa. Therefore, methods that combine both aspects are in demand and 

continually developed, e.g. multi-beam scanning electron microscopes3 and 

high-throughput synchrotron XRD beamlines.4  

 

One area where it is especially critical with both high spatial resolution and 

high throughput is the field of nanoparticle science. Metallic nanoparticles 

have during the last 150 years been used with great success for heterogenous 

catalysis5, 6, but in recent decades also for other applications such as 

nanosensors.7 However, nanoparticles generated both by colloidal synthesis 

and of nanofabrication onto surfaces generally exhibit a great deal of 

individuality in their physical and chemical properties, extending even to 

particles on the same sample.8-11 This means that not only are 

characterization methods needed that allow for single-particle 

measurements, but high throughput is also necessary to gather enough data 

for statistically relevant conclusions on why some particles behave different 

than others. In this thesis, three such methods – single particle plasmonic 

microscopy, microshutter nanofabrication, and nano-indentation – are 

applied to Pd-based nanoparticles in the context of their use for plasmonic 

hydrogen sensing. 

 

In recent years, hydrogen has gained increased interest as a candidate of a 

carbon-free energy vector. This is apparent from large investments across the 
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Globe, for example the EU Hydrogen Strategy of the European Union12, the 

U.S. National Clean Hydrogen Strategy and Roadmap13 in the U.S.A., and 

national strategies in both Australia14 and Japan15. However, if hydrogen is 

to achieve its full potential as a next-generation energy carrier, safe handling 

of the explosive gas is critical. To this end, the development of fast, reliable, 

and highly sensitive hydrogen detectors and sensors is of utmost importance. 

Nanoparticle-based sensors of different Pd alloys are some of the most 

promising systems for fulfilling the performance targets set by, for example, 

the U.S. Department of Energy16. However, there is still much to learn about 

these systems, e.g., what are the optimal Pd-alloys and compositions for 

different sensing environments, and how do defects at the atomic level affect 

the hydrogen sorption properties of the nanoparticles?  

 

In this thesis, I will shed light on some of these questions and more 

specifically, show how we can use single particle plasmonic microscopy, 

microshutter nanofabrication, and nano-indentation – to simultaneously 

screen many systems of different alloy composition and defect densities. 
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2 Thermodynamics and Kinetics 

To describe the properties of a system in this thesis, e.g. hydrogen sorbing 

systems and metallic alloys, thermodynamic and kinetics considerations will 

be used. Due to their importance for my work, I will here spend a moment to 

define these two properties.  

 

In this thesis, the thermodynamic considerations are used to describe the 

most energetically favorable state of a system under different steady-state 

conditions. This will generally be expressed in terms of Gibbs free energy17 

 

𝐺!,# = 𝑈 + 𝑃𝑉 − 𝑇𝑆 

(1) 

which is a function that describes the energy of a system under constant 

pressure and temperature. In eq. (1), 𝑃 is pressure, 𝑉 is the volume of the 

system, 𝑇 is the temperature and 𝑆 is the entropy of the system. 𝑈 is the 

internal energy of the system (i.e. the energy contained in the system at 𝑃 =

0	, 𝑇 = 0). The first two terms in eq. (1) are often combined into one entity17  

 

𝐻! = 𝑈 + 𝑃𝑉 

(2) 

called the enthalpy of the system (also defined for constant pressure). 

The concept of free energy is generally discussed as a direct comparison 

between the free energy of two different states of a system, e.g. two different 
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phases of a metallic alloy. Hence, we normally only consider the difference 

in free energy between two different states17 

 

Δ𝐺	 = 	Δ𝐻	 − 	𝑇Δ𝑆 

(3) 

rather than actually calculating the full Gibbs free energy 𝐺 (hereafter 

referred to only as “free energy”) for any of the states. The laws of 

thermodynamics state that a system wants to minimize its free energy, which 

in turn means that the most energetically favorable state of a system will be 

the state with the most (negative) Δ𝐺 compared to the other states.17  

 

Even though the concept of free energy minimization tells us which state a 

system strives towards, it does not tell us anything about how fast this process 

will proceed. Here is where kinetics come into the picture. For example, free 

energy minimization can tell us that, at a certain partial hydrogen pressure, 

it’s more beneficial for a hydrogen atom to reside inside the bulk of Pd on an 

interstitial site, rather than staying in the gas phase in its molecular state 

(more on this in chapter 4). However, to figure out how fast the hydrogen 

will reach the interstitial lattice position in the Pd bulk, we need to look at 

the kinetic properties of the process. In this thesis, the rate 𝑘 of most 

processes will follow the Arrhenius equation18 
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𝑘 = 𝐴𝑒
$%
&!# 

(4) 

where 𝐸 is the energy barrier of the transition, 𝑇 is the temperature, 𝑘' is the 

Boltzmann constant and 𝐴 is a process specific constant (the “pre-

exponential factor”). In the case described earlier with a hydrogen atom 

diffusing into Pd bulk, we have multiple transition steps – H2 dissociating 

into 2 H on the Pd  surface, H moving from surface to subsurface and from 

subsurface to bulk etc. (more on this in chapter 4) – each with their own 

energy barrier and, hence, different rates according to eq. (4). In experiments, 

we can not generally distinguish between the elementary different steps of a 

process, which means that we need to modify eq. (4) by replacing 𝐸 for every 

step with the apparent energy 𝐸( of the entire process. This apparent energy 

can be viewed as a weighted average of the enthalpy difference between all 

the different states (intermediates, transition states, products etc.) of the 

reaction.19 
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3 Physical Metallurgy 

In this chapter, I will review some concepts of classic physical metallurgy. 

Physical metallurgy deals with relating the microstructure of metals and 

alloys to their physical properties. That I here also add the word “classic” is 

to emphasize that the concepts discussed in this chapter holds for describing 

the properties of macroscopic metals and may therefore not always apply to 

the nano-sized systems mainly discussed in this thesis. With this said, the 

concepts discussed in this chapter should serve as a good foundation for 

gaining an understanding of how the internal structure of metallic 

nanoparticles might affect their individual physical and chemical properties. 

Specifically, the first section of this chapter delves into the different types of 

defects we can find in metals and how these affect the strength and diffusion 

properties inside the metal. In the second section, I will briefly discuss what 

we mean with different phases of metals and explain two different types of 

phase transitions that will be important further on when we look at the Pd-H 

system in chapter 4. Finally, in the last section I will introduce the concept 

of alloying and how this can be used for understanding traditional metallic 

alloys and how many of the concepts carries over to the Pd-H system. 

 

3.1 Defects in Metals 

The atoms of metals are arranged in a periodic structure called a crystal 

lattice.20 Many of the physical properties of metals (and also other crystalline 

materials) can be directly traced back to this ordered and repeating structure. 

Even if the (infinitely) ordered array of atoms is the main characteristic of a 

theoretically “perfect” crystal, real crystals often contains different types of 

imperfections. These imperfections have profound effects on the physical 
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and chemical characteristics of the material, such as mechanical strength and 

solute diffusivity. In fact, many metallic materials – such as different 

versions of steel – are engineered to have defects, as these give the desired 

properties of the material. The different defects that we will look closer at in 

the following sections are i) point defects, ii) edge and screw dislocations 

and iii) grain boundaries.  

 

3.1.1 Point Defects  

Point defects are imperfections resulting from either the addition or removal 

of a single atom from/into the crystal lattice. The two most important point 

defects are interstitials and vacancies.  

 

An interstitial is an addition of an extra atom into the lattice. If all the lattice 

sites around the extra atom are occupied, the extra atom occupies a position 

in between its neighbors, displacing them slightly from their equilibrium 

positions in the process. This is depicted in Figure 2a. In most contexts 

involving interstitials the added atom is not of the same element as the rest 

of the lattice. The removal of an atom from the lattice is called a vacancy and 

is depicted in Figure 2b. This defect instead leaves a gap in the lattice. 
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Figure 2: Schematic of point defects in a crystal lattice. (a) Interstitial and (b) 

vacancy. 

 

Interstitials induce strain in their neighboring region and as a result increase 

the free energy of the system.21 In the case of vacancies however, the change 

in entropy caused by the vacancy is generally enough to overcome the 

enthalpy of formation for the vacancy, and as such the free energy of the 

system is decreased.22 This means that for elevated temperatures, having a 

certain concentration of vacancies actually is energetically favorable for the 

system.21, 22 This concentration of vacancies in the solid, 𝑋), is expected to 

follow the relation21, 22  

 

X* = 	𝑒𝑥𝑝
ΔS*+,
k

exp <−
ΔE*
kT ?

 

(5) 

where Δ𝑆)-. is the change of vibrational entropy per vacancy, Δ𝐸) is the 

vacancy energy of formation, 𝑘 is the Boltzmann constant and 𝑇 is the 

temperature.21 From equation (5), it is clear that we in any system with 𝑇 >

0 can expect a certain number of vacancies and also that the number of 

vacancies will increase with increased temperature.  
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The most important feature of vacancies in the context of this thesis is that 

they aid the diffusion of atoms through the lattice. This is due to the vacancy 

substantially lowering the energy for atoms to change position within the 

lattice, and as such, increase diffusivity.21 

 

3.1.2 Dislocations 

Dislocations are a type of defect that consists of entire rows of atoms being 

displaced or arranged anomalously. As such, they are called linear or line 

defects. The two simplest types of dislocations are edge and screw 

dislocations, and one can create all other types of (linear) dislocations by 

linear combinations of these two types of dislocations.21  

 

An edge dislocation is essentially an extra half crystal plane inserted into the 

lattice. In other words, imagine that over a distance 𝑥 along a row of atoms 

in a crystal plane we have 6 atoms (Figure 3a). For all rows of atoms beneath 

this initial row we also have 6 atoms along the same distance. However, in 

the row above the initial row, and for all further rows above, we instead have 

7 atoms along the same distance 𝑥. This is the essence of an edge dislocation 

and is depicted in Figure 3a. 

 

For a screw dislocation, one can imagine that a cut has been made partly 

through the lattice and that the crystal on both sides of this imaginary cut has 

been twisted with respect to each other. This creates a twisted distortion of 

the lattice, as depicted in Figure 3b.  
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Figure 3: Dislocation in a crystal lattice. (a) Edge and (b) screw dislocation. The 

origins of the lattice misfits, the extra atoms in (a) and the lattice distortion in (b) are 

highlighted in gray. 

 

Both types of dislocations, edge and screw, increase the free energy of the 

system, but contrary to vacancies, they are not thermodynamically favored 

at any temperature.21 For all temperatures, they increase the free energy of 

the system. Their appearance is instead normally a fabrication consequence. 

If the technique used to make the material is unable to provide the 

environment necessary for a perfect crystal to form, dislocations have a high 

probability of forming. Even for fabrication techniques routinely used to 

make single crystals (that is, crystals only consisting of a single grain), such 

as colloidal synthesis of nanoparticles, may still introduce dislocations in the 

resulting crystal structure.23, 24 In the case of nanoparticles, one of the ways 

to create (nearly) dislocation free crystals is through solid-state-dewetting, a 

method that through the use of high temperature annealing and single crystal 

substrates provide the environment to form (nearly) defect-free 

nanoparticles.25-29  

 

Having established the dislocation concept as such, it is interesting to discuss 

what effect dislocations have on the properties of metals. In a crystal, free of 
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dislocations and point defects, plastic deformation in response to an applied 

force, must be initiated through slip of an entire crystal plane.21 The glide of 

the two planes in different directions, and the resulting plastic deformation, 

can then proceed. It is well known that the strength of metals (i.e. the amount 

of shear stress that the metal can withstand before plastic deformation) is 

well below the theoretical strengths expected from perfect crystals.21, 27 

Based on the work of G.I. Taylor30, E. Orowan31 and M. Polanyi32 from 1934 

it has then been established that glide of dislocations are the main contributor 

to the low strength of real metals compared to perfect crystals.  

 

Also, just as with vacancies, dislocations are expected to aid diffusion of 

atoms through the crystal lattice.21 This is called pipe diffusion and is 

generally attributed to the disordered dislocation region locally lowering the 

activation energy for diffusion through its path.33, 34 

 

3.2 Interfaces 

An interface in a crystal can be defined as a two (or three) dimensional region 

with broken atomic bonds for the atoms inside the region of interest.21 This 

is a very broad definition, and we will soon see that we can divide interfaces 

into many subcategories. The many uncoordinated atoms of the interface 

locally increase the free energy of the system, but can lower the overall free 

energy of the system as they serve as termination points for stress fields that 

may have built up inside the crystal21, e.g. external stresses like substrate 

clamping affecting a supported nanoparticle or stresses caused by mechanical 

work performed during traditional casting and blacksmithing.  
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Depending on how and where the interface has formed, we can define the 

following subcategories: 

• The surface of the crystal. This is where the crystal lattice is 

terminated and is in contact with its environment. Surface atoms 

always have higher free energies than bulk atoms due to the many 

undercoordinated surface atoms.  

• Grain boundaries. Here defined as the interface regions between 

crystallites in a solid that have different lattice orientations.21 

• Incoherent phase boundaries. This type of interface we will 

examine in more detail in section 3.3. 

 

We will from now on focus specifically on the grain boundary type 

interfaces. As grain boundaries are defined by crystallites with different 

orientation, one way to define them is by the direction of the rotation axis of 

the misorientation compared to the face of one of the crystallites in the grain 

boundary. If the rotation axis of the misorientation is parallel to the grain 

boundary face, we have a tilt boundary (see Figure 4a). If the rotation axis of 

the misorientation instead is perpendicular to the grain boundary, we have a 

twist boundary (see Figure 4b). 
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Figure 4: Schematic representation of two types of grain boundaries. (a) Tilt 

boundary and (b) twist boundary with θ as the misorientation angle. 

 

We can further classify the two types of grain boundaries through the 

magnitude of the misorientation angle θ between the two different grains 

(Figure 5). If θ > 15°, the boundary is called a high-angle grain boundary 

(Figure 5a) and if θ < 15°, it is called a low-angle grain boundary (Figure 

5b). The high-angle grain boundaries are generally associated with more 

open space between the grains and a higher interfacial energy from the 

surface of the grains compared to their low-angle counterparts.21, 35 A twin-

boundary (Figure 5d) is a special type of boundary, where the arrangement 

of atoms in the respective grains are mirrored along the boundary. 
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Figure 5: Different types of planar defects. (a) High-angle grain boundary (dashed 

line). The misorientation angle between the two grains of the boundary is > 15°. (b) 

Low-angle grain boundary (dashed line). The misorientation angle between the two 

grains of the boundary is < 15°. Low-angle grain boundaries can often be described 

as an array of dislocations (one dislocation highlighted as a red atom). (c) Stacking 

fault. A stacking fault is a special type of planar defect where the lattice points of an 

entire plane of atoms (red) is displaced compared to planes on either side. (d) Twin-

boundary. A twin-boundary is a special type of boundary, where the arrangement of 

atoms in the respective grains are mirrored along the boundary (dashed line). Image 

adapted from Lu et al.35 

 

Finally, as with vacancies and dislocations, grain boundaries are also 

expected to aid diffusion of atoms through the lattice.21 Just as with 

dislocations, the increased diffusion is generally attributed to the disordered 

dislocation region locally lowering the activation energy for diffusion 

through the grain boundary.33, 36 However, it should here be emphasized that 

due to the high degree of individuality of different grain boundaries and 

dislocation networks, it is very difficult to provide a generalized mechanism 
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that explain the kinetic accelerating for all different types of grain boundaries 

and dislocation networks.37 

 

3.3 Phases 

A very broad definition of a phase refers to different forms of the same 

material that have different physical properties but that are chemically 

uniform. A relevant example for this thesis is the two phases, α and β, of the 

palladium-hydrogen system. We will learn more about these two phases in 

chapter 4, but for now we will settle with stating that both phases consist of 

hydrogen atoms absorbed into the Pd metal lattice where they occupy 

interstitial lattice sites, but while the former has a lattice parameter of 3.895 

Å, the latter instead has an expanded lattice parameter of 4.025 Å.38 

 

The boundary between two phases in a crystal can either be coherent or 

incoherent. To describe the difference between the two, we will consider two 

hypothetical phases, α and β, of an imaginary metal 𝐴. The α-phase we 

assume has a lattice parameter of 2 Å and the β-phase a lattice parameter of 

4 Å (e.g. due to inclusion of hydrogen interstitials as in a hydride). For a 

coherent phase boundary, the transition from a lattice parameter of 2 Å to 4 

Å is continuous (Figure 6a). This leads to increased strain in the phase 

boundary, increasing the free energy of the system.21 For an incoherent phase 

boundary, the atomic bonds between the two phases are broken, e.g. by 

means of dislocations or grain boundaries (Figure 6b). This leads to 

decreased strain compared to the coherent boundary, but instead increased 

interfacial energy due to the broken bonds.21 As such, both types of phase 

boundaries increase the free energy of the system, such that which is the most 

energetically favorable one depends on the specific system. 
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Figure 6: Schematic representing the two different types of phase boundaries 

between two imaginary phases α and β. (a) For a coherent phase boundary (dashed 

box), we have continuity between the crystal planes. This in turn introduces strain in 

the boundary. (b) For an incoherent phase boundary, the atomic bonds are in some 

way broken between the two phases, for example by means of dislocations or grain 

boundaries. This leads to decreased strain, but higher interfacial energy compared to 

(a).21 

 

3.4 Alloying 

Since the bronze age, alloying has been a cornerstone of metallurgy to 

improve and expand the physical and chemical properties of elemental 

metals. Taking bronze as an example, it is both harder and more durable than 

its constituents tin and copper, while at the same time melting at lower 

temperature than pure copper and hence being easier to cast into tools.39 In 

this thesis, the main uses of alloying will be in regards to alloys of Pd and 

how this affects the hydrogen sorption properties of the alloys compared to 
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pure Pd. This will be further discussed in section 4.3. Here, I will give a more 

general introduction to the thermodynamics of alloying. 

 

A critical tool when describing alloys are the so-called phase diagrams. 

Phase diagrams are, in essence, maps showing the most thermodynamically 

stable state (i.e. the state of lowest free energy G) of alloys under 

thermodynamic equilibrium as a function of different thermodynamical 

variables, most commonly temperature and composition for metallic alloys. 

To describe this in more detail, I will discuss a hypothetical binary alloy 

between the elemental constituents A and B.  

 

First however, I will introduce two different types of atomic orderings that 

are important for metallic alloys. The first is the homogenous atomic 

ordering where atoms of the constituent elements are randomly dispersed 

among each other (Figure 7a). This is generally how atoms are dispersed in 

a liquid, and as such, this atomic ordering is often called solid solution when 

it occurs in the solid state. The other type of atomic ordering is a 

heterogenous atomic ordering. Here, some kind of long-range order exists 

that differentiates between two different phases of the alloy, either in terms 

of composition (Figure 7b) or some other physical property, e.g. lattice 

parameter, as will be the case when discussing the two phases of palladium 

hydride in chapter 4. 
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Figure 7: Two different types of atomic ordering in metallic alloys, here represented 

with a binary alloy of two constituent elements. (a) Homogenous ordering, also 

generally called “solid solution”, in which the atoms of the two elements are 

randomly dispersed within each other. (b) Compositional heterogenous ordering. 

Here the atoms of the different element have clustered together in separate phases of 

distinct local compositions (outlined with a dashed line). In general, the term “alloy” 

mainly refers to the homogenous ordering in (a), while (b) would be termed a phase-

separated intermetallic phase. 

 

A hypothetical phase diagram between the constituent elements A and B are 

presented in Figure 8. Here we follow the multiple phase changes that occurs 

after having prepared an alloy of composition 𝑋/ at elevated temperature 𝑇0 

and subsequently letting it cool down to lower temperatures. We assume that 

we initially prepare an alloy of composition 𝑋/ at temperature 𝑇0 (point O in 

the phase diagram). At this temperature the alloy is in a liquid state (L) with 

the constituents A and B randomly mixed (Figure 7a) in a solution. The 

overall composition is 𝑋/. We then let the system cool, and when the 

temperature has dropped to 𝑇1, the alloy is in a state where a solid of local 

composition 𝑋. (point b) nucleates in the liquid, which now has a 

composition of 𝑋( (point a). The volume ratio between the liquid of 

composition 𝑋( and the solid of composition 𝑋. is such that the overall 

composition is still 𝑋/. When the alloy cools further to temperature 𝑇2 (point 
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c), the entire system is now solid (S). Also at this point, the alloy is in the 

form of a solid solution (Figure 7a) between the constituents A and B of 

composition 𝑋/. The area where the solid solution is stable is highlighted in 

the phase diagram as (A, B). When the alloy cools even further to 

temperature 𝑇3 (point d), we enter a point where the solid solution is not 

stable anymore. Instead, two different compositional phases forms (Figure 

7b), one of composition 𝑋4 (point e) and one of composition 𝑋5 (point f). 

Again, the volume ratio between the two phases is still such that the overall 

composition is still 𝑋/. 

 

Phase diagrams, such as the one presented in Figure 8, are not only limited 

to metallic alloys, but will also be of use to describe the Pd-H system later in 

section 4.2. 

 

 

 

Figure 8: Hypothetical temperature-composition phase diagram for binary alloy AB.  
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4 The Palladium-Hydrogen System 

The reason for the great interest in Pd for hydrogen technologies is that the 

metals is not only highly efficient in dissociating the hydrogen molecule 

already at ambient conditions on its surface, but it can also subsequently 

absorb the monoatomic hydrogen. When a hydrogen molecule impinges on 

the Pd surface, it splits into monoatomic hydrogen essentially without any 

energy barriers40 - but hydrogen does not only stay on the surface of Pd. At 

increased hydrogen pressures, it is thermodynamically favorable for 

hydrogen to also reside inside the Pd lattice compared to staying in the gas 

phase, which means that Pd not only dissociates the hydrogen molecules - it 

also absorbs the resulting monoatomic hydrogen into interstitial sites of its 

lattice. This happens already at ambient conditions As such, Pd can act as 

both a catalyst for the dissociation of hydrogen and as a storage medium for 

the resulting hydrogen atoms.40 

 

While the dissociation process of hydrogen on the surface is barrierless, the 

diffusion into the bulk is not. The diffusion of H also proceeds in different 

steps, first into a subsurface layer just beneath the surface and then from this 

subsurface layer and further into the bulk.41 The energies of the different 

steps are schematically represented in Figure 9. The kinetically rate-limiting 

step of this process is well-established to be the diffusion of dissociated 

hydrogen from the surface to the first sub-surface layer.41, 42 
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Figure 9: Energy landscape encountered by a hydrogen molecule dissociating on the 

Pd surface and diffusing into the bulk. 𝐸!"## represents the change in energy between 

the hydrogen molecule and dissociated monoatomic hydrogen. 𝐸#$%&, 𝐸#$' and 𝐸'$() 

represents the binding energy of hydrogen at surface, subsurface and bulk sites, 

respectively. 𝐸!"&& represents the diffusion barrier for hydrogen to diffuse from one 

bulk octahedral site to another. Energy values are compared to a hydrogen molecule 

in the gas phase 𝐸*+,.41-43 

 

When a small amount of hydrogen has diffused into the bulk of Pd, the 

interstitial hydrogen will be distributed in the Pd lattice as a sparsely 

populated solid solution called the α-phase. The interstitial hydrogen strains 

the Pd lattice and increases the lattice parameter up to a maximum of 3.895 

Å (for the α-phase), which is slightly larger than the lattice parameter of 

3.887 Å for pure Pd.38 In the α-phase, the Pd-H system obeys Sieverts’ law, 
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𝑛6 =
𝐾7
J𝑝6"

 

(6) 

which states that the concentration of hydrogen inside a metal, 𝑛6, is 

inversely proportional to the square root of the partial hydrogen pressure 𝑝6" 

outside the metal by way of Sieverts’ constant 𝐾7.44, 45 In other words, if the 

partial hydrogen pressure 𝑝6" continues to increase, more and more 

hydrogen will absorb into the Pd lattice. However, when the hydrogen 

pressure is high enough, Sieverts’ law will break down as it will become 

favorable for the system to increase its lattice parameter substantially to make 

room for the added hydrogen – a new phase will form. The thermodynamic 

driving force behind this phase change is an effective attractive interaction 

between interstitial H atoms in the lattice (more on this in section 4.1.3). This 

new phase of the Pd-H system is called the β-phase or the Pd-hydride and 

has an (increased) lattice parameter of 4.025 Å.38  

 

Even though the β-phase of hydrogen in one way or another has been known 

to exist since the 1920s46, exactly how the phase transformation goes about 

has been a matter of great debate.47-49 Not only can the process differ 

substantially between a bulk and a nano-scale system, but except for the 

smallest of nanoparticles, there is also large hysteresis between the hydrogen 

pressure for formation and decomposition of the β-phase, respectively. This 

hysteresis manifests as a difference in hydrogen pressure for the α-to-β phase 

transformation compared to the reverse transformation, where the former 

occurs at a higher hydrogen pressure than the latter. Different mechanics for 

what causes the hysteresis has been proposed throughout the years, for 
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example that the hysteresis is caused by energy losses due to the formation 

of dislocations during both α-to-β transformation as well as the reverse 

process.47 However, with this explanation, it would be difficult to explain the 

reproducibility of hysteresis measurements on the same system, as the 

formation and subsequent destruction of equal dislocation networks time 

after time during repeated hydrogen cycling is highly unlikely.50 A more 

recent theory regarding the origin of hysteresis in Pd instead involve different 

types of strains acting on the system during the transformation.48, 50 In order 

to sort all this out, we will need to look closer at the details behind the 

formation of palladium hydride.  

 

4.1 Gibbs Free Energy Affecting Interactions in the 
Pd-H System 

In the following sections, I will briefly review the different competing 

interactions found to affect the Gibbs free energy and enthalpy of formation 

for palladium hydride. 

 

4.1.1 Binding Energy of H in Pd 

The binding energy of H in Pd depends on where in the crystal the hydrogen 

resides. As already mentioned, the energetically most favorable position for 

hydrogen is the surface of the palladium.41, 43 However, the binding energy 

of hydrogen in the bulk is still favorable for the hydrogen compared to 

continuing being in the gas phase (∼-0.2 eV in favor of an octahedral 

interstitial site compared to gas phase), so the hydrogen atoms will want to 

diffuse into the bulk when surface and subsurface sites are occupied.42 This 
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is the main thermodynamic driving force for the phase transformation in the 

bulk of the Pd system. 

 

4.1.2 Strain at the Phase Boundary 

Due to the larger lattice parameter of the Pd-H β-phase compared to the α-

phase, significant strain will be exerted on the crystal lattice in the interface 

region if the phase transformation proceeds coherently, i.e. if the crystal 

lattice stay intact without formation of dislocations forming (see section 3.3 

for the details of coherent vs incoherent phase transitions).50 The interface-

induced strain introduces an energy barrier for the growth of either phase into 

the other. In other words, compared to if this strain would be non-existent, a 

higher hydrogen pressure will be required to drive the growth of the β-phase 

into the α-phase to overcome the strain barrier. In the same manner, a lower 

hydrogen pressure will be required to drive the growth of the α-phase into 

the β-phase, i.e. the system exhibits hysteresis.50  

 

The induced strain between the two phases is considered the main cause of 

hysteresis in an open, otherwise strain-free system that transforms fully 

coherently. However, this effect breaks down as soon as the phase 

transformation proceeds incoherently instead of coherently, as the coherent 

strain between the two-phase boundaries then is greatly reduced. As 

discussed in section 3.3, it can be energetically favorable for a system to 

switch from a coherent to an incoherent phase transformation if the strains 

involved in the former grows too large. This is exactly what happens during 

hydrogen absorption in the Pd-H system when the grains/crystals reach a 

critical size.48, 49, 51 However, exactly how large a crystal needs to be to 

achieve this critical size has been highly debated.48, 49, 51 It is well established 
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that for macro-scale bulk Pd, the grains are large enough to transform 

incoherently, i.e. dislocations are formed to relieve stress during the phase 

transformation.52 For nano-scale systems like single-crystalline nanoparticles 

on the other hand, different critical sizes of ∼40 nm up to 300 nm have been 

found.48, 49, 51 The discrepancy in the calculated values for the critical size for 

Pd nanoparticles can mainly be attributed to which model that has been used 

to describe the spatial growth of the β-phase. If one assumes that the β-phase 

grows from the (entire) surface of the particle and inwards (a core-shell 

structure, Figure 10a), a smaller critical size for the crystals will follow 

compared to if one assumes that the β-phase grows as a “cap”, i.e. from one 

end of the nanoparticle to the other (Figure 10b).49 

 

 

Figure 10: Schematic showing the (a) “core-shell” vs the (b) “cap” model of β-phase 

growth into the α-phase. In the core-shell model (a) the β-phase (in gray) grows from 

the surface of the particle and inwards. In the cap model (b) the β-phase grows from 

one end of the particle to the other. 

 

4.1.3 Effective Attractive H-H Interactions 

As we saw in section 3.1.1, adding an interstitial atom into the lattice of a 

host metal introduces strain on the neighboring region. This strain will also 

result in a locally expanded lattice around the interstitial, with a displacement 
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field that falls of as 1
8"

.53 With the lattice slightly expanded already, the stress 

added to the system if another interstitial atom would be added in the 

expanded region is less than if the same interstitial would be added to a non-

expanded region of the lattice.54, 55As such, the expanded lattice around 

hydrogen interstitials results in an effective attractive H-H interaction that in 

total lowers the enthalpy of formation of the β-phase as a function of added 

hydrogen.47, 48, 54, 56 

 

4.1.4 Electronic H-H Interactions 

Working against the attractive interaction between hydrogen atoms described 

in section 4.1.3 is a repulsive force due to their electronic interaction. When 

hydrogen is added to the palladium system, the extra electron of the hydrogen 

atom enters the electronic bands of the host metal. The change to the enthalpy 

of formation of the β-phase is small for low hydrogen concentrations where 

the extra electron enters the 4d-band, but increases substantially at higher 

hydrogen concentrations where low density of states bands (like 5s) need to 

be filled instead.47, 48, 53, 56 For Pd this happens when the hydrogen 

concentration goes above ∼60%.47  

 

4.1.5 External Strains 

External types of strain, such as strain generated by substrate clamping, can 

also affect the β-phase formation enthalpies. This is especially pronounced 

for nano-sized systems, such as thin films, due to their large substrate-

surface-to-volume ratio. It is well-established that high stresses are generated 

in thin films of Pd on hard substrates that feature good adhesion during 
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hydrogenation due to the compressive forces the substrate generates on the 

expanding palladium. As a consequence of this clamping, hysteresis 

increases.57-60 Wagner and Pundt have also demonstrated that substrate 

clamping of Pd thin films leads to a lower critical temperature for the α-to-β 

transition, i.e., that the coherent phase transition is stable at lower 

temperatures compared to a non-clamped system.57 Here it is also shown that 

the substrate-induced stress increases with lower thickness of the studied 

films, and that this effect is more pronounced for coherent (compared to 

incoherent) α-to-β phase transitions.57 In a direct comparison between PdAu 

thin films (high degree of substrate clamping) and PdAu nanoparticles (low 

degree of substrate clamping), Bannenberg et al. have confirmed both the 

increased hysteresis and the more stable coherent phase transition of the thin 

film compared to the nanoparticles.61  

 

When it comes to kinetics, density functional theory calculations have shown 

that compressive strain leads to a decrease of hydrogen diffusion through 

bulk Pd compared to the unstrained case.42 

 

4.2 The Pd-H Phase Diagram 

Taking all the effects of section 4.1 together, we are finally ready to write the 

full enthalpy of formation for the a- to b-phase transformation 
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Δ𝐻9$: = Δ𝐻7-;4 − Δ𝐻4<(7; + Δ𝐻4<4= + Δ𝐻->; + Δ𝐻7;8 

(7) 

where Δ𝐻7-;4 is the change of enthalpy of the H atom inhabiting an 

octahedral bulk site compared to remaining in the gas phase (the difference 

in this enthalpy for a- and b-phase is negligible48, 56), −Δ𝐻4<(7; and Δ𝐻4<4= 

are the hydrogen concentration dependent attractive H-H and repulsive 

electronic interactions, respectively, Δ𝐻->; represents the energy barrier 

generated from the interface strain between a- and b-phase in the case of a 

coherent phase boundary and Δ𝐻7;8 represents other strains, such as surface 

tension and clamping.  

 

For bulk Pd, the phase transition from a- to b-phase (and vice versa) 

proceeds incoherently, as we already established in section 4.1.2. This means 

that Δ𝐻->;485(=4 is negligible. For bulk Pd we can also generally approximate 

Δ𝐻7;8 ≈ 0, which means that for bulk Pd we get 

 

Δ𝐻.?<& = Δ𝐻7-;4 − Δ𝐻4<(7; + Δ𝐻4<4= 

(8) 

Pressure-composition isotherms for bulk Pd, which relate the partial 

hydrogen pressure to the concentration of absorbed hydrogen, can be 

constructed using the Van’t Hoff relation48  
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𝑅

 

(9) 

where 𝑝 is the partial hydrogen pressure and 𝑥 is the H/Pd composition ratio. 

However, the H2 pressure-composition isotherm calculated by equation (9) 

has some unphysical parts. The Van’t Hoff relation does not explicitly 

enforce the equilibrium stability conditions of positive isothermal 

compressibility and equal chemical potential for different phases. These 

conditions can however be enforced by using the Maxwell construction on 

the resulting pressure-composition isotherm (Figure 11).17, 48 Hence, for the 

H/Pd concentration 𝑐@ < 𝑥 < 𝑐b, two different phases, one of concentration 

𝑐@ and one of concentration 𝑐b forms while the pressure is kept constant. 

Interestingly, the simple strain free model of equation (8) and (9) effectively 

reproduces desorption isotherms of bulk Pd.48 However, to accurately 

reproduce bulk Pd absorption isotherms, some strain needs to be included in 

the model.48, 52 
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Figure 11: Schematic representation of pressure-composition desorption isotherm 

adapted from Griessen et al.48 The red part of the isotherm is unphysical for a stable 

state as it implies that pressure is decreasing with increased volume (increased H/Pd 

concentration). This condition (and the condition of equal chemical potential for 

different phases) can be enforced by use of the Maxwell construction17, 48 (horizontal, 

dashed line) which yields that for the H/Pd concentration 𝑐- < 𝑥 < 𝑐b, two different 

phases, one of concentration 𝑐. and one of concentration 𝑐b forms. 

 

This means that we finally can construct the phase diagram of the bulk Pd-H 

system for each temperature T (Figure 12). For every temperature below the 

critical temperature 𝑇=, hydrogen sorption will follow a temperature-specific 

pressure-composition isotherm (dashed line in Figure 12) through the a-

phase up to the critical concentration 𝑐9. At this hydrogen concentration, the 

b-phase with a local concentration of 𝑐: will nucleate across the system. 

From now on, the b-rich regions will grow at the expense of the a-rich 

regions until the hydrogen concentration of the entire system is 𝑐: and the 

phase transformation is complete, all while the hydrogen pressure is kept 

constant. At temperatures higher than 𝑇=, the a- and b-phase are 
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indistinguishable from each other and cease to exist. The lattice parameter of 

the Pd-H system then instead increases proportionally with increased 

hydrogen concentration. 

 

 

Figure 12: Schematic of the bulk Pd-H phase diagram. At low hydrogen 

concentrations, the system is in the a-phase where hydrogen forms a dilute solid 

solution in the Pd lattice. As the external hydrogen pressure increase (dashed line), 

the hydrogen concentration in the metal increases up to the (temperature specific) 

critical concentration 𝑐-. Now we enter the two-phase coexistence region where b-

rich regions of concentration 𝑐/ grow at the expense of the a-rich regions of 

concentration 𝑐- until the entire system has transformed to the b-phase. The area 

between 𝑐- and 𝑐/ (solid line) is called the miscibility gap and decreases with 

increased temperature until it disappears at the critical temperature 𝑇0.  

 

4.2.1 The Pd-H Phase Diagram for a Nano-Sized System 

The main differences from equation (8) when the size of the system is 

reduced are the resurgence of the Δ𝐻->; and Δ𝐻7;8 terms of equation (7). 

When the size is reduced, we approach a critical size below which 
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nanoparticles and thin films transition from the a- to the b-phase coherently 

instead of incoherently. When this happens, Δ𝐻->; becomes significant, as 

explained in section 4.1.2. The ratio between the surface in contact with the 

substrate compared to the total volume of the system also increases as we 

downscale the system. Hence, substrate-induced strains (as explained in 

section 4.1.5) and consequently Δ𝐻7;8 may also become considerable. Taken 

together, this means that absorption pressures and hysteresis generally are 

increased for nano-sized systems compared to macroscopic bulk, as 

exemplified by Griessen et. al. when comparing the results found in the 

literature between single-crystalline Pd nanoparticles and Pd bulk.48 As the 

energy barrier of Δ𝐻->; is proportional to the volume of a coherent system50, 

the hysteresis becomes a function of crystallite size below the critical size 

and as such hysteresis is reduced for smaller particles to eventually 

essentially disappear.11, 48, 49  

 

4.3 Alloying 

A way to engineer the intrinsic strain level of a metallic system, such as Pd, 

is through alloying. Alloying has been employed successfully many times to 

alter both the thermodynamics and kinetics of the Pd-H system.7, 62-71 One of 

the most studied nano-sized Pd alloy systems is PdAu, and here it has been 

shown that the added Au atoms both reduce hysteresis and speed up 

kinetics.66, 72-74 The reduction in hysteresis is attributed to an expansion of the 

lattice parameter of the PdAu alloy due to the larger lattice parameter of Au 

compared to Pd.65, 66, 75 This acts as a “pre-straining” of the Pd lattice and 

thereby lowers the relative strain induced by hydrogenation and 

consequently decreases the hysteresis. The speed up of the kinetics can be 
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traced to a reduction of the rate-limiting energy barrier for diffusion of 

hydrogen from surface to subsurface sites.73 

 

In contrast to expanding the lattice by alloying with Au, one can also contract 

the lattice by alloying with an element that has a smaller lattice parameter 

than Pd, such as Cu. The resulting increased compressive strain compared to 

pure Pd consequently raises the absorption pressure – in line with what we 

have seen so far of how strain influences hydrogenation properties.64 

However, in contrast to PdAu, alloying with Cu also substantially increases 

desorption pressures, which results in a reduced hysteresis for this system as 

well.64 

 

4.4 The Role of Defects 

The presence of different kinds of defects in the Pd system significantly alters 

and complicates the study of palladium’s interaction with hydrogen. It is well 

known that hydrogen is attracted to different defect sites, such as vacancies76, 

dislocations77 and grain boundaries78 due their stronger binding energy.79 

Also, when the strains during phase transition grow large enough for the a/b 

phase transformation to change from an elastic, coherent transformation to a 

plastic, incoherent transformation - large amounts of dislocations may be 

generated in the process.57-60, 80-82 This significant alteration of the 

microstructure may have a substantial impact on the hydrogenation 

properties of the system, as we will see later in this chapter. 

 

The role of defects regarding the kinetics of the Pd-H system is at first glance 

contradictive. The lower energy sites of dislocations and grain boundaries 

should act as traps for hydrogen and consequently lower the diffusivity of 
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hydrogen through the metal. Accordingly, a lower diffusion constant is 

actually measured for Pd samples with higher degrees of dislocations and 

grain boundaries compared to defect-free samples.47, 79, 80 However, this 

effect is most pronounced in the very low-concentration a-regime (< 0.001 

H/Pd ratio, < 0.1 mbar H2 partial pressure). When the hydrogen pressure is 

increased (> 0.01 H/Pd ratio, > 0.1 mbar H2 partial pressure), the deepest 

(lowest energy) traps are already saturated and higher energy sites has to fill 

instead. When this happens, pathways that include a range of different energy 

sites (such as defects like grain boundaries and dislocations) that are both 

higher and lower in energy than pathways with sites of more constant energy 

(such as a pathway through a defect-free crystal) may overtake the latter in 

terms of diffusion, as the former effectively gets a reduced activation energy 

for diffusion.83, 84 Experimental verifications of Pd with higher defect 

densities having faster absorption kinetics than Pd with lower defect densities 

have been confirmed for nanocrystalline Pd films vs single-crystal films83, 

as-deposited (and as such, defect-rich) magnetron sputtered vs annealed Pd 

thin films85 and for highly-nanocrystalline Pd nanoparticles10. Also, 

increased strain has been found to act detrimentally for diffusion by reducing 

diffusion coefficients compared to the un-strained case.42 Hence, as defects 

such as dislocations may relieve stress in crystals, this could also be one of 

the reasons for the accelerated kinetics. 

 

Regarding hysteresis, in a small (either a nanoparticle or a thin film below 

their respective critical size for coherent phase transformation), defect-free 

system – we would expect a large hysteresis between absorption and 

desorption pressures due to the large strain put on the system by either the a-

b phase boundary (in the case of a free nanoparticle) or the substrate 

clamping (in the case of a thin film). When strain is alleviated from the 
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system, for example by plastic deformation, we expect absorption pressures 

and hysteresis to decrease. This has been exemplified by Alekseeva et. al. 

where it was shown that the more grain boundaries a Pd nanoparticle has 

(characterized by the total grain boundary length inside the particle), the 

more absorption pressures and hysteresis decrease.9 However, this effect is 

the most pronounced for high-angle grain boundaries. The same effect was 

not seen for more closely packed twin boundaries. This makes sense from 

the view that high-angle grain boundaries provide more room for grains to 

expand during hydrogenation than more closely packed grain boundaries, 

e.g. twin-boundaries.9 

 

Until now we have mainly focused on how new defects are generated and the 

effect they have on the hydrogenation properties of Pd, but the hydrogenation 

process can also alter an already existing defect network as well. It is well 

established that the mobility of dislocations increases in the hydride state47, 

80 and dislocations and (closely packed) grain boundaries have even been 

found to completely “heal” after hydrogenation.10, 86 Wagner and Pundt have 

investigated the stress evolution during hydrogenation of three thin-film Pd 

samples with different defect densities.57, 58 During the initial part of the 

hydrogenation (before major plastic deformation), the highest stress levels 

were found in the defect-free single-crystalline sample, while the lowest 

stress levels were found in the sample with pre-existing dislocations. These 

dislocations could then move during hydrogenation to relieve the rising stress 

levels. The highest final stress (after major plastic deformation) was found 

in the sample with the highest density of pre-existing grain boundaries. The 

high stress level in this sample was attributed to dislocation pile-up at the 

many grain boundaries hindering stress relaxation.57, 58 On the other hand, the 

lowest final stress levels were found in the (nominally) single-crystalline 
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sample where stress relaxation through plastic deformation is the most 

efficient.57 

 

As a final note on defects, figuring out the exact strain and defect density 

state, and how these interact in any system beyond small, defect free and 

single crystalline nanoparticles, is highly non-trivial. This is exemplified by 

bulk palladium. As we have already established, the hydride phase 

transformation is incoherent in bulk, the support plays a minimal role and the 

system is generally assumed to be stress-free (by the assumption that it can 

freely expand upon hydrogenation).57 This would imply a hysteresis-free 

system, yet hysteresis is always observed.47, 48 Traditionally, this has been 

explained by the formation and movement of dislocations during both 

absorption and desorption.47 More recently, an alternative suggestion have 

been explored in regards to the last assumption that palladium is free to 

expand upon hydrogenation. Griessen et al. have shown that the desorption 

of hydrogen from bulk Pd follows the trend expected from a fully stress-free 

system but that the absorption in contrast proceeds as in a strained system.48 

The observed hysteresis in bulk can in other words be explained by stress 

that is only present during absorption and not during desorption. To this end, 

effects, such as grain-boundary or dislocation pinning that introduce strain 

during b-phase growth, could provide the mechanistic explanation for this 

asymmetry between hydrogen absorption and desorption.87 The truth is 

probably somewhere in between, where an intricate interconnection between 

strain and the formation and movement of dislocations work together to 

create the observed hysteresis at all levels of the Pd-H system. 
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4.5 The Big Picture  

As the final words of this chapter, we have now established the critical role 

that strain and defects have on the thermodynamic and kinetic properties of 

the Pd-H system. In general, more strain in the system leads to increased 

absorption pressures and wider hysteresis. The hydrogenation induced strain 

can be alleviated by plastic deformation, either through the creation (of new) 

or the movement of (already existing) dislocations. These and other defects 

typically enhance the kinetics of hydrogen through the Pd lattice by 

providing alternative pathways as well as lowers the hydrogenation 

hysteresis compared to a highly strained system. However, as defects may 

also heal during hydrogenation, the opposite trends may also be observed. If 

it is favorable for the system to get rid of defects or generate new ones 

depends on the initial strain and defect state of the system. Beside defects, 

we can also engineer the strain state of the Pd system by alloying. Alloying 

unlocks possibilities that are unreachable by using Pd alone, but also add 

complexity by introducing alloy composition as an additional variable beside 

all the parameters already discussed in this chapter.   
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5 Experimental Methods 

When allowing for alloying and defect engineering of the Pd-H system, we 

are suddenly faced with a huge parameter space of almost unmanageable 

proportions. For example, with defect engineering, reproducibility is an issue 

where it is almost impossible to fabricate two samples with equal defect 

states. For alloying, the full composition space for binary and ternary Pd 

alloys alone is beyond what anyone could study during a lifetime. Add to this 

that, for example nanoparticles, display a high degree of individuality in 

terms of structure between particles on the same sample, it quickly becomes 

apparent that large amount of data is necessary in order to draw statistically 

relevant conclusions from experimental measurements on these systems. 

Fabricating and measuring the required number of samples would thus 

quickly become unviable if a new sample had to be made for each new defect 

or alloy system to be investigated.  

 

As an alternative, if one instead would be able to screen many systems at 

once on a single sample – for example different degrees of deformation or 

many different alloy compositions – one would not only greatly reduce the 

number of samples, but also experiment-to-experiment uncertainties could 

be eliminated. In the following sections, we will go through the different 

methods that allow us to do exactly this, i.e., study alloy and defect 

engineering at the individual nanoparticle level on a single sample. 

 

5.1 Single Particle Plasmonic Microscopy 

To study nanoparticles at their individual level, we make use of an effect 

called localized surface plasmonic resonance (LSPR). This effect has been 
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utilized to great success in the recent two decades to, among other 

applications, study the catalytic and sensing properties of nanoparticles to a 

high level of detail.7-11, 61, 64-66, 74, 88-105 In brief, the LSPR effect is based on 

the propensity of electrons in the conduction band of a metal to oscillate 

when experiencing the alternating electric field of an irradiated propagating 

light wave. If the size of the metallic system is reduced to a size comparable 

to the wavelength of the light, such as is the case for a  nanoparticle, the free 

electron cloud of the entire particle will oscillate in sync with the light 

(Figure 13a). This is a resonance effect (the simplest analogy being a 

mechanical harmonic oscillator) where the strength of the response is 

wavelength dependent and is determined by the material composition, size, 

geometry and dielectric environment of each nanoparticle. A change to any 

of these parameters will generally result in a (measurable) shift in the 

plasmonic response, e.g. its frequency or intensity.  

 

In the case of palladium and hydrogen, the LSPR for Pd-based nanoparticles 

shift both in terms of frequency (a red-shift) and intensity (a decrease) when 

the Pd particle absorbs hydrogen.88, 106, 107 The reason for this is due to the 

absorbed hydrogen changing the dielectric function of the system by way of 

altering the density of states as well as enabling more interband transitions, 

which in turn leads to the before mentioned red-shift and intensity decrease 

of the plasmonic resonance.106, 108 This change can be probed with, for 

example, spectroscopic extinction measurements or intensity based 

scattering measurements (Figure 13b).9, 10, 64-66, 74, 109-111 We will focus on the 

latter method – and more specifically – intensity based measurements in a 

back-scattering dark-field microscopy setup. In this type of measurement, 

high-angle illumination of the object is employed as to only allow scattered 

light from the object to be collected by the objective lens (Figure 14a). The 
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light used for illumination is reflected at a high angle and is therefore not 

collected.   

 

 

Figure 13: (a) Schematic of the principle behind localized surface plasmon resonance 

(LSPR). A propagating light wave induces a synchronized oscillation of the free 

electrons in metallic nanoparticles. (b) Example of the hydrogenation-induced LSPR 

intensity drop of a Pd nanoparticle. Before hydrogenation the intensity is at level 𝐼1 

and after hydrogenation the intensity has dropped to level 𝐼2. 

 

The diffraction limit of light limits the minimum resolvable feature size using 

optical wavelengths. As the size of our nanoparticles (∼100 nm) is below the 

diffraction limit for all visible wavelengths, this translates to an inability to 

distinguish the number of particles that gives rise to a specific diffraction 

limited spot in a dark-field scattering measurement using visible light (Figure 

14b). However, if we can place the particles with enough separation, for 

example with electron beam lithography (more on this in section 5.2), we can 

be certain that each diffraction limited spot is the result from light scattered 

from a single nanoparticle. How this might look through a dark-field 

microscope is presented in Figure 14c. The measurement of the 

hydrogenation properties of single Pd-based nanoparticles is then just a 
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matter of tracking the intensity of each diffraction limited spot during a 

hydrogenation process. 

 

 

Figure 14: (a) Schematic of the principle behind back-scattering dark-field 

microscopy. The irradiated light exits the objective at a high angle, which means that 

only the back-scattered light from the sample reaches the objective lens. The incident 

light is reflected away due to its high incident angle. (b) Schematic of the diffraction 

limit of visible light, as applied to imaging of nanoparticles. A group of particles vs. 

a single particle are spatially undistinguishable as they both give rise to diffraction 

limited spots of equal size. (c) An array of a spatially separated PdAu nanoparticles 

as viewed through a dark-field microscope. Each diffraction limited spot of light is 

the result of the light scattering from a single nanoparticle. 

 

In order to measure the hydrogenation properties of individual Pd-based 

nanoparticles, I have built a custom experimental setup to be used together 

with a dark-field microscope (Figure 15). This setup consists of a gas-tight 

chamber for the nanoparticle samples with optical access through a glass 

window. An inlet and an outlet allow exchange of the gas environment and 
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are controlled by automatic valves. To the outlet either an exhaust pipe or a 

vacuum pump can be connected to allow for continuous flow or vacuum 

background (minimum pressure in the measurement chamber ∼1 µbar) 

experiments, respectively. Different gases (e.g., Ar, H2 and O2) are available 

and supplied to the inlet through mass-flow controllers (MFC’s) which allow 

us to control their individual flow rates. All gases can be mixed in the inlet 

piping before introduction into the measurement chamber. A heating stage 

beneath the sample and heating tape mounted on the inlet piping allows for 

measurements at elevated temperatures. The optical signal generated by the 

sample is collected through the dark-field microscope by either a CMOS or 

an electron-multiplying CCD camera. The system is fully automatic and 

controlled by scripts through a custom software to allow for maximum 

reproducibility and to minimize operator-induced experiment-to-experiment 

errors. 
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Figure 15: (a) Schematic of my plasmonic gas sensing chamber. The samples are 

placed on top of a heating stage inside a gas-tight measurement chamber with optical 

access through a top-mounted glass window. An inlet and outlet provide gas 

exchange through automatic valves. (b) Schematic of my full gas sensing setup. 

MFC’s provide controllable gas flows that are mixed in the inlet piping. An 

automatic valve controlls when the gas is introduced into the measurement chamber 

(a). An access point provides the choice between i) continous flow experiements 

where the gas is fed to the ventilation exhaust or ii) a second automatic valve which 

leads to a vacuum pump, which is used for kinetics experiments in vacuum. 
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To summarize, with the use of our custom built dark-field plasmonic 

microscopy setup, we can measure the hydrogenation properties of 

individual Pd-based nanoparticles through their diffraction limited scattered 

light, even though the particles themselves are way too small to resolve using 

optical light. In Figure 16, a darkfield image of a representative array of 

PdAu is shown as seen through the setup. Particles of 2.5 µm separation is 

easily distinguishable, and with the full field of view of 380 x 380 µm (as 

decided by the microscope objective and size of camera sensor), a theoretical 

limit of ∼ 23 000 individual particles imaged at once is reached – showcasing 

the potential of the method. 

 

 

Figure 16: Representative image of an array 38 x 88 PdAu nanoparticles as imaged 

through the microscope objective. The close-packed particles have a particle-to-

particle distance of 2.5 µm. 
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5.2 Microshutter Nanofabrication 

By utilizing the single particle plasmonic microscopy technique described in 

section 5.1, we would be able to screen a large alloy composition parameter 

space in a single measurement if a sample could be made were the 

composition of different alloy nanoparticles varies across the sample. For 

this purpose, the microshutter nanofabrication method was developed 

(Figure 17). 

 

 

Figure 17: Image of the microshutter device made to be used together with a Lesker 

PVD225 e-beam physical vapor deposition system.  

 

Before we go into the details of the microshutter fabrication method, we need 

to describe the general foundation for how we nanofabricate alloy 

nanoparticle array samples on a surface to use together with the single 

particle plasmonic microscopy technique described in section 5.1.112 This 

approach is based on the subsequent deposition of thin films of different 

metals whose thickness defines the final alloy composition through a 
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supported, prefabricated nanolithography mask. This mask defines the size 

and position of the nanoparticles. The fabrication of the mask is outlined in 

Figure 18a and can be summarized as follows: I-II) a substrate wafer (e.g. Si, 

SiO2 or sapphire) is prepared and spin-coated with an electron sensitive 

resist. The polymers in this type of resist are sensitive to electron exposure 

which breaks their internal molecular bonds to make exposed areas 

selectively soluble to a specific developer solution. To this end, the spin-

coated wafer is exposed to electrons (III) by use of an electron-beam 

lithography (EBL) system which defines the structures of the mask. The 

sample is finally placed in a developer solution which dissolves the resist in 

the areas exposed to the electron beam (IV) – the mask is complete.  

 

The next step of the fabrication is the subsequent deposition of different 

metals through the mask. This is done by evaporation of thin films of the 

desired metals by an e-beam physical vapor deposition (PVD) system. The 

metals are deposited layer-by-layer (Figure 18b), and the ratio between the 

layer thickness for the different metals defines the composition of the final 

alloys. After the PVD step, the mask is removed in a lift-off step and the 

sample is annealed to form the final, alloyed nanoparticles. This annealing 

process is based on the principle of thermodynamically driven atomic mixing 

of alloy components, which can occur far below the respective melting 

temperatures of the constituent metals.112 As such, homogeneous alloys can 

form, despite the low temperature, provided that alloying is 

thermodynamically favorable and that sufficient time is provided.112 

 

This fabrication method has been used to great success61, 64-66, 74, 112-114, but 

evidently has the drawback that a new sample must be made for each new 

alloy composition. The microshutter alleviates this limitation. The tool itself 
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(Figure 17) is a custom-built sample holder for the PVD system and 

introduces a moveable piezo-controlled microaperture between the sample 

and the metal source (Figure 18c). Hence, when the aperture moves across 

the sample it defines both the area where the metal is deposited and the final 

thickness of each metal layer. In this way, particles of varying alloy 

compositions can be fabricated on a single sample by moving the aperture 

across the sample during thin film evaporation. The demonstration of this 

technique and its application for plasmonic-based hydrogen sensing is the 

focus of Paper I.  

 

 

Figure 18: (a) Schematic of the fabrication process of a nanoparticle nanolithography 

mask using EBL. I-II) A substrate wafer (e.g. Si, SiO2 or sapphire) is prepared and 

spin-coated with an electron-sensitive resist. III) The wafer is exposed to electrons 

using an electron-beam lithography system. This defines the features of the mask. 

IV) The electron-exposed areas are a dissolved in a developer solution. (b) 

Metallization of the sample. Metal films are subsequently deposited on top of the 

sample and nanoparticles are formed inside the holes of the mask. (c) Microshutter 

metallization of sample. Metal is only deposited at the area defined by the moving 

micro-aperture, which results in controllable thickness gradients of the deposited 

metal films across the sample. 
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We will now look closer at some important details of the microshutter tool. 

One of the main limiting factors in terms of both the spatial and 

compositional resolution of the tool comes from how well the sample 

substrates can be diced. The reason for this is related to how samples are 

mounted in the microshutter. At the PVD step of the fabrication process, the 

sample (with its prefabricated mask) is mounted in a fixed slot inside the 

microshutter (Figure 19a). As the dimensions of this slot are fixed, this means 

that the sample must fit perfectly inside the slot for maximum spatial and 

compositional resolution during the metal deposition. To demonstrate this, 

we can imagine that the sample is slightly smaller than the slot. This results 

in a small gap forming between the sample and the walls of the slot (Figure 

19b), and translates to an uncertainty between the relative position of the 

aperture and the particle mask. To showcase how important this can be, a 

schematic of a representative nanoparticle mask together with the positions 

of the blocking edge of the aperture at each deposition step is presented in 

Figure 19c. The row-to-row distance between particle rows in the mask in 

this example is 2.5 µm and the aperture is programmed to stop in between 

every row. This means that if the sample is more than 2.5 µm smaller than 

the slot, we can’t guarantee that the blocking edge of the aperture will be 

positioned correctly relative the particle mask on the sample. From this 

demonstration it is evident that high-precision dicing of the sample substrate 

is critical. Exactly how much the size of the sample and the slot can differ 

depends on the nanolithography mask – the closer the features that should 

have different compositions are too each other, the more of a high-precision 

fit is needed. 
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Figure 19: (a) The sample slot in the microshutter tool and the sample before 

mounting. (b) The mounting of a sample slightly smaller than the sample slot results 

in a gap forming between the sample and the slot wall (red arrow in the left magnified 

area). This leads to an uncertainty of the position between the microshutter aperture 

and the nanolithography mask (red arrow in right magnified area). (c) Schematic of 

a representative nanolithography mask together with the calculated position of the 

blocking edge of the aperture (dashed lines) in each deposition step. The aperture 

moves from dark to light colors. 

 

To facilitate the necessary high-precision substrates described in the last 

paragraph, a time-consuming dicing solution of the substrates had to be used. 
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As a substrate is diced, the part of the diamond blade that experiences the 

most wear is the edge of the blade. This means that the use of a blade shared 

with other uses of the saw was not an option, as the settings of the saw that 

yielded a good fit at one dicing session did not yield the same result the next 

time. This was due to the blade being worn down by other users in between 

the sessions. To limit the effect of the wear on the edge of the blade, two 

wafers were waxed together where the bottom wafer served as a sacrificial 

wafer (Figure 20). This increased the distance between the worn-prone edge 

of the blade and the main substrate (Figure 20b). Taken all together, this 

process resulted in increased precision and reproducibility of the sample 

substrates, but the overall processing time increased due to the need for 

cleaning the wax of the main substrate after dicing. 

 

 

 

Figure 20: The dicing process of microshutter substrates. (a) Direct dicing of the 

main substrate lead to low reproducibility due to the wear of the blade edge (dashed 

red rectangle), which means that even though the same settings were used at repeated 

dicing sessions, the size of the samples were not consistent. (b) Using a sacrificial 

substrate during the dicing lifted the main substrate above the most wear-prone edge 

of the blade and thus raised it to a more (dicing-to-dicing) stable position higher up 

on the blade (dashed green rectangle). This lead to improved precision and 

reproducibility. 
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5.3 Nanoindentation 

In the former section, I described how we can fabricate samples that allow 

us to control the composition of alloy nanoparticles at the single particle 

level. In the final section of this chapter, we will briefly introduce a method 

to instead control the defect density of our particles at the individual level - 

nanoindentation. This is motivated by the fact that beside the two extremes 

of fabricating particles with a very high or a very low density of defects, it is 

very difficult to systematically and reproducible fabricate particles with a 

controllable amount of defects. Instead, nanoindentation (Figure 21) can be 

used post-fabrication to systematically deform individual nanoparticles and 

thereby introduce defects via plastic deformation.25, 27, 29, 115  

 

The nanoindenter we used (Bruker Hysitron PI85) uses a three-plate 

capacitive design to apply load and measure displacement simultaneously. 

This is done by way of an AC signal being applied each to the top and bottom 

capacitive plate respectively (Figure 21a). The sum of these signal is read out 

at the middle plate, to which the diamond tip of the nanoindenter is also 

attached. When a DC signal is applied to the lower plate, the middle plate 

with the tip is attracted downward, and as such the strength of this DC signal 

also defines the load of the tip (Figure 21b). At the same time, the sum of the 

AC signals from the top and bottom plate changes according to the 

displacement of the middle plate (Figure 21b). Hence, the total load-to-

displacement can be extracted accordingly from the DC signal amplitude and 

the AC signal phase change respectively. The minimum resolvable 

displacement and load is < 1 nm and < 1 µm respectively.  
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We then used the nanoindenation technique to systematically nanoindent 

individual Pd nanoparticles to different degrees (nominally 5 nm, 10 nm, 15 

nm, 20 nm, 25 nm, 30 nm, 35 nm and 40 nm below their nominal thickness 

of 60 nm). Together with the single particle plasmonic microscopy technique 

described in section 5.1, this allow us to investigate how different degrees of 

deformation influence the hydrogenation properties of individual Pd 

nanoparticles, which is the focus of Paper II. 
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Figure 21: Nanoindentaion process of individual nanoparticles. (a-b) Schematic 

showing the working principle of the nanoindenter. An AC signal between the top 

and bottom capacitive plates are used to measure the displacement when a DC signal 

(the amplitude of which defines the applied load) is used to attract the middle plate 

(and accordingly, move the tip downward). (c) Schematic showing the process of 

deforming a single nanoparticle with the diamond tip of the nanoindenter tool. (d) 

SEM image of the diamond tip and a Pd nanoparticle belwo it just before indenation. 

Scale bar is 1 µm. 
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6 Outlook and Conclusions 

As the first conclusion of this thesis, we have demonstrated the use of a 

piezo-controlled microshutter device that enables the fabrication of 

supported nanostructure surfaces with compositional gradients, with 

composition control down to the single nanoparticle (Paper I). Additionally, 

we have demonstrated the use of this technique to measure the plasmonic 

response arrays of AuAg, AuPd, and AgPd alloy nanoparticles as a function 

of composition. Also, the PdAu alloy sample was used in hydrogen sorption 

experiments to simultaneously screen the hydrogen sorption properties of 38 

different PdAu alloys in a single experiment. 

 

Moreover, in Paper II, we have demonstrated the accelerating effect that 

plastic deformation through nanoindentation has on the hydrogen sorption 

kinetics of supported Pd nanoparticles. Also, this study revealed the intricate 

interplay between particle morphology, internal structure and substrate 

interaction that work together to decide the evolution of thermodynamic and 

kinetic properties of supported Pd nanoparticles under repeated hydrogen 

cycling. 

 

The focus of near-term projects I plan to embark after this thesis is mainly 

on the microshutter method described in section 5.2., and its application to 

make tailored multi-alloy samples for plasmonic hydrogen sensing. 

Specifically, we for example aim to use machine learning methods to analyze 

the complex response of a large multi-alloy sample when exposed to 

hydrogen in a background of different types of gases that mimic specific real 

life sensor application environments, such as (humid) air with typical 

contaminants that include CO, NOx and SOx. In fact, a first prototype sample 
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for this project has already been fabricated and consists of 24 different binary 

and ternary alloys comprised of 4 different metals, with 45 particles per 

composition (Figure 22). To investigate this type of sample, a specialized 

measurement chamber that enables sample exposure to multiple gases 

simultaneously, as well as makes it possible to humidify the supplied gases 

is being built and is soon ready for the initial measurements on the multi-

alloy sample. 
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Figure 22: A multi-alloy sample made by the microshutter method. (a) Schematic of 

the sample outline. The sample consists of 25 particle rows of 24 different alloy and 

metal systems with 45 particles per row (i.e. per composition). (b) Optical 

micrograph of the mask area right after metal deposition but before mask lift-off. 

The imaged area is roughly 650 x 300 µm large and the horizontal bands of different 

metals are clearly visible. 
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Regarding the tedious dicing process described in section 5.2, We are also 

planning to improve this time-consuming process since it currently is 

limiting the efficiency of the entire concept. Currently, the focus is to limit 

the need of the dicing saw and instead develop a reproducible, wafer-scale 

etching process for fabricating the substrates required for the microshutter. 

The basis of this idea is to develop a dry-etch scheme to reproducibly etch 

high-precision substrates for the microshutter. However, since dry-etching 

through an entire Si-wafer of 500 µm thickness would not be time-efficient, 

the dry etching will only be used to define a thin, well-defined cut into the 

substrate (Figure 23a). Next, the sample would be flipped to the other side 

and diced from the backside – but not all the way through (Figure 23b). If 

done correctly, this would leave the edge made by the dry-etching intact, and 

as such, allow us to use this small but well-defined rim around the sample to 

define its overall geometry with respect to the microshutter slot (Figure 19b). 

A glaring question is of course how well-defined and reproducible we can 

etch by dry-etching, but this the future will tell. 
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Figure 23: Etching concept for well-defined microshutter substrates. (a) A small but 

well-defined cut (solid arrow) is made into the Si wafer by dry-etching. (b) The wafer 

is thereafter flipped upside-down and diced from the backside. The dicing cut (dotted 

arrow) is less well-defined than the cut made by dry-etching (solid arrow), but as the 

wafer is not diced all the way through, this still leaves the well-defined edge made 

by etching as a rim around each sample. 
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