CHALMERS

UNIVERSITY OF TECHNOLOGY

An intelligent optimization method for the facility environment on rural
roads

Downloaded from: https://research.chalmers.se, 2024-06-30 08:55 UTC

Citation for the original published paper (version of record):

Ren, W., Yu, B., Chen, Y. et al (2024). An intelligent optimization method for the facility
environment on rural roads. Computer-Aided Civil and Infrastructure Engineering, In Press.
http://dx.doi.org/10.1111/mice.13209

N.B. When citing this work, cite the original published paper.

research.chalmers.se offers the possibility of retrieving research publications produced at Chalmers University of Technology.
It covers all kind of research output: articles, dissertations, conference papers, reports etc. since 2004.
research.chalmers.se is administrated and maintained by Chalmers Library

(article starts on next page)



Received: 5 December 2023

W) Check for updates

Accepted: 4 February 2024

DOI: 10.1111/mice.13209

RESEARCH ARTICLE

59 WILEY

An intelligent optimization method for the facility
environment on rural roads

Weixi Ren' | BoYu' | Yuren Chen' | Kun Gao’? | Shan Bao** |
Zhixuan Wang' | Yuting Qin’

IKey Laboratory of Road and Traffic
Engineering of the Ministry of Education,
College of Transportation Engineering,
Tongji University, Shanghai, China

2Department of Architecture and Civil
Engineering, Chalmers University of
Technology, Gothenburg, Sweden

3Industrial and Manufacturing Systems
Engineering Department, University of
Michigan, Dearborn, Michigan, USA

4Human Factors Group, University of
Michigan Transportation Research
Institute, Michigan, USA

Correspondence

Bo Yu, Key Laboratory of Road and Traffic
Engineering of the Ministry of Education,
College of Transportation Engineering,
Tongji University, 4800 Cao’an Highway,
Shanghai 201804, China.

Email: boyu@tongji.edu.cn

Kun Gao, Department of Architecture and
Civil Engineering, Chalmers University of
Technology, SE-412 96 Gothenburg,
Sweden.

Email: gkun@chalmers.se

Funding information

National Natural Science Foundation of
China, Grant/Award Number: 52102416;
Natural Science Foundation of Shanghai,
Grant/Award Number: 22ZR1466000

1 | INTRODUCTION

Regardless of small traffic volumes, crashes on rural roads
are still frequent and severe (Marshall & Ferenchak, 2017).
In the United States, 43% of all traffic fatalities in 2020

Abstract

This study develops an intelligent optimization method of the facility envi-
ronment (i.e., road facilities and surrounding landscapes) from drivers’ visual
perception to adjust operation speeds on rural roads. Different from previous
methods that heavily rely on expert experience and are time-consuming, this
method can rapidly generate optimized visual images of the facility environment
and promptly verify the optimization effects. In this study, a visual road schema
model is established to quantify the facility environment from drivers’ visual
perception, and an automated optimization scheme determination approach
considering the original facility environment characteristics is proposed using
self-explaining theory. Then, Cycle-consistent generative adversarial network is
used to automatically generate optimized facility environment images. To verify
the optimization effect, operation speeds of the optimized facility environments
are predicted using random forest. The case study shows that this method can
effectively optimize the facility environment where original operation speeds are
more than 20% over the speed limits, and the whole process only takes 1 h far less
than several months or years in previous ways. Overall, this study advances the
intelligence level in optimizing the facility environment and enhances rural road
safety.

happened in rural areas, even though only 19% of the pop-
ulation lived in rural areas. The fatality rate per 100 million
vehicle miles traveled on rural roads was 1.7 times higher
than that on urban roads (NHTSA, 2022a). In China,
according to the Traffic Administration Bureau of the

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the

original work is properly cited.

© 2024 The Authors. Computer-Aided Civil and Infrastructure Engineering published by Wiley Periodicals LLC on behalf of Editor.

Comput Aided Civ Inf. 2024;1-22.

wileyonlinelibrary.com/journal/mice | 1


mailto:boyu@tongji.edu.cn
mailto:gkun@chalmers.se
http://creativecommons.org/licenses/by/4.0/
https://wileyonlinelibrary.com/journal/mice
http://crossmark.crossref.org/dialog/?doi=10.1111%2Fmice.13209&domain=pdf&date_stamp=2024-04-23

L WILEY

Ministry of Public Security of PRC (2020), the fatality rate
on rural roads exceeded 60% in 2020, significantly higher
than the urban road fatality rate of 35%. In Europe, 53%
of road fatalities happened on rural roads in 2018, com-
pared to 38% on urban roads and just 9% on freeways (EU
Road Safety Statistics, 2019). Speeding is one of the major
contributors to crashes on rural roads (Yu et al., 2019). In
New Zealand, speeding was responsible for approximately
70% of injury crashes and around 60% of fatal crashes on
rural roads (Job & Brodie, 2022). Besides, in the United
States, speeding-related crashes claimed the lives of 4717
people, constituting 28% of rural traffic fatalities (NHTSA,
2022b). Therefore, there is widespread concern and critical
demand to reduce speeding on rural roads.

Speeding is risky behavior of human drivers that consists
of various interacting influencing factors, such as sur-
rounding vehicles, road geometry, traffic enforcement, and
facility environments (i.e., road facilities and surrounding
landscapes; Ambunda & Sinclair, 2022). However, on rural
roads, due to low traffic volume, vehicles often operate in
a state of free-flow with little influence from surround-
ing vehicles (Gayah & Donnell, 2021). Besides, hindered
by limited surrounding land use and capital investment
capacity, the space for geometric design improvement is
constrained on rural roads (Coakley et al., 2016; M. Xu
etal., 2023). Furthermore, the extensive coverage and com-
plex surroundings of rural roads, coupled with limited
financial and human resources, make traffic enforcement
aformidable task (Shaaban et al., 2023). There is increasing
acknowledgment that the layout of facility environments
of rural roads has significant effects on drivers’ speed selec-
tion, and optimizing the facility environments has become
a vital approach to reduce speeding-related crashes on
rural roads (Pasindu et al., 2021).

Self-explaining theory is a design concept of facility
environments, which indicates that the layout of the
facility environment should automatically elicit appropri-
ate driving speeds (Theeuwes & Godhelp, 1995). Drivers
make cognition toward road supply by perceiving facility
environments and then select driving speeds accordingly
(Theeuwes & van der Horst, 2017). When the road sup-
ply is appropriate, even with limited traffic enforcement
on rural roads, drivers tend to adhere to the speed lim-
its and select appropriate driving speeds (Charlton et al.,
2010). The self-explaining theory focuses on using traffic
signs, road markings, landscapes, and other semantics, to
create facility environments that evoke drivers’ correct cog-
nition toward road supply (Theeuwes, 2021). Since it came
out, the self-explaining theory has rapidly gained popu-
larity (Ghorbani et al., 2023). For example, Germany has
incorporated the self-explaining theory into their national
guidelines for rural roads, emphasizing the importance of
standardized and self-explanatory road design (Weber &
Hartkopf, 2005). In 2017, the Czech Republic employed the
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self-explaining theory to enhance safety on their national
roads, and in 2019, Belarus adopted this theory to develop a
new road traffic safety concept (Ambros et al., 2017; Kapsky
et al., 2020).

Despite the widespread acceptance of the self-explaining
theory, practical optimization of facility environments con-
tinues to encounter several challenges, including heavy
reliance on expert experience, limited automation, and dif-
ficulties in prompt optimization effect verification (Naveen
et al., 2017). This study aims to develop an intelligent opti-
mization method of the facility environment from drivers’
visual perception to adjust operation speeds on rural roads.
In this study, a visual road schema model is established
to quantify the facility environment from drivers’ visual
perception and an automated optimization scheme deter-
mination method is proposed using self-explaining theory.
Then, the Cycle-consistent generative adversarial network
(i.e., CycleGAN) is used to generate optimized facility
environment images. Combined with the operation speed
prediction model, the optimization effect could be verified
promptly. The intelligent optimization method proposed
in this study follows the concept of “human-oriented” and
is conducive to achieving the function of facility envi-
ronments in evoking accurate driver expectations of road
categories and guiding most drivers to follow speed limits
(i.e., the “self-explaining” function) of rural roads. Besides,
this study will improve the degree of automation and intel-
ligence in optimizing the facility environment and help
reduce repetitive human work and the dependence on
expert experience during road design.

2 | LITERATURE REVIEW

2.1 | Current facility environment
optimization practice on rural roads

Currently, several studies have focused on reducing speed-
ing on rural roads through the optimization of facility
environments. Table 1 offers a literature review of these
studies, summarizing the following key aspects: (1) tar-
geted road sections; (2) facility environment semantics
optimized in each study; (3) installation method (i.e.,
facility environment semantics were installed individually
or in combination); (4) whether the analysis considered
the original facility environment; (5) optimization effect;
and (6) the method and time required for verifying the
optimization effect.

From Table 1, it is evident that current facility envi-
ronment optimization research typically follows a similar
process. Designers or experts propose various road facili-
ties designed to reduce operation speeds. These facilities
are then implemented individually or in combinations
on the targeted rural road sections based on engineering
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experiences. Then, crashes or operation data from these
sections are collected over a period ranging from several
months to years, which enables the comparative analy-
sis of the optimization effects. Undoubtedly, these studies
have achieved advancements in reducing speeding and
enhancing rural road safety. However, existing research
still exhibits some limitations.

First, most study primarily concentrates on analyzing
one or two categories of semantics, resulting in a lim-
ited scope for proposing facility environment optimization
methods. Facility environments on rural roads encompass
a variety of semantic categories, such as lane mark-
ings, traffic signs, roadside protections, and landscapes
(L. He et al., 2023). A comprehensive consideration of
these semantics would enhance the diversity of facility
environment optimization methods.

Moreover, current research overlooks the characteris-
tics of the original facility environments on different road
sections. All targeted road sections with similar histori-
cal crash rates or operation speeds are treated uniformly
and optimized in the same way. It remains uncertain how
to propose the most effective optimization methods for
different facility environments (Turner et al., 2017).

Additionally, verifying the optimization effect of the
facility environment needs to build virtual scenarios
within driving simulators or to conduct practical driv-
ing experiments on real roads, both of which are highly
time-consuming processes. It is expected that once facil-
ity environment optimization methods are proposed, their
effect could be timely estimated before implementation
on the road (Yang et al., 2021). This prompt verification
is crucial for enhancing efficiency and reducing the con-
sumption of human and material resources in engineering
practice (de Ona et al., 2014).

2.2 | Facility environment semantics
affecting drivers’ speed selection on rural
roads

At present, numerous studies have analyzed the facility
environment semantics that influence drivers’ speed selec-
tion on rural roads. Table 2 offers a literature review of
these studies, summarizing the following key aspects: (1)
facility environment semantics analyzed in each study;
(2) whether the analysis comprehensively considers var-
ious facility environment semantics; (3) the property of
the results (i.e., qualitative or quantitative); (4) specific
findings; and (5) whether the analysis considered drivers’
visual perception.

Identifying the facility environment semantics that
influence drivers’ speed selection is the prerequisite for
determining facility environment optimization schemes
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(Walker et al., 2013). However, there are still certain
limitations in the existing studies.

Some studies have conducted a comprehensive analy-
sis of multiple semantics within the facility environment,
identifying significant semantics on drivers’ speed selec-
tion, such as trees and barriers (Antonson et al., 2014,
Cruzado & Donnell, 2010; Cox et al., 2017; Yu et al., 2019).
However, these analyses are often qualitative and lack
quantitative assessments of the speed revision abilities of
these semantics, making it challenging to provide the-
oretical support for determining applicable optimization
schemes for facility environments. Conversely, other stud-
ies have quantified the speed revision abilities of specific
facility environment semantics (Goldenbeld & van Scha-
gen, 2007; Montella et al., 2015; Qin et al., 2020; Vignali
et al., 2019). Nonetheless, these studies only account for
cases in which a single facility environment semantic is
present, leaving the effects of interactions and combina-
tions of different semantics unknown. Currently, there
is a lack of comprehensive investigation to quantita-
tively analyze the influence of various facility environment
semantics on drivers’ speed selection.

Drivers’ speed selection is mainly determined by the
driver’s visual perception of the facility environment rather
than the actual one (Yu et al., 2018). Previous studies
have found a significant distinction between perceived
and actual facility environment semantics (Du et al.,
2018). Quantifying the facility environment from drivers’
visual perception can help accurately analyze its impact
on drivers’ speed selection, thus improving the effective-
ness and practicality of facility environment optimization
schemes (Wang & Chen, 2011). However, most current
research lacks consideration of drivers’ visual perception.

2.3 | CycleGAN
CycleGAN is an unpaired image-to-image translation algo-
rithm, which was first proposed by Zhu et al. (2017). It can
transfer the style of one set of images onto another style to
create new images without any paired training examples
(Gatys et al., 2016). The object of image style transfer can
be abstract styles or instance objects (Isola et al., 2017).
CycleGAN has demonstrated remarkable performance
in various environment image translation and genera-
tion tasks. For example, Karlsson and Welander (2018)
employed CycleGAN to generate visually realistic street
view images with various resolutions, lighting conditions,
and weather scenarios. Besides, another study used Cycle-
GAN to translate road environment images from night
to day, to increase background brightness and improve
nighttime vehicle detection accuracy (Shao et al., 2020).
In the current research, CycleGAN-based environment
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landscape, pavement
markings, protection
facilities

REN ET AL.
TABLE 2
Analyzed facility Comprehensive
Study environment semantics  analysis
Goldenbeld and  Roadside buildings, trees, No
van Schagen vegetation
(2007)
Broughton et al.  Roadside surrounding No
(2009)
Cruzado and Warning sign, number of Yes
Donnell warning signs
(2010)
Bella (2013) Roadside configuration No
Antonson et al. Trees, buildings, barriers, Yes
(2014) road signs, shoulders,
landscapes
Montella et al. Warning signs, perceptual ~ No
(2015) measures, and transverse
rumble strips
Coxetal. (2017)  Road signs, traffic lights, Yes
tree
Yu et al. (2019) Landscapes, barriers, Yes
obstacles, traffic signs
Vignali et al. Roadwork signs No
(2019)
Ambros et al. Median barrier No
(2020)
Qin et al. (2020)  Traffic sign, roadside No

59 WILEY-=

Summary of the facility environment semantics affecting drivers’ speed selection on rural roads.

Drivers’

Results ol

image generation and translation technologies are limited
to alterations in images’ visual representation effect (i.e.,
the abstract style of images) and do not have much prac-
tical impact on environment optimization in engineering
applications.

After the facility environment optimization scheme
is determined, optimizing the facility environment from
drivers’ visual perception can be regarded as transform-
ing the existing unsuitable facility environment images
into corresponding optimized images by adjusting the
facility environment semantics (i.e., instance objects).
CycleGAN-based image translation and generation tech-

Property Specific findings perception

Quantitative ~ Roadside buildings and trees can  No
reduce drivers’ preferred

speeds by about 5 km/h

Qualitative Drivers tend to speed on empty No

roads

Qualitative Warning signs can reduce No
operation speeds, and more
signs further enhance their
impact

Qualitative No guardrail, standard guardrail No
and red-and-white guardrail
have little effect on operation

speeds

Qualitative Trees, buildings, and barriers are  No
more likely to reduce driving

speeds

Quantitative ~ Warning signs, perceptual No
countermeasures, and
transverse rumble strips can
reduce average speeds by about

3,12, and 6 km/h, respectively

Qualitative Trees are more likely to reduce No
driving speeds

Qualitative Abundant landscapes, obstacles  Yes
and continuous barriers
significantly reduce the

speeding likelihood

Quantitative ~ Roadwork signs can reduce the Yes
average driving speed by about

20 km/h
Speeding increases with the No

progression from no barrier to
solid barrier to cable barrier

Qualitative

Quantitative ~ High-density roadside greenery Yes

can reduce driving speeds by
more than 25 km/h

nologies can automatically learn mappings between dif-
ferent domains without the need for extensive manual
data labeling, which could significantly reduce the human
effort required during the optimization process (Alma-
hairi et al., 2018). However, there is currently no related
research.

Given the above, there exists a gap in conducting a
comprehensive and quantitative analysis of how various
facility environment semantics influence drivers’ speed
selection from drivers’ visual perception. Besides, the
current facility environment optimization is unable to con-
sider the original facility environment characteristics and
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* LWILEY [
offers limited optimization methods. It heavily relies on
human work and expert experiences, lacking prompt ver-
ification of the optimization effect. Therefore, this study
proposes an intelligent optimization method, which could
optimize the facility environment on rural roads from
drivers’ visual perception. In this study, a visual road
schema model is established to quantitatively quantify the
facility environment from drivers’ visual perception. Fur-
thermore, an automated approach for determining the
optimization scheme is proposed using self-explaining
theory, which comprises two steps: assessing the applica-
bility of the original facility environment semantics and
proposing optimization principles. After that, this study
puts forward a CycleGAN-based optimization model to
intelligently optimize the original facility environments
according to the optimization schemes, and a random
forest model is built to verify the optimization effect by
predicting the operation speeds of the optimized facility
environments. The main contributions of this paper are as
follows:

First, a visual road schema model that quantitatively
quantifies the semantic composition of facility environ-
ments and measures the speed revision ability of these
semantics from drivers’ visual perception.

Second, an automated method for determining facility
environment optimization schemes:

1. The proposed optimization schemes consider the origi-
nal characteristics of facility environments (i.e., seman-
tic composition and speed revision ability of each
semantic), ensuring the most effective treatments for
the original facility environments.

2. Various optimization schemes may be proposed, involv-
ing four categories of semantics (i.e., visual lane
markings, visual pulses, roadside protections, and land-
scapes) and their combinations.

Third, an efficient and automated method to realize the
optimization scheme from drivers’ visual perception (i.e.,
transfer the original visual image of the facility environ-
ment into an optimized version directly), with the ability
to promptly verify the optimization effects.

3 | FRAMEWORK

The framework of this study is proposed in Figure 1, which
briefly illustrates the intelligent optimization method for
the facility environment on rural roads.

First, as shown in Figure 1a, facility environments where
operation speeds exceed the speed limit are screened out
and are quantitatively quantified from drivers’ visual per-
ception with the visual road schema model. Specifically,

REN ET AL.

Visual road schema model

(Speed revision ability of
each semantic)

AY
~ i Unsuitable |
N i | visual schema |
\
N TR -
Visual semantic schema : Optlmuatyon
AN f  scheme
N H
_ e _\‘ Effectiveness : .| Optimization r

indicator principle

!
1
1
1
1
I
1
I
1
1
1
I
|

_Visual sensitive schema Based on self-explaining theory

Optimization CycleGAN-based

scheme optimization model

e

(c) The generation of the optimized facility environment images

| Random Forest
prediction model

E 3

Visual road schema model

Visual semantic Visual sensitive
schema schema

Operation speeds
Optimized visual images
(d) Verification of the optimization effect

FIGURE 1 The intelligent optimization method.

the visual semantic schema and visual sensitive schema
are extracted, which reflect the semantic composition of
facility environments and the speed revision ability of each
semantic, respectively.

Then, as illustrated in Figure 1b, the optimization
schemes for the original facility environments are auto-
matically determined with the applicability and effec-
tiveness indicators. These two indicators are developed
through statistical analysis and align with the self-
explaining theory. The applicability indicator is used to
judge whether the visual semantic and sensitive schemas
of the original facility environments are suitable. The
effectiveness indicator helps to determine how the unsuit-
able visual semantic and sensitive schemas should be
optimized.

After that, as indicated in Figure lc, to realize the
optimization scheme, the CycleGAN-based optimization
model is employed to automatically optimize the origi-
nal facility environments into suitable ones from drivers’
visual perception directly (i.e., transfer the original visual
images of the facility environment into an optimized
version).
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At last, as presented in Figure 1d, the optimized facility
environments are quantified using the visual road schema
model, and a random forest model is employed to verify
the optimization effect by predicting the operation speeds
of the optimized facility environments with this model. If
the predicted operation speeds are below the speed limit,
the optimization is completed. If not, the optimization step
should be repeated until the predicted operation speeds
align with the speed limit. More details of this study are
provided in the following sections.

4 | NATURALISTIC DRIVING
EXPERIMENT

A series of naturalistic driving experiments were carried
out on two-way two-lane rural roads in five provinces
across China (including Tibet, Anhui, Shandong, Jiangxi,
and Zhejiang), with a total travel distance of more than
50,000 km. Road sections used in this study consist of
mountain roads, township roads, and other categories
containing varied roadside landscapes and road facilities.
Each road section had a clearly defined speed limit. All
road sections had relatively low traffic volume, which
imposed little influence on driving behavior. The experi-
ment involved a total of 42 drivers, comprising 33 males
and nine females. Participants’ ages ranged from 23 to 50
years, with a mean age of 32.9 years and a standard devia-
tion (SD) of 7.1 years. All participants were local residents
who were familiar with the road environment and had a
minimum of 3 years of driving experience, with an aver-
age of 11.3 years, a SD of 5.8 years, and a range from 3 to 22
years.

The data collected from each driver included at least
driving data of 1000 km. These experiments used a driving
recorder (GARMIN GDR35), a Global Positioning Sys-
tem (GPS) locator, and a three-axis acceleration sensor to
obtain driving videos and kinematic vehicle information.
The driving recorder could precisely align GPS positions
with driving video information and was positioned within
the drivers’ line of vision to capture the facility environ-
ment perceived by drivers. A sampling rate of 1 Hz was
used. A total of 3502 sets of valid data were obtained in
this study after screening and processing. Each dataset
included an RGB road section figure from the drivers’
visual point of view, the geographic coordinate, and the
operation speed of the facility environment (i.e., the 85th
percentile of all drivers’ speeds).

In this study, speeding is defined as operation speeds
exceeding the speed limits, which indicates that most
drivers tend to overspeed in these facility environments
(Hou et al., 2020). Based on this criterion, there are 1190
such road sections with high tendencies of speeding, tak-
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FIGURE 2 The visual semantic schema.

ing about 34% of the total data. Other road sections are
considered with low tendencies of speeding.

5 | THE VISUAL ROAD SCHEMA
MODEL

Avisual road schema model is established to quantitatively
quantify drivers’ visual perception of the facility environ-
ment during driving, including the visual semantic schema
and visual sensitive schema.

5.1 | The visual semantic schema

As demonstrated in Figure 2, the visual semantic schema
demonstrates the semantic composition of rural roads
perceived by drivers.

A modified semantic segmentation network composed
of feature extraction, feature fusion, and semantic seg-
mentation is adopted to establish the visual semantic
schema. The features of objects in the original image
are first retained through the feature extraction module
(i.e., a residual neural network [ResNet]). Then, they are
input into the feature pyramid network for feature fusion.
Finally, the semantic segmentation branch is used to iden-
tify various semantics of the facility environment. Pixels
belonging to the same semantic are labeled with a specific
color. More information on the semantic segmentation net-
work is available from our previous study (Chen et al.,
2021). Semantics are further divided into four categories:
visual lane markings (e.g., dividing lines, edge lines, etc.),
roadside protections, visual pulses (e.g., traffic signs, col-
ored pavements, advertising boards, etc.), and landscapes,
represented in the visual semantic schema by light gray
(RGB: 255, 255, 255), gray (RGB: 125, 125, 125), yellow (220,
220, 0), and green (107, 142, 35), respectively.

The visual semantic schema can be denoted by a vector
[Biane> Dpro» bpuises biscp]- Elements in the vector describe
the four semantic categories’ presence, each of which takes
a value of 0 or 1. If a semantic category is included in the
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FIGURE 3 The visual sensitive schema.

facility environment, the corresponding element value is
labeled as 1; otherwise, 0.

5.2 | The visual sensitive schema

As illustrated in Figure 3, the visual sensitive schema
is used to represent the speed revision ability of each
semantic.

According to our previous study (Qin et al., 2020), the
visual road geometry determines drivers’ basic speeds, and
the facility environment has an additional revision ability.
In this study, the visual sensitive schema is a quantification
of the revision ability. As shown in Equation (1), the actual
operation speed V' depends on the basic speed V, and the
revised component & of the speed.

V=V,+8é ey

5= 5 )
A

In Equation (2), ¢ is the total value of the revised com-
ponent, §; represents revised components of speeds of
different semantic categories, ieN™, indicating the visual
road marking, roadside protection, visual pulse, and land-
scape. §; < 0 means that the semantic has an inhibitory
effect on the speed of drivers, while §; > 0 represents a

promoting influence.
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Visual sensitivity schema

According to the number of semantic categories in
scenarios, the facility environment is divided into three
types: no-semantic scenario, single-semantic scenario, and
multi-semantic scenario.

In the no-semantic scenario, the operation speed is only
affected by the visual road geometry, namely, V =V, and
8 = 0. Based on our previous research (Yu et al., 2019), the
CatMull-Rom spline curve could fit the visual road geom-
etry well, and the shape parameters of the CatMull-Rom
spline curve (i.e., the visual curve length and curvature of
adjacent control points) are closely related to basic speeds.
Therefore, the random forest model is employed to predict
the basic speed V,, through these shape parameters. The
optimal hyperparameters for the random forest model are
determined through cross-validation. Specifically, the opti-
mal parameters for the model are found to be 192 trees, a
maximum tree depth of 6, and eight features considered
at each split. The model achieves a mean absolute error of
1.29 km/h and an out-of-bag (OOB) R? of 0.96 on the testing
set, indicating a good regression performance.

In the single-semantic scenario, there is only one cate-
gory of semantics (i.e., § = §;), and & can be calculated by
taking the difference between V and V.

In the multi-semantic scenario, there are two or more
categories of semantics, and the speed revision ability
of different semantics should be compared and ana-
lyzed. The convolutional neural network (CNN) and the
Gradient-weighted Class Activation Mapping (Grad-CAM)
technique are used to calculate the relative importance
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ratio of various semantic categories and allocate the total
value of the revised speeds (i.e., §) based on this ratio.
CNN is a class of deep learning algorithms containing con-
volutional computation, which is widely used in image
understanding and calculation (Alzubaidi et al., 2021).
Grad-CAM is a class-discriminative localization technique
for CNN-based models, which can highlight the regions
in an image that are important for the model’s prediction
(Jingjing Guo et al., 2021).

The visual sensitive schema could be represented by
a vector [Siane» O pro» O pulses Siscpl- Elements in the vector
describe the revised speeds of the visual road marking,
roadside protection, visual pulse, and landscape. Figure 3
shows some examples of the visual sensitive schema in no-
semantic, single-semantic, and multi-semantic scenarios.

6 | THE AUTOMATED OPTIMIZATION
SCHEME DETERMINATION APPROACH

To determine the optimization scheme for the original
facility environment, a self-explaining analysis of the
visual road schema is conducted, including the applica-
bility and effectiveness analyses. The applicability analysis
evaluates whether the original visual semantic and sen-
sitive schemas are suitable for rural roads, while the
effectiveness analysis helps determine how to optimize the
unsuitable visual semantic and sensitive schemas. These
analyses are developed with effectiveness and applicabil-
ity indicators for visual semantic and sensitive schemas
proposed in this study based on statistical methods. Sec-
tions 5.1 and 5.2 describe the process for determining
these indicators for visual semantic and sensitive schemas,
respectively, as well as how to apply them to automati-
cally determine the optimization scheme for the facility
environment.

6.1 | The effectiveness and applicability
indicators for the visual semantic schema

When facility environments look similar, they are cate-
gorized as the same from drivers’ visual perception, and
road users generate similar driving speeds (Theeuwes,
2021). Therefore, the effectiveness indicator for the visual
semantic schema is proposed by exploring the influence
of different semantic combinations of the facility environ-
ment on operation speeds. Besides, this study summarizes
the visual semantic schema suitable for rural roads (i.e.,
the applicability indicator for the visual semantic schema),
by comparing the semantic composition differences
between road sections with high and low tendencies of
speeding.
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FIGURE 4 The effectiveness indicator for the visual semantic
schema: the visual semantic schema with different semantic
combinations and their corresponding operation speed intervals.

The facility environment on rural roads includes four
semantics, namely, the visual lane marking, roadside pro-
tection, visual pulse, and landscape, and there are 16
groups of visual semantic schemas with different seman-
tic combinations. Figure Al in the Appendix presents the
mean and SD of operation speeds of each visual semantic
schema.

6.1.1 | The effectiveness indicator

Before summarizing the effectiveness indicator for the
visual semantic schema, the analysis of variance (ANOVA)
is conducted for the operation speed samples collected
under 16 groups of visual semantic schemas to verify
whether the visual semantic schema has a significant effect
on operation speeds. ANOVA tests whether the differences
between groups are beyond what can be explained by
random error alone (Kim, 2017). The results are summa-
rized in Table 3. All the samples in each group meet the
applicable conditions of ANOVA. The data are normally
distributed, and homoscedasticity is guaranteed (Levene’s
Test, p < 0.05). The result of ANOVA shows that the
impacts of different semantic combinations on operation
speeds are significantly distinct (F(15,3486) = 126.156,
p < 0.05). In other words, it is statistically valid to alter
drivers’ road category cognition by changing the visual
semantic schema.

Then, the corresponding speed intervals for the visual
semantic schema with different semantic combinations
are summarized in Figure 4, namely, the effectiveness indi-
cator for the visual semantic schema. According to the
speed limit of the road section, the appropriate visual
semantic schema could be selected as the optimization
target with this indicator.

6.1.2 | The applicability indicator

To explore the applicability indicator for the visual
semantic schema, the proportion of road sections with
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TABLE 3 Results of ANOVA under different semantic combinations of visual semantic schemas.
Levene’s test
Levene statistics DF1 DF2 p-value
6.226 15 3486 <0.001
Tests of between-subjects effects
Dependent variable: Operation speeds
Type III SS DF MS F p-value
Modified model 291,019.88 15 19,401.33 126.156 <0.001
Intercept 3,032,710.02 1 3,032,710.02 19,720.100 <0.001
Semantics 291,019.88 15 19,401.33 126.156 <0.001
Error 536,104.14 3486 153.79
Sum 17,051,531.00 3502
Abbreviation: ANOVA, analysis of variance.
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FIGURE 5 The applicability indicator for the visual semantic

schema: the speed compliance rate for each visual semantic schema.

high tendencies of speeding among all road sections (i.e.,
speed compliance rate) of each visual semantic schema
is calculated, and those with a probability exceeding
85% are considered to have good applicability on rural
roads as demonstrated in Figure 5. It could be seen
that visual semantic schemas with fewer semantics
tend to show poorer applicability. In contrast, visual
semantic schemas with rich roadside landscapes and
road facilities demonstrate greater applicability. Among
all semantics, the landscape plays an essential role in
improving the applicability of the facility environment
on rural roads. Almost all visual semantic schemas con-
taining landscapes are applicable on rural roads, which
is consistent with the current research (Van Treese et al.,
2017).

The applicability indicator for the visual semantic
schema can be summarized as follows: If the visual seman-
tic schema of the facility environments falls within [0,1,1,1],
[0,1,0,1], [1,0,0,1], [0,0,1,1], [1,1,0,1], [1,1,1,1], [1,1,1,0], or
[1,0,1,1], they are considered good applicability on rural
roads; otherwise, they are considered bad applicability. To

FIGURE 6 The distribution of drivers’ revised speeds in each
single-semantic scenario.

optimize the visual semantic schema with bad applicabil-
ity, one or more semantics could be modified comprehen-
sively considering the current semantic composition and
engineering quantity.

6.2 | The effectiveness and applicability
indicators for the visual sensitive schema
6.2.1 | The effectiveness indicator
The visual sensitive schema reflects the speed revision
ability of specific semantics on operation speeds. In single-
semantic scenarios with different semantics, the distribu-
tions of operation speeds V, basic speeds V,, and revised
speeds J; are calculated. Asillustrated in Figure 6, all mean
values of V' are lower than those of V,, which indicates
that all semantics generally have an inhibiting effect on
operation speeds.

To determine the effectiveness indicator for the visual
sensitive schema, various levels are divided according to
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TABLE 4 The effectiveness indicator for the visual sensitive
schema: Speed revision ability level of each semantic.

Level 1 Level 2 Level 3
(km/h) (km/h) (km/h)
Visual lane marking 0 -10
Roadside protection 0 —15
Visual pulse 0 -15
Landscape 0 —15 —40

the speed revision ability of different semantics. As shown
in Figure 6a, the revised speed caused by visual lane mark-
ing is the lowest, with an average of —8.70 km/h. Thus, this
semantic is split into two levels: (1) no visual lane mark-
ing, §; = 0; (2) the visual lane marking exists in the facility
environment, §;~-10 km/h. In addition, the mean values of
the revised speed of visual pulses and roadside protections
are —12.65 and —14.83 km/h (see Figure 6b,c), respectively.
Similar to the visual lane marking, these two semantics are
also divided into two levels according to the speed revision
ability (6; = 0 or §; ~ —15 km/h).

As demonstrated in Figure 6d, the revised speed caused
by the landscape is the largest and has the largest range,
distributed from —50 to 10 km/h, with two humps at —40
and —15 km/h. The appearance of the two humps indicates
that the landscape could not use the same classification
method that only is divided into two levels, as with the
other three semantics. Based on the psychological inves-
tigation, it is found that drivers subconsciously assume
that roads surrounded by abundant plants or buildings
are access roads rather than arterial highways and reduce
their speed accordingly (Charlton & Starkey, 2017). In addi-
tion, the density of the roadside landscape could to some
extent, influence driving behavior (Van Treese et al., 2017).
Compared to the empty landscape, dense vegetation and
housing help drivers choose appropriate driving speeds
and appear to enhance the roadway’s safety performance
(H. Liu, 2013). Therefore, it is necessary to distinguish the
speed revision effects of the landscape with different den-
sities. As a result, the effectiveness of the landscape could
be divided into three levels according to the speed revision
ability: (1) no landscape, §; = 0; (2) low-density landscapes,
d;~-15 km/h; (3) landscapes with dense vegetation and
housing, §;~-40 km/h.

Modifying the facility environment to adjust operation
speeds could be considered as a migration of speed revision
ability levels with different semantics. Table 4 summa-
rizes the speed revision ability level of each semantic (i.e.,
the effectiveness indicator for the visual sensitive schema),
which could provide guidance for proposing optimization
schema by offering a rough estimate of the optimization
effect.
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Distribution diagrams of revised speeds on road

6.2.2 | The applicability indicator

Then, this study explores the applicability indicator for the
visual sensitive schema. The probability distributions of
revised speeds of different semantics on road sections with
high and low tendencies of speeding are counted as shown
in Table 5 and Figure 7. Significance testing for differences
in revised speeds of different semantics between these road
sections with high and low tendencies of speeding is exam-
ined using the Kruskal-Wallis test (MacFarland & Yates,
2016). The results in Table 5 show significant differences
in revised speeds of each semantic on these road sections
(p < 0.001).

In addition, probability distributions of revised speeds
are fitted by kernel density, and the threshold of revised
speeds with good applicability is determined according
to the intersection point of two kernel density func-
tions in each semantic (see Table 5 and Figure 7). For
the visual lane marking, if §; > -20 km/h, there is a
higher tendency of speeding. Similarly, for the roadside
protection, if §; > —15 km/h, there is a lower ten-
dency for speeding in road sections. As for the visual
pulse, road sections exhibit a lower tendency for speed-
ing when §; < 15 km/h. For the landscape, road sec-
tions demonstrate a lower speeding tendency if §; «
15 km/h.

In conclusion, the ranges of applicability of revised
speeds for the visual lane marking, roadside protection,
visual pulse, and landscape of rural roads (i.e., the appli-
cability indicator for the visual sensitive schema) are set
as [-20 km/h, 0 km/h], [-15 km/h, 0 km/h], [-30 km/h,
—15 km/h], and [-40 km/h, —15 km/h], respectively.
When the revised speeds of semantics are within the
ranges, it is more likely to facilitate appropriate operation
speeds.
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TABLE 5 The applicability indicator for the visual sensitive schema: Distributions of revised speeds on road sections with high and low
tendencies of speeding and the result of significance testing.
High tendency Low tendency
Mean SD Mean SD
(km/h) (km/h) (km/h) (km/h) p-value Good applicability
Visual lane marking —-3.83 8.38 —-3.12 5.68 <0.001 [—20 km/h, 0 km/h]
Roadside protection —3.83 6.98 —0.38 2.44 <0.001 [—15 km/h, 0 km/h]
Visual pulse -1.12 3.89 —0.59 2.67 <0.001 [—30 km/h, —15 km/h]
Landscape —8.51 9.93 —19.84 12.35 <0.001 [—40 km/h, —15 km/h]
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FIGURE 8 The Cycle-consistent generative adversarial
network (CycleGAN) network structure.

7 | THE GENERATION OF THE
OPTIMIZED FACILITY ENVIRONMENT
IMAGES

In this study, CycleGAN is used to automatically gener-
ate optimized facility environment images according to the
optimization scheme.

The CycleGAN consists of two mirror-symmetric Gener-
ative Adversarial Network (GAN) models, and the network
structure is shown in Figure 8. It aims to build mapping
functions between two categories, X and Y (i.e., G: X—>Y
and F: Y—X). The network contains two generators (G
and F) and two discriminators (D, and D)). The gen-
erator G could convert image x in category X to image
x under category Y, and generator F is responsible for
converting image y under category Y to image y under
category X. Discriminators D, and D, are used to identify
the authenticity of X and Y category images, respectively.
In the process of model training, the generators’ goal is to
improve the accuracy of the generated image as much as
possible to “fool” the discriminators, while the discrimi-
nators aim to recognize the fake image generated by the

generator. For example, for the mapping function G: X -V,
generator G generates images G, similar to images from
category Y, and D), is devoted to distinguishing between
G, and real samples y. The same process applies to the
other mapping function F: Y—X. Therefore, the Cycle-
GAN network consists of two basic adversarial losses, as
below.

LeanG,py X.Y) = By~ pgua() 108 Dy D] + Exepya0

[log (1 — Dy (G (x)))]
©))

LeaN, Dy, v X) = Exepaia(x) @
[log Dx (X)] + Eypyo () [108 (1 — Dx (F (¥)))]

where Lgan(c,py x,y) @0d Lgan(r,py,v,x) indicate adver-
sarial losses; ¥ ~ pgara(¥) and X ~ pgaq(x) refer to the
training examples x and y, respectively, which are sampled
from two different and unknown distributions, pgq:q(x)
and pgq:4(y); E stands for expectation operation; logDy (y)
and logDx (x) denote the logarithm of the probability that
the discriminator correctly classified real samples as real,
while log(1l — Dy(G(x))) and log(1 — Dx(F(y))) denote
the logarithm of the probability that the discriminator
incorrectly classifies generated samples as real.

Driven by a large sample, the generated image may be
mapped to any image in the target domain. Therefore, the
cyclic consistency loss is introduced to constrain consis-
tency between fake images (Kwak & Lee, 2020). As shown
in Figure 8, after the original image x is translated into G,
by generator G, the generated image is reconstructed into
the image F(G(x)) by generator F, which should be as sim-
ilar as possible to x (i.e., F(G(x)) ~ x). In addition, G(F(x))
should also be as similar to y as possible.

The cyclic consistency loss Ly, r) can be expressed as
follows:

Leyee,r) = Exnpgara(x) [”F G(x)—x “1] + By paara)
G (F () =yl (5)

where ||F(G(x)) — x||; and ||G(F(y)) — y||; refer to the L1-
norm distance between F(G(x)) and x and G(F(y)) and y,
respectively.

85UB017 SUOWILIOD 3A 381D 3|qeot dde 8y} Aq peusenob afe (ol YO 8Sn J0 S3|nI o4 A%iq 17 8U1IUO 43| 1M UO (SUOIPUOD-PUR-SWIBHLI0O" A3 IM A e1q 1 [UIIUO//SANY) SUORIPUOD PUe SWS L 83 88S *[7202/S0/€0] U0 Areiqi aunjuo As|im ‘Bulupsseg suewels Aq 602€T @01/ TTTT 0T/I0p/W00 A3 | 1M AIq U1 |UO//SANY WO1) papeojumoq ‘0 ‘2998.97T



REN ET AL.

The A is defined as the relative importance coefficient
of cyclic consistency and the comprehensive loss func-
tion of the CycleGAN network L(G, F, Dy, Dy ) is as shown
below:

L(G,F,Dx,Dy) = Lgan(G,py X,Y)

+ Lo an(G,py,v,x) + ALcyeG,F) (6)

As demonstrated in Figure 8, to ensure the efficiency
and quality of image translation, this study employs the
deep residual CNN (ResNet) as the generator and the
Markovian discriminator (PatchGAN) as the discrimina-
tor. ResNet is a deep neural network architecture that
incorporates residual blocks and it is a common choice for
CycleGAN generators due to its ability to produce realis-
tic images with limited training data (K. He et al., 2016).
PatchGAN employs patch-level discrimination by dividing
the input image into image patches, resulting in a dis-
criminator network with fewer parameters and increased
efficiency (Isola et al., 2017). This combination of the gen-
erator and discriminator has been proven to have a good
image-generation effect and strong network robustness
(Zhu et al., 2017).

As mentioned in Section 5.2, each semantic is split
into two or three levels according to speed revision abil-
ity. A CycleGAN model is established for each level pair
as demonstrated in Figure 9. The visual lane marking is
divided into two levels based on speed revision ability,
and its presence or absence is considered as two objects
for image translation (refer to Figure 9a). Similarly, road-
side protection and visual pulse have the same idea of
image translation as shown in Figure 9b,c. The land-
scape contains three levels, and the CycleGAN network
regards landscape density as the classification standard.
The landscape with different levels of speed revision
ability could be transferred from one to another (see
Figure 9d,e,f).

In this study, CycleGAN models are implemented using
the PyTorch deep learning framework. Adam is selected
as the network optimizer, and the initial learning rate
of the generator G and discriminator D is set at 0.0002.
Adam is an optimization algorithm based on adaptive
estimates of lower-order moments, which is commonly
employed for minimizing the loss between the gener-
ators and discriminators because of its ease of imple-
mentation, good convergence properties, computational
efficiency, and low memory requirements (Kingma & Ba,
2014). The maximum iteration number of training is set
to 100, and the size of each batch is 1. After training
about 80 epochs, the model generation effect tends to be
stable.
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8 | VERIFICATION OF THE
OPTIMIZATION EFFECT

To evaluate the optimization effect, the random forest
model is utilized to predict the operation speeds of the opti-
mized facility environment based on the visual semantic
schema and visual sensitive schema. The optimization is
considered successful if the predicted operation speed is
within the speed limit.

The random forest algorithm is an ensemble learning
approach that predicts outcomes by combing the boot-
strapped aggregation of several regression trees (Zhong
et al., 2023). The random forest algorithm has high accu-
racy, and it can efficiently handle massive datasets without
dimensionality reduction (Y. Xu et al., 2021). In addition,
it does well in handling data heterogeneity and complex
data structures (Wager & Athey, 2018). In this model, there
are nine input variables, including the basic speed V, the
visual semantic schema [bjgpe, bpros bpuises biscpl, and the
visual sensitive schema [}4y¢> S pros S puise» Oiscpls While the
operation speed V is the dependent variable. The model
is trained and tested using the Scikit-learn package in
Python.

A total of 3502 images are used in establishing the
random forest model. About 85% of them are randomly
selected as the testing set, and the remaining 15% as
the testing set. There are several self-defined parame-
ters, including the number of trees (7;,,s), the maximum
tree depth (d..x) and the number of features consid-
ered at each split (nfeqrures)- To determine the optimal
combination of these parameters, the grid search and
cross-validation are employed.

When nyegiures = 5, Amax = 95 Nyrees = 189, the model
has the best performance with the OOB R? of 0.90 and
the mean squared error of 0.58 km/h. Figure 10 illustrates
that the random forest model performs well in predicting
operation speeds.

9 | CASESTUDY

Several continuous road sections in Anhui Province,
China, are selected to verify the intelligent optimization
method for the facility environment on rural roads pro-
posed in this study. The speed limit is 50 km/h on these
road sections. As shown in Figure 11a, operation speeds
on these road sections are much higher than the speed
limit, making them urgently in need of optimization.
Road Section 5, with an operation speed of 65.42 km/h, is
taken as an example to describe the whole optimization
process.

First, the facility environment of the road section 5
is quantitatively quantified with the visual road schema
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FIGURE 10 The prediction result of the random forest model.

model described in Section 4. Figure 11b demonstrates the
visual image along with the visual semantic and sensitive
schemas of road section 5. The driver’s basic speed on this
road section is calculated as 71.79 km/h. According to the
visual semantic schema, the facility environment on this
road section contains only the visual lane marking, which
could be represented by the vector [1,0,0,0]. Accordingly,
the revised speed generated by the visual lane marking is
calculated as —6.37 km/h and the visual sensitive schema
vector of this road section is [—6.37,0,0,0].

Then, the optimization scheme for the original facil-
ity environment of the road section 5 is determined with
the applicability and effectiveness indicators. Referring to
the applicability indicator for the visual semantic schema
in Figure 5, the current visual semantic schema of the
road section [1,0,0,0] is unsuitable for rural roads. Both
sides of the road are sand and stones, and the surround-
ing landscape is relatively empty, which reduces driver
attentiveness and leads to the cognitive deviation of the
road category (Ma et al., 2018). Drivers may temporarily
forget that they are driving on a low-category rural road,
which results in high driving speeds (Qin et al., 2020). In
accordance with the applicability indicator for the visual
sensitive schema in Table 5, the revised speed of the exist-
ing visual lane marking is suitable and does not need to be
modified. This intelligent optimization method has gained
recognition and adoption by the local government and
the Anhui Provincial Institute of Transportation Planning
and Design. Since the speed limit of this road section is
50 km/h, based on the effectiveness indicator for the visual
semantic schema (see Figure 4), the semantic combination
of [1,1,0,1], [1,0,1,1], [1,0,0,1], and [1,1,1,1], which contain
the visual lane marking, could effectively guide the oper-
ation speed of 40-50 km/h. Among them, [1,0,0,1] has the
highest speed compliance rate and is the best optimization
scheme, according to the rank in Figure 5. The operation
speed on this road section needs to be reduced by approx-
imately 15 km/h to satisfy the speed limit requirement.
Therefore, according to the effectiveness indicator for the
visual sensitive schema (see Table 4), this study transfers
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the speed revision ability of the landscape from Level 1 to
Level 2 to achieve the target operation speed.

After that, the trained CycleGAN model is used to imple-
ment this process, and the optimized image is presented in
Figure 1lc. The visual road schema of the optimized facil-
ity environment is extracted, and then the operation speed
of the optimized facility environment is predicted with the
trained random forest model. In addition to the original
visual lane marking, the abundant landscape is added on
both sides of the road. According to the visual sensitive
schema, the added landscape reduces the operation speed
by —16.78 km/h, which satisfies the demand of the applica-
bility indicator for visual sensitive schema in Table 4 (i.e.,
[—40 km/h, —15 km/h]). As demonstrated in Figure 11d,
the operation speed of the optimized facility environment
is 48.89 km/h, less than the speed limit. The optimized
facility environment images on all road sections with high
tendencies of speeding are shown in Figure 12.

An additional case involving the optimization of multi-
ple semantics within the facility environment is present in
Figure 13. The visual semantic schema of this road section
could be represented by the vector [0,0,0,0] and the visual
sensitive schema vector of this road section is [0,0,0,0].
The speed limit is 50 km/h, and the optimization scheme
for the original facility environment of the road section is
determined to be [0,0,1,1]. This study transfers the speed
revision ability of the landscape from Level 1 to Level 3 and
the speed revision ability of the visual pulse from Level 1 to
Level 2 to achieve the target operation speed.

In these cases, this method effectively optimizes these
facility environments on speeding-prone road sections,
where original operation speeds exceed the speed limit
(more than 20% or even up to 45%). The whole opti-
mization process takes around 1 h, far less than several
months or years in previous ways. This intelligent opti-
mization method has gained recognition and adoption by
the local government and the Anhui Provincial Institute of
Transportation Planning and Design.

10 | DISCUSSION

This study proposes an intelligent optimization method
to optimize the facility environment on rural roads
from drivers’ visual perception, which could provide
some useful insights for transportation departments.
The automated approach for determining and verify-
ing the optimization schemes of facility environments
could alleviate the reliance on expert experience and
human work. Besides, by generating visual images of the
optimized facility environments and predicting the opera-
tion speeds, this study could provide transportation depart-
ments with a visual and quantitative representation of the
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FIGURE 12 The optimized facility environment images of all road sections with high tendencies of speeding.

optimization outcomes. Compared with traditional opti-
mization technology, it enhances the level of automation
and intelligence in optimizing the facility environment on
rural roads. In addition to two-way two-lane rural roads,
this intelligent optimization method could also be applied
to urban roads, expressways, and various other scenarios.

Drivers’ visual perception has become increasingly
essential in the design and optimization for the road
facility environment (Fan Wang et al., 2020). However,
the effectiveness of the facility environment design from
drivers’ visual perception needs to be verified by build-
ing virtual scenarios in driving simulators or conducting
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driving experiments on real roads, which requires a lot
of human and material resources (de Ofia et al., 2014).
Our optimization model based on CycleGAN could intel-
ligently generate images of the designed facility environ-
ment through computers, which is a convenient and intu-
itionistic way to demonstrate design schemes. Combined
with the random forest speed prediction model, the effect
of road design or optimization could be reflected directly.

Furthermore, the facility environment generation and
assessment technology from drivers’ visual perception can
offer insights for the efficient planning of road construc-
tion projects (Adeli & Karim, 2001). Combined with con-
struction scheduling and management models, it allows
for a more precise and cost-effective allocation of resources
required for the development of road facility environ-
ments, leading to reduced construction costs (Karim &
Adeli, 1999a, 1999b). Understanding how drivers visu-
ally perceive the facility environment is also crucial for
developing intelligent transportation systems (ITS; Adeli &
Karim, 2005). This knowledge can inform the development
of advanced driver assistance systems, enhancing their
ability to interpret and respond to visual cues (Badweeti
et al., 2023). Combined with techniques such as traffic pat-
tern detection (Karim & Adeli, 2002, 2003), traffic delay
analysis (Jiang & Adeli, 2003), and congestion manage-
ment (Adeli & Ghosh-Dastidar, 2004), it can contribute
to a safer and more efficient ITS. Combined with nature-
inspired algorithms, such as particle swam optimization
(Hossain et al., 2019), harmony search algorithm (Siddique
& Adeli, 2015), simulated annealing (Siddique & Adeli,
2016), bacteria foraging algorithm (J. Wang et al., 2018),
and spider monkey optimization (Akhand et al., 2020),
this study can be extended to more complex traffic envi-
ronments. These algorithms can help identify the most
appropriate optimization methods for different traffic flow
conditions, diverse road users, and traffic regulations (B.
Liu et al., 2023).

Additionally, the optimization model could also be
extended to autonomous driving. Due to the high require-
ments for the safety of autonomous driving, the object
detection systems of autonomous vehicles need to be tested
in many different scenarios (Zheng et al., 2018). However,
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the available datasets could not cover enough possible sit-
uations (Junyao Guo et al., 2019). Our CycleGAN-based
optimization model could generate artificial images of the
facility environment with different scenario combinations
according to needs, which could help increase the variety
of scenarios and the coverage for testing.

Driving simulation has become a mainstream method
in road testing and safety assessment because of its high
degree of realism, low costs in experiments, adjustable
experimental parameters (including vehicle, weather, and
traffic), safety for test drivers, and accessible data col-
lection (Wynne et al., 2019). The intelligent optimization
technology proposed in this study could realize “design
while simulated driving” (Gao et al., 2024). During the pro-
cess of driving simulation, the facility environment from
drivers’ visual perception and the driving behavior could
be synchronously collected. The road safety evaluation,
optimization scheme generation, and facility environment
optimization could be carried out in real time, and then the
optimized visual images could be automatically generated.

There are a few limitations to this study. At present,
the optimization model based on CycleGAN could not
realize the simultaneous conversion of multiple objects
and styles. If the optimization of the semantic and sensi-
tive visual schemas involves more than one objective, it
is necessary to optimize their content and features sepa-
rately. Besides, in this study, elderly drivers (aged over 50)
were not considered due to their limited presence on rural
roads and distinct behavioral characteristics, compared to
other drivers. With the increase in vehicle ownership rates
among rural elderly individuals, corresponding methods
tailored for elderly drivers to improve their safety on
rural roads will be developed, such as driver assistance
technologies and visual enhancement methods.

11 | CONCLUSION

This study aims to propose an intelligent optimization
technology for the facility environment on rural roads
to realize the process of road optimization from scheme
design to effect verification. The visual road schema model,
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including the visual semantic and sensitive schemas, is put
forward to quantitatively quantify the facility environment
from drivers’ visual perception. Using self-explaining the-
ory, the influences of the facility environment on operation
speeds are analyzed, and the applicability and effectiveness
indicators for the visual road schema are summarized to
automatically determine the optimization scheme. Then,
the CycleGAN-based image generation method is used to
optimize the facility environment according to the opti-
mization scheme. To verify the optimization effect, the
operation speed prediction model based on the random for-
est algorithm is built. This optimization method has been
applied to the selected road sections with high tendencies
of speeding. It can effectively optimize these facility envi-
ronments on these speeding-prone road sections, where
original operation speeds exceed the speed limit (more
than 20% or even up to 45%). The whole optimization pro-
cess takes around 1 h, far less than several months or years
in previous ways. This study elevates the intelligence level
in optimizing the facility environment and contributes to
the improvement of rural road safety.
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Visual semantic schema 14 SD Visual semantic schema |4 SD
blane,bpro,bpulse,blscp (km/h) (km/h) blane,bpro,bpulse,blscp (km/h) (km/h)

63.18 352 48.30 3.03

[0,0,0,0] [1,0,0,1]
: 61.49 321 47.95 3.45

o

[1,0,0,0] [1,0,1,1]
56.69 347 51.94 2.88
55.14 3.54 43.01 342

[0,0,1,1]
49.80 3.21 42.66 3.62

[0,0,0,1]
45.84 352 39.60 3.68

[1,1,0,1] [0,1,0,1]
50.52 3.38 48.72 3.54

)

[1,1,1,0] 10,1,1,0]

53.17 3.03 34.29 334

[0,1,0,0]

[0,1,1,1]

FIGURE A1 Statistical values of operation speeds of different visual semantic schemas.
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