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Abstract
Modern coherent optical communication systems utilize all available phys-
ical dimensions for data modulation. In general, independent modulation
and signal processing are performed in coherent systems, leaving a per-
formance gap to the Shannon limit. This thesis focuses on advanced
digital signal processing to achieve joint encoding and joint processing
systems with high spectral efficiency (SE).

First, we investigate the low-complexity and practical digital pre-
distortion approaches to eliminate the nonlinear transmitter distortion,
which is one dominant impairment for the high-SE transponder. Joint
processing of multiple wavelength channels in the receiver can eliminate
the linear and nonlinear interchannel interference in long-haul superchan-
nel systems. Using the frequency-locked received channels provided by
the comb-based superchannel and receiver, two joint processing schemes
are studied. We investigate the performance of multichannel equaliza-
tion, which cancels linear interchannel crosstalk and reduces the guard
bands, in the long-haul transmission constrained by the amplified spon-
taneous emission noise. In addition, we propose a perturbative-based
compensation to eliminate both self-phase modulation and cross-phase
modulation caused by the interference wavelength channels.

Multidimensional (MD) Vononoi constellations generated by a struc-
tured geometric shaping method provide shaping gain over conventional
quadrature amplitude modulation (QAM) and have low-complexity en-
coding and decoding algorithms, which are suitable for high-SE applica-
tions. The use of MD formats closes the gap to the theoretical Shannon
limit. By employing a 24-dimensional VC with a record constellation
size of 7.9×1028 and lookup table based predistortion, we present a 12.2
bit/s/Hz C-band transmission over 40 km single-mode fiber and have the
first experimental demonstration of a significant MD shaping gain over
QAM formats in the soft-decision coded system.
Keywords: Coherent communication, frequency comb, superchannel,
signal processing, multidimensional format, wideband transmission
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Chapter 1

Introduction

We live in an information era where the internet provides indispensable
services in daily life including messaging, email, remote meetings, online
searching, low-latency gaming, and high-resolution videos. The reliable
and endless access to the internet regardless of geographic location is sup-
ported by the worldwide communication infrastructure, in other words,
the optical network, which connects the world with light. Today, the
ever-increasing data traffic is supported by carrying information on the
various dimensions of the optical field. Here, we review the history of
optical communication and then discuss the outline of the thesis.

1.1 Historical review

The beginning of the optical communication era dates back to the fun-
damental theory of the stimulated emission effect first found by Albert
Einstein in 1917 [1] and experimentally observed by Rudolf Ladenburg
in 1928 [2]. This theoretical foundation inspired the invention of the
maser by Charles H. Townes with his students James P. Gordon and
Herbert J. Zeiger [3] based on the amplification of microwave radia-
tion, leading to the study of the so-called optical maser, i.e., laser [4],
which can provide coherent single-frequency light for carrying informa-
tion. Later in 1960, relying on the stimulated emission of optical ra-
diation, Theodore Maiman invented the first pulsed laser [5]. In par-
allel, the first continuous-wave laser, a gas laser, was produced by Ali
Javan, William R. Bennett Jr., and Donald R. Herriott [6], while the
first demonstration of a semiconductor laser was presented by Robert N.
Hall in 1962 [7]. Together with the optical source and the phototransis-
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Chapter 1. Introduction

tor invented by John N. Shive [8] for light detection, the advent of silica
glass based fiber [9] with low attenuation, served as a desirable transmis-
sion medium, enabled practical optical fiber communication. In earlier
systems, intensity-modulation/direct-detection was commonly used to
transmit the data on the intensity of the light due to its low-complexity
transmitter and receiver structure. To enable the transmission of light
in a lossy fiber over long distances, a repeater is needed to amplify the
optical signal. Initially, repeaters were based on electronic regeneration
and relied on optical detection, electrical amplification, and optical signal
generation. The invention of the erbium-doped fiber amplifier (EDFA)
in the late 1980s [10] allowed the joint amplification of broadband opti-
cal signals, motivating the commercialization of the wavelength division
multiplexing systems that utilize the wavelength dimension to scale up
system capacity. Today, the C-band window from 1530 to 1565 nm is
widely used for optical communication, due to the low attenuation of
<0.2 dB/km in the single-mode fiber [11, 12] and the EDFA gain band-
width.

Starting from the 2000s, the development of high-speed electronic
devices including digital-to-analog converters (DAC), analog-to-digital
converters (ADC), and application-specific integrated circuits facilitated
the joint detection of amplitude, phase, and the two polarizations of the
optical signal in low-complexity polarization-diversity coherent receivers
and enabled powerful digital signal processing to track the fast polar-
ization rotation and compensate for other channel impairments. The
high-resolution DACs and ADCs enabled the generation and detection
of advanced multilevel modulation formats [13], respectively, to boost
spectral efficiency (SE). The use of increasing symbol rate and modu-
lation order of the quadrature amplitude modulation formats achieved
the line rate of 400 Gb/s [14], 800 Gb/s [15, 16], and 1.6 Tb/s [17] per
wavelength. The further increase in the line rate is inhibited by the ef-
fective number of bits of the DACs/ADCs, which decreases for higher
frequency due to the electrical noise and distortion [18], and bandwidth
limitation of state-of-the-art transponders. Parallel to the development
of high-symbol-rate transceivers to achieve high per-channel throughput,
multiband transmission has attracted significant attention for increasing
the maximum total throughput of <100 Tb/s in the conventional C band
to >300 Tb/s [19]. This was achieved by extending the data transmission
to O-, E-, S-, L-, and U-bands with the assistance of various doped-fiber
amplifiers as well as Raman amplifier. In contrast to C-band EDFA with

2



1.2. Thesis outline

a low noise figure (NF) of around 5.5 dB, the rare–earth doped amplifiers
used in other bands have relatively high NF and limited gain. Therefore,
additional Raman amplifier with high-pump power are needed to enable
high amplification gain in multiband transmission, which significantly in-
creases the power consumption and system complexity. The unavailable
multiband coherent transceivers further limit the use of other wavelength
bands. Recently, much effort has been devoted to space division multi-
plexing with multi-mode [20–22] or multi-core [23–25] fibers, facilitating
Pb/s applications [21,22,24,25] through transmitting the data over mul-
tiple spatial channels simultaneously.

In general, independent data is modulated in each physical dimen-
sion, leaving a performance gap to the Shannon limit due to the unop-
timized constellation points in the multidimensional space. After signal
detection, each received wavelength channel is processed individually,
which limits the cancellation of linear and nonlinear interference origi-
nating from other wavelength channels. Given the limited spectral and
fiber resources, the full capacity of the optical communication system is
not yet exploited, and in fact, not even theoretically known due to the
nonlinear characteristic of the channel.

1.2 Thesis outline

This thesis focuses on high-spectral-efficiency multidimensional modula-
tion (MD) formats as well as joint digital signal processing to mitigate
system impairments and increase spectral efficiency. In contrast to con-
ventional two-dimensional QAM, constellation shaping can close the gap
to the Shannon limit by changing the probability and geometry distribu-
tion of the constellation, commonly referred to as probabilistic shaping
and geometric shaping (GS). MD constellations as a GS format have
more degrees of freedom to achieve a smaller minimum Euclidean dis-
tance, providing shaping gain over QAM by modulating the data on
multiple dimensions of the optical field. A class of structured GS for-
mats, i.e., Voronoi constellations (VC), are investigated in the thesis for
the realization of multidimensional transmission. This thesis also dis-
cusses various linear and nonlinear pre-distortion methods to mitigate
transceiver imperfections that is dominant for high-cardinality constel-
lations, as well as joint processing in the receiver to exploit the full
potential of the digital compensation.

The outline of this thesis is as follows. Chapter 2 describes the ba-

3



Chapter 1. Introduction

sic building blocks of coherent optical communication systems and the
corresponding system impairments, including distortion caused by the
transceiver imperfection and the fiber channel. The popular receiver-side
digital signal processing is briefly discussed, focusing on pilot-based algo-
rithms. In Chapter 3, linear and nonlinear pre-distortion are introduced
to compensate for the bandwidth limitation effect and pattern-dependent
nonlinear distortion, respectively, in particular for high-symbol-rate high-
SE applications. Chapter 4 discusses various joint receiver-side process-
ing schemes such as joint carrier recovery, multi-channel equalization,
and multi-channel digital backpropagation, which take advantage of the
phase and frequency coherence property of the comb-based superchannel
to investigate the full capacity of a joint-detection receiver. Finally, in
Chapter 5, the MD modulation formats are introduced, primarily focus-
ing on the structured VC with low-complexity encoding and decoding al-
gorithms. Since the MD signal can be modulated over amplitude, phase,
time, polarization, and wavelength components of the optical field, the
related physical impairments as well as possible compensation schemes
are briefly discussed. Finally, Chapter 6 presents future outlooks of the
work.

The summary of the included papers is listed as follows. In Pa-
per A, a periodicity-based size reduction approach for the look-up table
(LUT) pre-disotion is experimentally demonstrated. Being an exten-
sion of Paper F and Paper I, this method is compared with the neural
network pre-distortion trained with the LUT output, in terms of size re-
duction efficiency and performance. Paper B experimentally presents a
reinforcement learning-based pre-distortion scheme to avoid the cumber-
some channel modeling. In contrast with the conventional deep learn-
ing approach that backpropagates the gradient through the surrogate
channel model for training, the proposed method estimates the gradi-
ent in the receiver by adding known Gaussian-distributed noise with a
small variance to the transmitted signal. In Paper C, the multi-channel
equalization is investigated in the comb-based superchannel to cancel
the linear interchannel crosstalk under optical-back-to-back and long-
haul transmission, primarily studying the performance penalty caused
by the amplified spontaneous emission noise. Utilizing the same exper-
imental setup, in Paper D, we verify the perturbation-based nonlinear
compensation algorithm with signal detection in three separate receivers.
This method is compared with the digital backpropagation regarding the
achievable information rate. Paper E investigates the performance of a

4



1.2. Thesis outline

high-SE (i.e., 12.2 bit/s/Hz) 24-dimensional VC in the C-band trans-
mission. The design of a soft-decision multilevel coding scheme enables
a significant shaping gain over the QAM format at SE > 12 bit/s/Hz,
which is demonstrated here for the first time.
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Chapter 2

Coherent Transceivers and
Transmission System

In communications theory we typically characterize a system by its chan-
nel response. The channel of a modern optical communication system
has a complex response composed of different subsystems. In general, it
is difficult to separate the individual responses as many contribute both
linearly and nonlinearly. The main components are the transmitter, fiber
channel, and receiver. In the following, I will discuss each component
and how they impair the system’s performance. In addition, the limit-
ing factors of the systems are analyzed in various conditions applying
different signal formats.

2.1 Transmitter

Coherent fiber-optic communication systems transmit data over the am-
plitude, phase, and polarization of the optical carrier using a coherent
transmitter as illustrated in Fig. 2.1. The main steps in the process are
digital preprocessing, digital-to-analog conversion, and modulation onto
the optical carrier. At the input of the transmitter, a digital stream of
bits from the data traffic first passes through a forward error correction
(FEC) encoder, which adds redundant bits for protecting the transmit-
ted information in the noisy channel. A detailed description of the coded
system including FEC encoding and decoding is given in Section 2.4. To
yield efficient data transmission, the digital bits are then mapped to con-
stellation points before pulse shaping. The digital samples are converted
to analog waveforms through the digital-to-analog converter (DAC) and

7
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Figure 2.1: The diagram of the dual-polarization (DP) transmitter. The
information bits are digitally pre-processed, converted to analog signals by
digital-to-analog converters (DACs), amplified by RF drivers, and finally fed
to a DP IQ modulator for optical modulation.

enlarged by a radio-frequency (RF) amplifier to drive the IQ modulator
for the electrical-to-optical conversion.

2.1.1 Modulation format

Digital signal mapping converts the information bits to symbols selected
from a certain constellation for transmitting the data over the chan-
nel in an efficient manner. The constellation (or modulation format) is
important as it determines the energy efficiency of the data transmis-
sion. A wide range of modulation formats can be used depending on
the system applications. One important candidate for coherent systems
is quadrature amplitude modulation (QAM) which comprises two inde-
pendent and orthogonal dimensions, namely in-phase and quadrature
components of the carrier wave. The simplest QAM signal is quadra-
ture phase shift keying (QPSK) with only one amplitude level, showing
a high tolerance to Gaussian noise and making it suitable for long-haul
transmission [26]. Today, advanced modulation formats (e.g., 16-, 64-
, and 256-QAM) with multiple levels in each dimension are commonly
used in modern high spectral-efficiency (SE) coherent systems to increase
capacity for example in metro Networks [27, 28]. As shown in Fig. 2.2,
the square M -QAM signal has

√
M constellation points in each dimen-

sion and leads to a SE of log2(M) bits/symbol/dimension-pair. Given
a fixed signal power, the higher-order QAM formats have a lower Eu-
clidean distance between the neighboring constellation points and there-
fore are more sensitive to additive Gaussian noise and other impairments.
Modulating both polarizations further doubles the capacity regardless of

8
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Figure 2.2: The illustration of QAM constellations.

polarization-dependent fiber channel impairments.

2.1.2 Pulse shaping

Pulse-shaping is the process of minimizing signal bandwidth without
introducing intersymbol interference (ISI). For an input signal x, the
pulse shaped signal yPS can be expressed by

yPS[n] =

(m−1)/2∑
k=−(m−1)/2

x[n] · h(t− kT ) (2.1)

where h(t) is the impulse response of the pulse shaping filter, k is the
time index, and m is the memory length of the filter. The Nyquist ISI
criterion defines the theoretical condition that no ISI is induced in the
communication channel. An ideal pulse shaping satisfying the Nyquist
ISI criterion can be realized by a sinc filter with a rectangular shape in
the frequency domain. However, it is not achievable in practical sys-
tems due to the required infinite memory length, the limited resolution
of the hardware, and the overall frequency response of the transmitter.
Pulse shaping typically employs a raised-cosine filter [29] to eliminate
ISI. Neglecting the channel response, the same root-raised-cosine (RRC)
filter can be employed in the transmitter-side pulse shaping and receiver-
side matched filtering to generate an overall raised-cosine response [30].
When practical transceivers and fiber channels lying between the two
RRC filters break the perfect pulse shaping, the matched filtering is usu-
ally performed by adaptive equalization [31] described in Section 2.3.2.
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The impulse response of the RRC filter is given by [32]

hRRC(t) =



1

Ts

(
1 + β(

4

π
− 1)

)
t = 0

β

Ts

√
2

[
(1 +

2

π
) sin

π

4β
+ (1− 2

π
) cos

π

4β

]
t = ±Ts

4β

1

Ts

sin

[
π

t

Ts
(1− β)

]
+ 4β

t

Ts
cos

[
π

t

Ts
(1 + β)

]
π

t

Ts

[
1− (4β

t

Ts
)2
] otherwise

(2.2)
where β is the roll-off factor and Ts is the symbol period.

2.1.3 Digital-to-analog converter

After signal mapping and pulse shaping, the discrete-time digital signals
are converted to continuous-time analog waveforms using DACs. By
scaling the digital signal to the maximum input range, the DACs with
n-bits nominal resolution quantize the input signal into 2n amplitude
levels ranging from - Vmax to +Vmax, with Vmax being the maximum
output voltage of the DACs. Ideally, the DACs can be modeled as a
n-bits uniform quantizer. In practice the DAC exhibits jitter, noise, and
other distortion originating from the electronic circuits. The effective
number of bits (ENOB) describes the realistic resolution of the DACs,
which are obtained from [33,34]

ENOB(dB) =
SNDR(dB) − 1.76

6.02
(2.3)

where the signal-to-noise and distortion ratio (SNDR) can be measured
in the experimental setup. A typical SNDR of 35 dB at 0 Hz [35] corre-
sponds to an ENOB of around 5.5 bits. It should be noted that the SNDR
reduces with frequency [18], leading to a frequency-dependent ENOB and
putting additional penalties on high-symbol-rate applications. When the
ENOB is ≥ 4 bits, the effect of SNDR can be accurately modeled as ad-
ditive Gaussian noise originating from the effective resolution. The noise
variance is given by [36]

σ2
q ≈ ∆2

12
(2.4)
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DAC

D(f)

ENOB noise

Digital 

signal

Analog 

signal

Figure 2.3: The block diagram of the digital-to-analog converter (DAC) con-
sisting of an ideal quantizer, quantization noise corresponding to the effective
number of bits (ENOB), and a filter to model the linear frequency response of
the component.

where ∆ is the quantization step size and expressed as [36]

∆ =
xmax

2ENOB − 1
=

√
σ2
x · 10

PAPR
10

2ENOB − 1
(2.5)

where xmax is the maximum input amplitude of the DAC. Assuming a
constant input signal variance σ2

x, we note that an increased peak-to-
average power ratio (PAPR) results in larger quantization noise. This is
because the majority of the signals are constrained to a smaller range,
which leads to reduced effective resolution for the quantization. There-
fore, any digital pre-processing that induces a higher PAPR should be
optimized to eliminate the quantization noise. In general, proper clip-
ping can be applied to the signal to reduce the PAPR [37] and therefore
alleviate the penalty arising from the quantization effects. When we take
into account the practical impairments, the realistic block diagram of the
DAC consists of an ideal quantizer, additive Gaussian noise, and a linear
filter corresponding to the frequency response of the circuits.

Recently, a digital pre-compensation approach was proposed to in-
crease the effective resolution of the DAC, forming a so-called “digital
resolution enhancer (DRE)” [38–40]. With a DRE, the required number
of bits of the DAC to yield 400Gb/s 64-QAM was reduced to 4 [38], lead-
ing to less hardware complexity and power consumption. In addition,
the joint optimization of DRE and clipping was presented to alleviate the
quantization effects by further reducing the PAPR [40]. The DRE elim-
inates the in-band quantization noise by pushing it out-of-band, which
broadens the signal spectrum and may impair the neighboring wave-
length channels in wavelength division multiplexed systems. A narrow-

11



Chapter 2. Coherent Transceivers and Transmission System

𝐷𝑑𝑟𝑖𝑣𝑒𝑟(𝑓)
Analog 

signal

Analog 

signal

Linear filter

In

Out

Nonlinear 

response

RF driver

Figure 2.4: The block diagram of the RF driver consisting of a nonlinear
function and a linear filter.

band filter can be applied to each channel to remove the out-of-band
quantization noise but may induce an extra penalty in superchannel sys-
tems where several channels are densely packed.

2.1.4 Radio-frequency driver

The maximum output voltage of DAC is usually limited at about 0.5 V,
which is significantly less than the Vπ (explained in Section 2.1.5) of the
modulator, resulting in strong optical noise originating from the booster
EDFA and less transmission reach. Therefore, RF amplifiers need to
be used at the modulator input, which boosts the signal power at the
modulator output given a constant optical input power. The schematic
of the RF driver is expressed as a combination of a nonlinear response
caused by power saturation and a linear filter. For extremely small input
signals, the RF amplifier has an ideal linear response with almost con-
stant gain regardless of the input voltage. However, the gain of the driver
decreases significantly for higher input power, which leads to amplitude-
dependent nonlinear distortion for the electrical signals. Furthermore,
the nonlinearity has memory [41], due to the combination of the nonlin-
ear distortion with the limited bandwidth of the amplifier, which needs
to be taken into account to fully describe the driver nonlinearity. As we
primarily operate the driver in the high-gain configuration (i.e., nonlinear
regime) to provide significant amplification for the electrical signal, the
characterization of the linear and nonlinear properties of the driver be-
come increasingly important for modern optical communication systems
employing high-order modulation formats. Nonlinear pre-distortion can
linearize the driver by using the inverse of the nonlinear response. More
details can be found in Section 3.3.
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2.1. Transmitter

2.1.5 In-phase/quadrature modulator

After digital pre-processing, digital-to-analog conversion, and electrical
signal amplification, the baseband analog signal is ready for being mod-
ulated on the optical carrier. In coherent fiber-optic systems, the well-
known Mach-Zehnder modulator (MZM) is the basic component being
used for optical modulation. The schematic of an MZM is illustrated
in Fig. 2.5 (a). The input of the MZM consists of the continuous-time
optical carrier Ein(t) =

√
Pcos(2πvt/λ0 + ϕ0(t)) =

√
Pcos(w0t+ ϕ0(t))

determining the central wavelength λ0 of the modulation, the electrical
signal being modulated r1(t)/r2(t), and a direct-current signal rbias that
is used to change the operation point of the MZM. The incoming optical
signal is equally divided into two branches, where the phase-modulated
signal at each arm is combined to form interference. For simplicity, the
π/2 phase shift at the two outputs of the 3dB coupler is neglected as
the bias signal rbias will artificially modify the phase difference between
these two arms. Assuming an ideal linear phase modulation at each arm
with the drive voltage, the relationship between the output field Eout(t)
and the input field Ein(t), in other words, the field transfer function, of
the MZM can be expressed as

Eout

Ein
=

1

2

[
exp

(
j
π

Vπ

(
r1(t) + rbias

))
+ exp

(
j
π

Vπ
r2(t)

)]
(2.6)

= exp

(
j
π

Vπ

r1(t) + r2(t) + rbias

2

)
cos

(
π

Vπ

r1(t)− r2(t) + rbias

2

)
,

(2.7)

where the first term in Eq. (2.7) describes the phase modulation prop-
erty and the second term denotes the intensity modulation. By setting
rRF(t) = r1(t) = −r2(t), we operate in push-pull mode of the MZM
which yields an efficient pure intensity modulation without inducing
chirp. Here, we neglect the relative phase rotation exp(j πrbias

2Vπ
). Con-

sidering the differential RF driving signal as ∆rRF(t) = r1(t) − r2(t) =
2rRF(t), the transfer function can be re-written as

Eout

Ein
= cos

(
π

2Vπ
rin(t)

)
(2.8)

where rin(t) = ∆rRF(t)+ rbias is the total electrical input signal and Vπ

is defined as the voltage of bias signal that cause π phase shift for the
upper arm, thereby leading to a deconstructive interference.
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Figure 2.5: (a) Schematic of the Mach-Zehnder modulator (MZM), (b)
Schematic of the IQ modulator, (c) transfer function of the MZM, (d) Block
diagram of the modulator consisting of a linear filter and a nonlinear transfer
function.

Given the drive voltage Vin, the field transfer function of MZM is
depicted in Fig. 2.5 (c). The bias voltage is selected at the null point
(rbias = (2n+1)Vπ, n = 0, 1, 2, ...) corresponding to zero power transmis-
sion such that we have a large swing for the differential RF driving signal
∆rRF(t). To avoid nonlinear distortion, we would like to operate in the
linear region of the MZM marked with grey color in Fig. 2.5 (c), where the
transfer function can be approximated with Eout/Ein ≈ ± π

2Vπ
∆rRF(t) re-

gardless of the nonlinearity. The sign of the output is plus for odd n and
minus for even n, leading to an inverted output signal in the latter case.
To modulate the data on the two quadratures, we use the IQ modulator
as shown in Fig. 2.5 (b). It consists of two MZMs to perform individ-
ual amplitude modulations of each dimension and a π/2 phase shifter
to make them orthogonal. Without considering the nonlinearity and the
sign of the transfer function, the output field of the IQ modulator is
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2.1. Transmitter

given by

Eout(t) =
π

Vπ

[
rI(t) + jrQ(t)

]√
P cos(w0t+ ϕ0(t)) (2.9)

where P is the input optical power and ϕ0 denotes the laser phase noise.
The electrical signal for the in-phase/quadrature branch is expressed as
rI/Q(t) = VpxI/Q(t)cos(wRFt + ϕRF(t)) with Vp being the peak value of
the driving voltage, xI/Q(t) the normalized encoded amplitude envelope
and wRF the angular frequency of the electrical signal. We observe from
Eq. (2.9) that a small driving voltage (e.g., VDAC ≤ 0.5V ) includes sig-
nificant loss for the output optical signal given a typical Vπ = 3.5V for
the popular LiNbO3-based MZMs [42], explaining the need for electrical
amplifiers before the optical modulation. Figure. 2.5 (d) illustrates the
block diagram of the MZM consisting of a linear filter and a sine function
to model the linear electrical response and the nonlinear optical transfer
function, respectively.

2.1.6 Linear transmitter impairments

Linear transmitter impairments are primarily caused by the frequency
response of each electrical and electro-optical component. It induces ISI
in the signal, especially when the symbol rate is close to or larger than the
3 dB bandwidth of the transceiver. As shown in [43], the experimentally
measured S21 response of the DAC and RF driver can be modeled as
2-order and 4-order Bessel function, while the S21 of the IQ modulator is
approximated by 0.5-order Gaussian filter. The overall 3dB bandwidth of
the transmitter jointly arises from all the devices, leading to strong ISI for
high-symbol-rate applications. To alleviate the linear impairments, static
or dynamic digital pre-emphasis (DPE) can be applied to the transmitter
side for ISI cancellation. A detailed description of the DPE can be found
in Section 3.2.

2.1.7 Nonlinear transmitter impairments

The nonlinear impairments of the transmitter comprise the nonlinearity
caused by the IQ modulators and RF amplifiers. The sinusoidal transfer
function of the MZMs limits the driving amplitude, inducing a trade-
off between nonlinearity and signal-to-noise ratio (SNR) for high-order
QAM formats. More importantly, the combination of linear ISI and non-
linear power saturation of the RF driver results in pattern-dependent
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Figure 2.6: The diagram of the fiber-optic channel.

distortion, significantly degrading the transmitter performance. QPSK
with only one amplitude level has a high tolerance to the transmitter
nonlinearity. On the other hand, multilevel modulation formats are
extremely sensitive to nonlinear impairments. A simple arcsine func-
tion can be applied to eliminate the memoryless nonlinear impairments
caused by MZMs. Whereas more complex digital pre-distortion needs to
be implemented to compensate for the transmitter’s nonlinearity with
memory. Various commonly used nonlinear pre-distortion approaches
are described in Section 3.3.

2.2 Fiber Channel

The extremely low loss of optical fibers enables broad applications of
long-haul fiber-optic transmission systems. A standard single-mode fiber
(SMF) has an attenuation of <0.2 dB/km. A diagram of a fiber-optic
communication system is shown in Fig. 2.6. The modulated optical sig-
nal is amplified by a booster before being transmitted in the fiber link,
which includes multiple spans of fibers and inline amplifiers. The gain
of the amplifier is equivalent to the signal attenuation to cancel the fiber
loss and maintain the same launch power at each span. The amplifiers
are typically erbium-doped fiber amplifiers (EDFAs), and commercial
amplifiers have around 5.5 dB noise figure (NF) in the C-band [44] and a
slightly higher 6 or 6.5 dB NF in the L-band [45]. The noisy optical sig-
nal with similar power to the transmitted one is detected in the receiver
for demodulation.
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2.2. Fiber Channel

2.2.1 The AWGN channel

In the simplest case, the fiber channel is fully described by the additive
amplified spontaneous emission (ASE) noise originating from the inline
EDFA disregarding fiber nonlinearity and dispersion. The fiber link can
then be modeled with the additive white Gaussian noise (AWGN) chan-
nel y = x + zASE, where x is the transmitted signal, y is the received
signal, and zASE is the ASE noise. The received signal has an optical
signal-to-noise ratio (OSNR) of

OSNR(dB) =
Psig

PASE
= 58 + Psig − Lfiber − NF − 10 · log 10(N) (2.10)

where Psig is the signal launch power, PASE is the power of the ASE
noise, Lfiber is the fiber loss, and N is the number of transmission spans.
Assuming an ideal noiseless transceiver, the OSNR is the fundamental
evaluation metric for such linear fiber channels without dispersion.

2.2.2 The nonlinear fiber channel

For a single-polarization system, the signal propagation in an optical
fiber can be described by the nonlinear Schödinger equation (NLSE).
A dual-polarization signal propagating in the nonlinear fiber channel is
given by solving the Manakov equation [46,47]

α

2
Ux +

∂

∂z
Ux + j

β2
2

∂2

∂t2
Ux = j

8

9
γ
[
|Ux|2 + |Uy|2

]
Ux (2.11)

α

2
Uy +

∂

∂z
Uy + j

β2
2

∂2

∂t2
Uy = j

8

9
γ
[
|Ux|2 + |Uy|2

]
Uy (2.12)

where Ux/y is the complex amplitude of the x/y polarization, α is the
fiber attenuation, β2 is the second-order dispersion parameter, and γ is
the nonlinear coefficient. Here, the third-order dispersion is not included
due to its negligible influence. The nonlinear term on the right side of the
equation describes the Kerr nonlinear effects including self-phase mod-
ulation (SPM), cross-phase modulation (XPM), and four-wave mixing
(FWM). As one of the most dominant impairments in long-haul trans-
mission systems, the inherent intensity-sensitive nonlinear interaction
limits the further increase of launch power and significantly degrades the
SNR, resulting in less transmission reach and capacity.
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2.2.3 Gaussian noise model

To simulate the fiber nonlinearity for performance estimation in long-
haul systems, the split-step method is popularly used to numerically
solve the NLSE. While solving the NLSE is reasonably straightforward
on modern desktop PCs, the computational complexity is high when
simulating multiple channels, and prohibitive for real-time applications.
Therefore, many recent studies have focused on characterizing the Kerr
nonlinear effect with simple models. The Gaussian noise model (GN-
model) [48–51] is one of the most popular candidates in dispersion un-
compensated systems where no dispersion compensation fiber is deployed
after each span for optical dispersion compensation. In such systems with
high accumulated dispersion, the nonlinear distortion can be considered
as an added perturbation that is accurately approximated by Gaussian
noise. Together with the ASE noise originating from the inline EDFA,
the resulting total signal-to-noise ratio (SNRtot) is written as [51]

SNRtot =
Psig

PASE + PNL
=

Psig

PASE + αNLIP
3
sig

(2.13)

where PNL is the power of the nonlinear noise and αNLI is a nonlinear
parameter depending on the transmitted signal and fiber transmission.
It should be noted that the GN-model is valid assuming an input Gaus-
sian signal, thereby being insensitive to multilevel modulation formats.
A more complicated extended GN model [52] can be used to include
modulation-dependent effects, which precisely model the fiber nonlin-
earity in particular for high-order constellations.

2.2.4 The linear dispersive fiber channel

When the fiber nonlinearity is neglected, a linear dispersive model can
describe the signal propagation by setting the nonlinear coefficient γ = 0
in Eq. (2.11)(2.12) [53]

∂

∂z
Ux +

α

2
Ux + j

β2
2

∂2

∂t2
Ux = 0 (2.14)

∂

∂z
Uy +

α

2
Uy + j

β2
2

∂2

∂t2
Uy = 0 (2.15)

Using the exponential attenuation of the amplitude and solving the
Eq. (2.14)(2.15) in the frequency domain, the analytical solution of the
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Figure 2.7: The diagram of the polarization diverse coherent receiver.

complex amplitude in a linear dispersive channel is given by

Ux/y(z, w) = U(0, w)exp
(
j
β2w

2z

2

)
(2.16)

We can observe from Eq. (2.16) that the dispersion induces a frequency-
domain parabolic phase shift. Performing an inverse Fourier transform
to Eq. (2.16), the phase shift in the frequency domain corresponds to
a wavelength-dependent time delay. Therefore, a signal pulse will be
broadened after transmission due to dispersion.

2.3 Receiver

In modern dual-polarization systems, a coherent receiver with polariza-
tion diversity is commonly used to detect the signal. The schematic
diagram of a coherent receiver is shown in Fig. 2.7.

2.3.1 Optical front-end

The signal and local oscillator (LO) are sent to a polarization beam
splitter before being combined in a 90◦ optical hybrid separately for each
polarization. The balanced photo-detectors perform optical-to-electrical
conversion and trans-impedance amplifiers (TIA) boosts the signal for
the in-phase and quadrature of each polarization. Finally, the electrical
signals are quantized in the analog-to-digital converters. Similar to the
DACs, the frequency-dependent ENOB of the ADCs is an important
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Figure 2.8: (a) The diagram of the receiver-side DSP, (b) The frame structure
of the pilot-based DSP.

parameter for the receivers, especially for high-order modulation formats.
It should be noted that polarization demultiplexing is not performed in
the optical front end due to the unknown polarization of the input signal.
A polarization controller can be added to a single-polarization input
signal to align the polarization. However, for a dual-polarization signal,
the digital signal processing (DSP) on the receiver side can efficiently
demultiplex the polarization components.

2.3.2 Receiver-side digital signal processing

In modern coherent communication systems, the rapid development of
the CMOS technique enables high-speed ADC and application-specific
integrated circuits for DSP. Most importantly, this avoids a complicated
phase-locked loop and allows the use of a free-running laser as the local
oscillator, which significantly simplifies the receiver hardware structure.
In addition, various dominant impairments such as transceiver imper-
fections, dispersion, carrier offset, and fiber nonlinearity are efficiently
compensated in the DSP. Today, advanced DSP [54,55] (main block di-
agram shown in Fig. 2.8 (a)) facilitates the implementation of high-SE
multilevel modulation formats to achieve high-capacity transmission.

The received signal may experience IQ phase/gain mismatch, which
is caused by the sub-optimum bias of the MZM, non-ideal 90◦ phase
shift between the in-phase and quadrature components, the difference
in the RF drivers as well as imperfections in the 90◦ optical hybrid,
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photo-detectors, and transimpedance amplifiers. Higher-order modula-
tion formats are more sensitive to IQ imbalance due to the increased
number of constellation points. Therefore, orthogonalization techniques
such as the Gram-Schmidt algorithms [56] or Löwdin [57,58] algorithms
are used. The former approach fixes one vector and forces the other to
be orthogonal, while the latter one rotates both vectors in different direc-
tions to obtain orthogonality. This symmetric operation makes Löwdin
algorithms more suitable for high-cardinality constellations.

Static equalization is needed to compensate for the time-invariant
impairments. As previously discussed in Section 2.1.2, the RRC filter
is employed in the receiver to remove out-of-band noise and perform
matched filtering with the assumption of neglecting the channel response.
The practical matched filtering is implemented in the dynamic equalizer
with more details being provided later in this section. Additionally we
compensate for the dispersion using static chromatic dispersion compen-
sation (CDC) which avoids the need for adding dispersion compensation
fiber after each transmission span to cancel the dispersion. The CDC
acts by applying a filter with an impulse response which is equivalent to
the inverse transfer function of the chromatic dispersion. While the pop-
ular finite-impulse response (FIR) filter can efficiently perform the time-
domain dispersion equalization for short-reach transmission [59] in which
a small number of taps is enough to cancel the small accumulated disper-
sion, frequency-domain dispersion equalization is preferred for long-haul
transmission system [60] due to its relatively low implementation com-
plexity for large tap number compared to the time-domain filtering. The
frequency-domain equalizer can be implemented in an overlap-add ap-
proach [61] or an overlap-save scheme [62,63] with lower complexity than
the former one.

Another important DSP is the carrier offset recovery that compen-
sates for the laser frequency fluctuation and phase noise caused by the
transmitter laser source and the LO. While blind algorithms based on
fourth-power operation [64–66] (e.g., the well-known Viterbi-Viterbi al-
gorithm for phase estimation [67]) are efficient for performing carrier
recovery for QPSK with constant amplitude, more advanced approaches
such as blind phase search [68] or pilot-aided algorithms [69–71] should
be employed for high-order constellations with various modulation phase
components. The last impairments that need to be considered are the
residual static distortions (originating from imperfect matched filtering,
CDC, and other time-invariant system responses) as well as other time-

21



Chapter 2. Coherent Transceivers and Transmission System

variant phenomenons including fast polarization rotation and polariza-
tion mode dispersion (PMD). These residual static and dynamic impair-
ments can be mitigated in the blind adaptive multiple-input multiple-
output (MIMO) equalizer whose coefficients are iteratively updated by
stochastic gradient descent-based adaptation algorithms such as the con-
stant modulus algorithm [72, 73], radially directed algorithm [74, 75],
and decision-directed least-mean-square algorithm [76]. We should em-
phasize that, in contrast to blind methods, data-aided equalization is
more stable, particularly for high-symbol-rate and high-SE applications.
Therefore, we will concentrate on the discussion of pilot-based DSP used
throughout the research presented in this thesis.

Pilot-based digital signal processing

The schematic of the frame structure used in one popular pilot-based
DSP [77] is shown in Fig. 2.8(b). Importantly, the data-aided dynamic
equalization and frequency offset estimation (FOE) are performed by
a long QPSK pilot sequence located at the beginning of the frame. It
should be emphasized that the periodically inserted known QPSK sym-
bols serve as phase pilots and facilitate the pilot-enabled carrier phase
estimation (CPE). With the frame length of lframe, the pilot sequence
length of lps, and the insertion ratio (defined by the ratio between the
number of payload/information symbols and the number of phase pilots)
of Rins, the total pilot ratio is expressed as

αpilot =
(lframe − lps)/Rins + lps

lframe
(2.17)

An optimized pilot ratio for a high-symbol-rate high-SE system (e.g.,
24Gbaud 256-QAM [78]) can be as low as 1.4% by setting lframe =
104704, lps = 1024, and Rins = 256. However, when the symbol rate
decreases to 5 Gbaud or 10 Gbaud, the insertion ratio of the phase
pilots needs to be reduced to track the larger sensitivity to phase fluc-
tuations originating from the increased symbol duration. For the 12.2
bits/s/Hz C-band transmission of 5 Gbaud 24-dimensional Voronoi con-
stellations (with record 296 = 7.9 × 1028 total constellation points in
the 24-dimensional space and around 540 unique points in each two-
dimensional plane) presented in Paper V, we increase the phase pilot
ratio be setting Rins = 128 and reduce the pilot sequence length to 512.
The resulting relatively high overall pilot ratio of 3.8% is primarily due
to the low frame length of 16896 symbols, which is constrained by the
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combined effects of limited DAC storage memory and the high upsam-
pling ratio of 12 (required from the 60GS/s DACs). In such conditions,
we find that the small DAC memory significantly constrains the pilot
overhead regardless of the short pilot sequence length and large phase
insertion ratio being used.

For coherent optical systems, the pilot-based adaptive equalization is
usually performed by the 2×2 MIMO FIR filter with a butterfly structure
expressed as [55][

rX [n]

rY [n]

]
=

[
wH

XX [n] wH
XY [n]

wH
YX [n] wH

Y Y [n]

][
r′
X [n]

r′
Y [n]

]
(2.18)

where r′
/r represents the input/output complex signal vector with N

samples, w = [w(n), w(n − 1), ..., w(n − N)]T are the complex coeffi-
cients of the N -tap FIR filter, n is the time index, and the superscript
H indicates the conjugate transpose. To compensate for dynamic im-
pairments, the filter coefficients need to be continuously optimized over
time such that time-varying effects can be tracked. The basic principle
of the updates can be understood as minimizing the mean square error
denoted by the cost function J [n] = E[|e[n]|2] with e[n] being the error
signal. For data-aided equalization [79], the error functions simply cal-
culate the difference between the known transmitted symbol c and the
received noisy symbol r separately for each polarization according to

eX [n] = cX [n]− rX [n]

eY [n] = cY [n]− rY [n]
(2.19)

The coefficients can be efficiently updated by the gradient descent algo-
rithms, which approach the optimum solution through calculating the
gradient of the cost function for each update. The most well-known can-
didate is the least-mean-square (LMS) algorithm [80] which uses a filter
coefficient update according to

wXX [n+ 1] = wXX [n] + µe∗Xr
′
X [n]

wXY [n+ 1] = wXY [n] + µe∗Xr
′
Y [n]

wY X [n+ 1] = wY X [n] + µe∗Y r
′
X [n]

wY Y [n+ 1] = wY Y [n] + µe∗Y r
′
Y [n].

(2.20)

Following these update rules, this filter forms a so-called “data-aided
LMS equalizer”. It is worth emphasizing that the use of a longer pilot
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Chapter 2. Coherent Transceivers and Transmission System

sequence provides better training for the equalizer and leads to improved
performance at the expense of transmitting more redundant information.
The balance between the equalization performance and the information
loss due to the inserted pilot symbols needs to be taken care of to fully
optimize the system performance.

For blind carrier offset recovery algorithms, the fourth power oper-
ation is usually used to remove the modulation phase to facilitate the
phase noise and frequency offset compensation. The data-aided algo-
rithms take advantage of the known training symbol for the estimation
and therefore support the mitigation of stronger carrier offset [81]. As-
suming a perfect synchronization, the transmitted and received symbols
are aligned to each other without timing delay. The synchronized train-
ing sequence is then ready for the frequency offset estimation with the
first step to remove the disturbance caused by the modulation phase.
The signal z with modulation phase mitigation is then expressed as

z[n] = y[n]c∗[n] (2.21)

where y[n] = c[n] exp (j(2π∆fnTs + ϕ[n])) is the complex received signal
with uncompensated carrier offset, c is the known pilot symbol, ∆f is
the frequency offset, and Ts is the symbol duration. By inserting the full
expression of y(n) in Eq. (2.21), it can be re-written as

z[n] = |c[n]|2 exp
(
j
(
2π∆fnTs + ϕ[n]

))
(2.22)

From Eq. (2.22) we see that the modulation phase from c(n) is fully
removed. Therefore, the estimation of frequency offset is obtained as

∆fest =
1

2πTs
arg

{
L∑

n=1

[
z[n]z∗[n− 1]

]}
(2.23)

After the compensation of FOE, the received signal is re-written as
yFOE[n] = c[n] exp (jϕ[n]). Following a similar process according to
Eq. (2.21), the signal zcpe with modulation phase compensation can be
given by

zcpe[n] =

{
yFOEc[n], n = lPS + kRins

0, n ̸= lPS + kRins
(2.24)

where k = 0, 1, 2, ..., the residual phase term corresponds to the phase
noise ϕ[n] if n = lPS + kRins, lPS and Rins is the pilot sequence length
and phase pilot insertion ratio defined previously, respectively. Since the
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2.4. Forward error correction

transmitted symbols remain unknown except for the periodically inserted
pilots, we need to apply an interpolation filter [69, 70] to the signal zcpe
before estimating the phase noise for the whole sequence including the
information and pilots symbols. More details regarding the optimization
of the pilot overhead were investigated for varying simulated impairments
including frequency offset, phase noise, and PMD [77].

Digital backpropagation

In modern coherent communication systems, fiber nonlinearity is one
of the most detrimental effects, which inhibits the increase of capacity
and transmission reach, in particular for superchannel systems employing
densely spaced wavelength channels. State-of-the-art receiver DSP can
perform compensation of the nonlinear distortion caused by the channel
of interest itself as well as other interference channels. Digital back-
propagation (DBP) is an efficient digital compensation approach that
sends the received signal through the inverse nonlinear Schödinger equa-
tion, which is normally emulated by the split-step method (SSM), to
reverse the nonlinear distortion. For single-carrier systems, the single-
channel DBP can be applied to the traditional coherent receiver struc-
ture and DSP for compensating the SPM. However, the SPM becomes
insignificant in WDM systems where the XPM is the dominant effect,
requiring multichannel DBP to fully mitigate the SPM and XPM. More
details of the multichannel DBP are described in Section 4.4.

2.4 Forward error correction

FEC coding is one of the most important building blocks in modern
fiber communication systems. It protects the information from noise
by adding redundant bits or symbols in the transmitted sequence. One
common and powerful coding structure is the concatenated code [82,83]
consisting of one outer hard-decision (HD) code and another inner soft-
decision (SD) code. In the coded modulation system depicted in Fig. 2.9,
the bit error rate (BER) before decoding, also known as pre-FEC BER, is
used to estimate the system performance without FEC coding. Error-free
transmission requires a BER of 10−15-10−9, which is difficult to achieve
in uncoded systems. With the assistance of FEC coding, communication
with negligible error rates are possible is possible. Typically, while the
inner SD code can reduce the BER to 10−5-10−2 if the SNR reaches a
code-dependent threshold, the output HD code brings the BER down to
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Figure 2.9: The schematic of the coded modulation system.

10−15-10−9 after HD-FEC decoding. For long-haul transmission, inner
SD-FECs with 20% overhead (OH) and a BER threshold of around 2.7×
10−2 [84] are commonly used together with an outer < 1% OH HD-FEC.
A popular candidate for SD-FEC is the low-density parity-check (LDPC)
code, which has been included in the DVB-S2 standard [85]. HD codes
with 7% OH and a BER threshold of 3.8×10−3 [86] are widely employed
for short-reach transmission in which the system impairments are usually
significantly smaller.

2.5 Modulation formats and limiting factor

Similar to the noise degradation stemming from nonlinear fiber prop-
agation (see Section 2.2.3) we can also model the residual linear and
nonlinear degradation (after pre-distortion) from the transceivers as an
additive Gaussian noise term. The total SNR of the system is given by

SNRtot =
Psig

PTRx + PASE
=

1
1

SNRTRx
+

1

OSNR

(2.25)

where PTRx is the power of the transceiver noise. Figure 2.10 illustrates
the total SNR (SNRtot) and BER as a function of OSNR assuming a
fixed transceiver SNR (SNRTRx) of 23 dB measured in our optical back-
to-back experimental setup for a 20 GBaud signal. For OSNR>20 dB,
the transceiver noise starts to have a significant contribution to overall
SNR for high-order QAM formats. Given a 20% SD OH and a BER
threshold of 2.7× 10−2, from Fig. 2.10 (b) we observe a larger required
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Figure 2.10: Given a fixed SNRTx = 23 dB, (a) the simulated SNR and (b)
BER performance, versus OSNR for various QAM formats.

OSNR at SNRTRx = ∞ (i.e., no transceiver noise) for higher-order for-
mats due to their reduced euclidean distance between the constellation
points. Furthermore, at SNRTRx = 23 dB, the transceiver noise signif-
icantly limits 64-QAM, 256-QAM, and 1024-QAM. A higher SD OH of
28% [87] is required for 256-QAM to achieve error-free transmission at
OSNR=35 dB. The BER of 1024-QAM is around 1× 10−2 even at large
OSNRs, making it challenging to perform forward error correction with
the commercially available SD code.
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Chapter 3

Digital Pre-distortion

Today, the majority of the impairments in coherent communication sys-
tems are compensated after signal detection. The development of the
CMOS technique in the 2000s enabled the fabrication of high-speed
analog-to-digital converters (ADCs) and application-specific integrated
circuits (ASICs) [88, 89], which were first used in intensity-modulation
direct-detection (IM/DD) systems and then applied to the commercial
coherent transceiver in 2008 [90]. The ADCs and ASICs allow the appli-
cations of powerful receiver-side digital-to-signal processing (DSP) [91,
92] to mitigate impairments such as chromatic dispersion (CD) [93, 94],
polarization mode dispersion (PMD) [95], polarization rotation, carrier
offset, transceiver imperfections, and even fiber nonlinearity [96].

Alternatively, pre-compensation can be implemented in the trans-
mitter to alleviate the impairments with CD being the popular one. In
earlier WDM systems, each transmitted wavelength channel was prop-
agated in individual dispersion compensation fiber (DCF) before wave-
length multiplexing [97]. The inverse dispersion provided in the DCF
reduces the CD effect during the signal propagation. Similarly, a fre-
quency modulation technique was used to generate a pre-distorted signal
and reduce the total dispersion of the whole system [98]. The aforemen-
tioned pre-compensation is achieved in an optical manner and changes
with the experimental configuration, which significantly increases the
implementation cost and complexity.

Digital-to-analog converters (DACs) and transmitter DSP facilitate
high-spectral efficiency transmission by enabling advanced modulation
and pulse-shaping. At the same time, we can take advantage of DSP
capabilities to implement digital pre-compensation (DPC) to compen-
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Chapter 3. Digital Pre-distortion

sate for various transceiver distortions and channel impairments [99–104].
Chromatic dispersion and fiber nonlinearity can be pre-compensated dig-
itally in the transmitter [102–104]. In contrast to the optical approach,
the DPC can be updated in the transmitter ASIC without changing the
system configuration. For modern coherent systems employing multi-
level modulation formats, the generated signal suffers from significant
transceiver imperfections such as the frequency response of each compo-
nent, the nonlinear response of the RF amplifier, and the sinusoidal trans-
fer function of the IQ modulator. The compensation for these transceiver
impairments in the receiver would incur an extra penalty due to the mix-
ing of transceiver and fiber channel distortions. Therefore, it is impor-
tant to apply digital pre-distortion (DPD) to mitigate the transceiver
distortion for state-of-the-art coherent communication systems.

This chapter describes the transmitter-side DSP to compensate for
linear and nonlinear transmitter impairments of high-spectral efficiency
systems. Various popular linear and nonlinear pre-distortion approaches
are discussed and compared in terms of performance and complexity.

3.1 Learning structure of pre-distortion

DPD Channel

Post-equalizer
-
+

copy

(a)

Channel

Channel 
Modeling

-
+

DPD

+ -

(b)

Figure 3.1: The illustration of (a) direct learning architecture and (b) indirect
learning architecture.

A static filter can perform DPD to cancel the linear or nonlinear
transmitter’s distortion by generating an inverse response in the trans-
mitter DSP. However, it needs to derive the filter response from the char-
acterization of each hardware component, channel modeling, and analyt-
ical calculation, which results in significant implementation complexity.
In contrast, a dynamic filter can achieve pre-equalization without the
time-consuming hardware characterization and the complex mathemati-
cal processing. In addition, it adaptively updates the compensation if the
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3.2. Linear pre-distortion

channel response changes. The popular structures for training the adap-
tive pre-distortion can be classified as the direct learning architecture
(DLA) [105,106] and the indirect learning architecture (ILA) [107–110],
which is illustrated in Fig. 3.1 (a) and (b), respectively. Generally, the
former method requires identifying the realistic channel with a differen-
tial surrogate model to estimate the gradient for the coefficient update
in the DPD, whereas the ILA first learns a post-equalizer (see Section
2.3.2) and then copies the optimized coefficients to the pre-distorting fil-
ter. Ideally, the DLA outperforms the ILA, which is trained with a noisy
feedback signal, at the expense of increased complexity used for the chan-
nel modeling [111, 112]. It should be emphasized that not all nonlinear
systems have perfect theoretically inverted expressions [113, pp. 123],
limiting the widespread application of the DLA. In practice, the inac-
curate identification of the channel response would lead to performance
degradation for the DPD. Therefore, the low-complexity ILA has become
more popular in practical systems.

3.2 Linear pre-distortion

As previously stated in Section 2.1.6, the frequency response of each
component in the transmitter induces inter-symbol interference and de-
grades system performance. To alleviate this effect, a static or dynamic
finite impulse response (FIR) filter, commonly referred to as a digital
pre-emphasis (DPE) filter, can be applied to the transmitter DSP to
compensate for the bandwidth limitation, where the majority of the
degradation in commercial transponders is from the DACs and ADCs.
The system diagram illustrated in Fig. 3.2 describes the implementation
of a linear FIR filter P (f) for linear pre-emphasis. For simplification,
we only include the dominant transceiver components (i.e., DACs and
ADCs) and a linear fiber channel (i.e., Hch(f) = 1) in the model.

3.2.1 Zero-forcing pre-emphasis filter

For the simplest case, a zero-forcing (ZF) filter that yields the inverse
linear response of the DAC can be applied after pulse shaping to achieve
pre-emphasis. Given the frequency response DDAC(f) and the desired
transfer function DDAC, des(f) of the DAC, the ZF pre-emphasis filter is
given by PZF(f) = DDAC, des(f)/DDAC(f). However, the ZF generates a
large gain for small-value frequency components. This phenomenon am-
plifies out-of-band noise and leads to a significant performance penalty.
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Figure 3.2: The illustration of transmitter-side digital signal processing with
linear pre-distortion, P (f): the linear pre-emphasis filter.

To solve the overshot problem, a modified ZF filter was proposed in [34]
with the optimized filter response given by

PZF(f) =
DDAC, des(f)

DDAC(f) + no
(3.1)

where no is a constant noise-related term and needs to be optimized
individually for a given modulation format, bandwidth, and the effec-
tive number of bits to minimize the BER. The experimentally measured
frequency response of the DAC closely matches a third-order Bessel func-
tion, while the desired transfer function can be modeled by the Gaussian
function. The detailed optimization procedure can be found in [34].

3.2.2 Minimum-mean-square-error pre-emphasis filter

The ZF filter provides sub-optimum performance because it does not
take quantization noise into account. From Fig. 3.2 we can see that,
assuming DADC(f) = 1, the received signal y(f) can be expressed in the
frequency domain as

y(f) = x(f)H2
RRC(f)P (f)DDAC(f) + nq(f)HRRCDDAC(f) (3.2)

where x(f) is the frequency-domain expression of the upsampled sig-
nal before pulse shaping. To obtain the desired received signal ydes(f) =
x(f)H2

RRC(f), a minimum-mean-square-error (MMSE) approach can min-
imize the square error given by [114]

eMMSE =

∫ B

−B
E
[∣∣y(f)− x(f)H2

RRC(f)
∣∣2] df (3.3)
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where B = (1 + βRRC)Rs, βRRC is the roll-off factor of RRC filter, Rs

is the symbol rate, and E[·] corresponds to the expectation operator.
Using a partial derivative approach, the analytical solution of the DPE
is calculated as [114]

PMMSE(f) =
H2

RRC(f)D
∗
DAC(f)

H2
RRC(f) |DDAC(f)|2 + ε

(3.4)

with ε including the quantization noise for the optimization of DPE
filter. For an ENOB> 4 bits, the quantization noise can be replaced
with AWGN according to [36]. Given a fixed ENOB and peak-to-average
power ratio (PAPR), ε is analytically expressed as

ε =
10

PAPR
10

6Rs · 22ENOB

∫ B

−B
|DDAC(f)|2H2

RRC(f) df. (3.5)

In contrast to the modified ZF filter, the MMSE-based DPE has an
analytical solution for the noise-related term and avoids the heuristic
optimization.

3.2.3 Dynamic time-domain pre-emphasis filter

The implementation of static DPE filters requires a priori knowledge
of the DAC. Therefore, the time-consuming measurement of the fre-
quency response and ENOB inhibits its application in elastic optical
networks [115,116], where the transceivers from different vendors would
be used in different system configurations. An approximation of the
DAC characteristics can be used but results in a performance penalty.
Adaptive DPE filters outperform their static counterparts in terms of
compatibility, allowing it to be dynamically updated for a wide range of
transceivers without adding implementation complexity.

For the compensation of weak bandwidth limitations, a short (few-
tap) DPE filter can be efficiently implemented in the time domain. In the
simplest case, the time-domain dynamic DPE filter was obtained in an
electrical back-to-back link by directly connecting the converted analog
signal to an oscilloscope [99, 100]. Similarly, it was trained in an optical
back-to-back setting assuming perfect compensation of the fiber channel
impairments with DSP [99]. The ILA method depicted in Fig. 3.1 (b)
can be applied to learn the filter coefficients. A post-equalizer is first
trained with pilot symbols to achieve an inverse linear response of the
transceiver. Then the same coefficients are copied to the DPE filter for
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pre-compensation. Generally, the dynamic DPE filter can be trained by
the least mean square (LMS) algorithms by minimizing the mean square
error (MSE) between the transmitted and received signals. The LMS-
type approaches can be categorized into blind or pilot-based methods by
choosing different error functions. For the data-aided LMS (DA-LMS)
algorithms with error function εTD-LMS(n) = ŷ(n) − x(n) with n being
the time index, x being the transmitted signal, and ŷ being the output
of the post-equalizer, the optimization of DA-LMS is expressed as [80]

min
p(n)

MSE = E
[
|εTD-LMS|2

]
(3.6)

where p(n) is the coefficient of the time-domain DPE filter. As a static
gradient descent algorithm, the update of the filter coefficients using the
LMS method is given by [80]

pk+1(n) = pk(n)− µ
∂MSEk

∂p∗k(n)
= pk(n) + µŷk(n)ε

∗
TD-LMS(n) (3.7)

where µ is the step size used for controlling the update speed. This
approach can perform an overall pre-emphasis on DACs, RF drivers, and
the ADCs. Besides the electrical and optical noise, the strong nonlinear
distortion caused by the power saturation of the driver may significantly
affect the identification of the DPE coefficients and degrade the pre-
compensation performance.

3.2.4 Dynamic frequency-domain pre-emphasis filter

The adaptive DPE filter can be implemented in the frequency domain
to compensate for linear transmitter responses with large memory. Sim-
ilar to the time-domain approach, the DA-LMS algorithm can be ap-
plied to optimize the filter coefficients. The error function is given by
εFD-LMS(f) = ŷ(f)− x(f) in the frequency domain. The optimization is
provided by minimizing a weighted mean square error (WMSE) [117]

min
P (f)

WMSE =

∫ B

−B
E
[
|x(f)|2

]
E
[
|εFD-LMS(f)|2

]
df (3.8)

where the term E
[
|x(f)|2

]
constrains the optimization on the high-

power frequency components. Adaptive updating of the coefficients can
be performed by stochastic gradient descent until the normalized error
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|εFD-LMS(f)|2/|x(f)|2 is below a given threshold. The coefficients update
is expressed as

Pk+1(f) = Pk(f)− µ
∂WMSEk

∂P ∗
k (f)

(3.9)

where the detailed expression of Eq. (3.9) can be found in [117, Eq. 4]. To
reduce the implementation complexity, the overlap-and-add method [118]
was used for the LMS implementation.

3.3 Nonlinear pre-distortion

The pattern-dependent distortion caused by the RF amplifier and IQ
modulator significantly limits the performance of advanced modulation
formats with multiple amplitude levels. To alleviate this effect and facil-
itate high-SE constellations, nonlinear pre-distortion needs to be imple-
mented. The diagram of the overall linear and nonlinear DPD is illus-
trated in Fig. 3.3. Various widely employed nonlinear DPD approaches,
including look-up table (LUT)/neural networks (NNs) implemented on
the symbol basis and arcsine function/Volterra series (VS)/NN applied
on the sample basis, are introduced in this section.

3.3.1 Arcsine function

The sinusoidal transfer function of the IQ modulation generates non-
equidistantly spaced constellation points and reduces the noise tolerance
for the high-energy constellation points. An input signal voltage close to
or larger than the inherent Vπ of the modulator causes strong nonlinear
distortion (See Fig. 2.5 (c)). Given a fixed transmitter electrical noise, an
optimum output voltage of DACs exists as a trade-off between the SNR
and the achievable linearity of the transmitter. An arcsine function can
be applied after the pulse shaping to pre-compensate for the nonlinear
response of the MZM. It should be noted that the arcsine function sig-
nificantly increases the PAPR for large input signal swings. Therefore,
an optimization of the signal amplitude is required for the arcsine-based
pre-distortion. From Eq. (2.5) we can see that an increased PAPR in-
duces larger quantization noise, requiring a clipping function added as
the last step of the transmitter DSP to eliminate this degradation.
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3.3.2 Look-up table

Generally, DACs have limited output power, which leads to high mod-
ulation loss when the converted analog signal is directly fed to the IQ
modulator (see Eq. (2.9)). Therefore, RF amplifiers are required to boost
the signal before optical modulation such that its amplitude is close to
the Vπ of the modulator. However, given a large input power, the output
of the RF driver is saturated and the signal is significantly distorted due
to the inherent nonlinear behavior, resulting in a reduced output power
and increased modulation loss.

In wireless communication, so-called "amplifier linearization" applies
a digital predictor to the baseband signal to mitigate the nonlinear ef-
fects of the RF power amplifier [119–122]. A look-up table (LUT) is
one popular candidate to compensate for this nonlinear behavior. As a
low-complexity solution, it simply adds a correction term to the trans-
mitted signal depending on the signal itself (memoryless LUT) or the
signal pattern of a given length (memory LUT) such that the received
signal is closer to the ideal constellation. Historically, LUT-based DPD
was first employed to alleviate the memoryless effects caused by the in-
stantaneous nonlinearity [119], which means that the symbol at a given
time is fully distorted by the symbol itself but not one at a different time.
However, the effect of bandwidth limitation becomes non-negligible for
an increased symbol rate and leads to intersymbol interference. This lin-
ear memory together with instantaneous nonlinearity induces nonlinear
distortion with memory, requiring an implementation of a memory DPD
to fully remove all the nonlinearity.

The size of the LUT will exponentially grow with modulation order
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3.3. Nonlinear pre-distortion

and memory length (explained later), requiring a large storage memory.
Several size-reduction approaches have been proposed to alleviate this
effect. Initially, a two-dimensional LUT was applied to pre-compensate
for the complex constellations [120]. Since the in-phase and quadrature
dimensions are generally independent in the coherent transmitter, two in-
dependent LUTs can be employed for the in-phase and quadrature parts,
respectively, providing size reduction [123]. Due to the power sensitivity
of the nonlinear effects, the size of the LUT can be significantly reduced
by only considering the pre-distortion of the high-energy constellation
points [124] or the signal pattern with strong nonlinearity [123]. Assum-
ing a symmetric signal distribution with the same number of amplitude
levels in each dimension, the LUT-based DPD is suitable for other signal
formats including probabilistically-shaped (PS) and/or geometrically-
shaped (GS) constellations.

Here, we assume that two independent (and similar) LUTs are im-
plemented for the in-phase and quadrature components, respectively.
The pattern errors (PEs), which characterize the nonlinear distortion
for each signal pattern, are first estimated in the training stage. Then
we apply the obtained PEs in the compensation stage to perform non-
linear DPD. Given a memory−n LUT (i.e., LUT-n) with n denoting
the memory of the nonlinear effects, the size of the LUT is given by
2 ·Nn, where N =

√
M for even log2(M) and N = (

√
2 ·M +

√
M/2)/2

for odd log2(M). For PS-QAM and GS-QAM formats, N is the num-
ber of unique constellation points in each dimension. Importantly, the
size will exponentially increase with N and the memory length of the
LUT. All length-n pattern sequences s of the employed signal need to
be stored in the LUT as an entry address for the identification of the
input signal, while s(p) indicates the pth pattern sequence. During the
training process, a length-n sliding window is first applied to extract the
transmitted signal sequence x

I/Q
k = {xI/Q

k−n−1
2

, ..., x
I/Q
k , ..., x

I/Q

k+n−1
2

} sepa-

rately for the in-phase/quadrature to identify the input pattern s(pi/q),
where k corresponds to the central index in the extracted sequence. For
the transmitted symbol xI/Qk and the corresponding post-processed sym-
bol yI/Qk , the distorted error is calculated as e

I/Q
k = x

I/Q
k − y

I/Q
k , which

includes Gaussian noise except for the nonlinear impairments. To elimi-
nate the influence of random noise fluctuation on the error estimation, all
the errors corresponding to the same input pattern s(pi/q) are averaged
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following

δI/Q(pi/q) =
1

Npi/q

∑
x
I/Q
k =s(pi/q)

e
I/Q
k (3.10)

where Npi/q is the number of signal pattern x
I/Q
k in the training signal se-

quence that is equivalent to s(pi/q). Then, the estimated PEs are stored
in the LUT using the corresponding entry address. In the compensa-
tion process, the same sliding window as the training stage is used for
pattern identification before performing nonlinear mitigation with the
pre-distorted PEs in the LUT. For each extracted sequence x

I/Q
k , the

central symbol is corrected by

xtxk = xtx−I
k + j · xtx−Q

k = xIk + δI(pi) + j
(
xQk + δQ(pq)

)
(3.11)

For a 64-QAM signal, the unique constellation points in the in-phase
or quadrature dimensions are expressed as pulse-amplitude modulation
(PAM) with 8 levels (i.e., PAM8 = {−7,−5,−3,−1,+1,+3,+5,+7}). It
is interesting to investigate the amplitude distribution of the estimated
PEs in terms of the pattern index pi/q, which shows the relationship be-
tween the nonlinear effects and a given signal pattern. This helps us to
have a better understanding of the nonlinear behavior in a straightfor-
ward sense. An arbitrary or unordered index, depending on the order of
occurrence of the input sequence pattern, was used in [123] for patterns
with the same central symbol. It can not illustrate any nonlinear dis-
tribution except the overall variance of the nonlinearity (see [123, Fig.
4]). We apply the indexing shown in Table 3.1 for a memory-3 LUT
with {−7,−7,−7} being the first pattern and {+7,+7,+7} being the
last pattern. From the beginning, every continuous 8 patterns have the
same first and second symbols, while every continuous 64 patterns share
the same first symbol. Following this structured indexing, the nonlin-
ear behavior among the signal patterns can be clearly illustrated. We
observe that every group of 64 patterns sharing a common first symbol
has a similar pattern error distribution except for a mean difference, re-
sulting in a periodic shape. It should be noted that the distinct PEs
of in-phase and quadrature LUT are caused by the difference between
the employed RF amplifiers, the IQ imbalance, and the bias operation
point of the modulator. This confirms that independent LUTs need to
be applied to the in-phase and quadrature components of the signal to
avoid performance penalty. The mechanism of the periodicity can be ex-
plained by modeling the nonlinear effects by a third-order Volterra filter.
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Table 3.1: Order of the pattern indexing in a memory-3 LUT for 64-QAM.

Index p Pattern Sequence s Index p Pattern Sequence s

1 -7 -7 -7 65 -5 -7 -7
2 -7 -7 -5 66 -5 -7 -5
3 -7 -7 -3 67 -5 -7 -3
4 -7 -7 -1 68 -5 -7 -1
5 -7 -7 1 69 -5 -7 1
6 -7 -7 3 70 -5 -7 3
7 -7 -7 5 71 -5 -7 5
8 -7 -7 7 72 -5 -7 7
9 -7 -5 -7 · · · ·
10 -7 -5 -5 · · · ·
11 -7 -5 -3 · · · ·
12 -7 -5 -1 · · · ·
· · · · 505 7 7 -7
· · · · 506 7 7 -5
· · · · 507 7 7 -3
· · · · 508 7 7 -1

61 -7 7 1 509 7 7 1
62 -7 7 3 510 7 7 3
63 -7 7 5 511 7 7 5
64 -7 7 7 512 7 7 7

As the majority of the nonlinearity is contributed by the memoryless
term, the signal pattern with the same central symbol will experience
similar nonlinear distortion.

In paper A, we utilize this periodic nonlinear property to generate
reduced-size LUTs with significantly smaller storage memory require-
ments. The size reduction and DPD performance are compared among
various modulation formats such as 64-QAM, 256-QAM, and 1024-QAM.
A higher size-reduction efficiency is achieved for higher-order constella-
tions due to the increased periodic patterns in each dimension, which is
attractive for modern high-SE optical communication.
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Figure 3.4: (a) In-phase and (b) quadrature pattern error of the memory-3
LUT estimated for a single-polarization 20 Gbaud 64-QAM.

3.3.3 Volterra series

The Volterra series is widely used to mathematically represent linear and
nonlinear system in a single step, while a filter comprising an inverse re-
sponse can perform the pre-distortion for the whole system. Compared
to the linear and LUT-based DPD, it performs a joint compensation of
the linear and nonlinear impairments at the expense of increased com-
plexity. Similar to the dynamic time-domain DPE filter, the ILA archi-
tecture can efficiently compute the inverse response of the characterized
nonlinear system model. Ignoring the quantization effect that can be
adequately expressed by additive white Gaussian noise, the combined
response of DAC and RF driver can be compensated by a truncated p-th
order Volterra series given by [101]

y[n] = h0 +

mp−1∑
k1=0

· · ·
mp−1∑

kp=kp−1

hp[k1, . . . , kp] ·
p∏

i=1

x[n− ki − τp] (3.12)

where h0 and h1 indicate the DC and linear composition of the system,
respectively. hp is the kernel related to the p-th order nonlinearity, mp

is the corresponding memory length, and x/y is the input/output signal
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3.3. Nonlinear pre-distortion

of the Volterra filter. The possible delay between the 1-st and p-th
component is characterized by τp. Given a large memory and high-
order nonlinearity, the full expression in Eq. (3.12) is complex and thus
unattractive for real-time practical systems. To reduce the complexity,
the Eq. (3.12) can be simplified to a memory polynomial given by [125]

yMP[n] = h0 +

p−1∑
i=0

m−1∑
k=0

h[k] · x[n− k] |x[n− k]|i (3.13)

Eq. (3.12) indicates the Volterra series output as a sum of the linearly-
weighted nonlinear samples. The coefficients of such post-equalizers in
the ILA can be approximated by least-square algorithms. Cholesky de-
composition and Newton algorithm yield block-based estimations of the
coefficients [125], requiring an extremely high computational complexity.
The sampled-based estimation using stochastic gradient descent is pre-
ferred due to the low storage memory requirements. The coefficients of
the pre-distorted Volterra filter can be iteratively updated by the LMS al-
gorithm [80]. However, the nonlinearity becomes much smaller for high-
order components, leading to a poor condition of the covariance matrix.
The low convergence speed in such conditions inhibits its application in
practical systems. The alternative recursive least-square algorithm pro-
vides a fast-convergence solution with higher computational complexity
than the LMS [80]. After training, the learned coefficients are copied to
the pre-distorter for transmitter-side nonlinear compensation.

3.3.4 Neural networks

Today, NNs have attracted significant attention in optical communica-
tion. End-to-end learning, which includes a transmitter and receiver
NN, performs a joint optimization of the whole system and provides
an alternative approach for mitigating various impairments in coher-
ent systems [126]. NN-based DPDs have been studied to compensate
for nonlinear impairments caused by different components of the trans-
mitter [108, 127]. Feed-forward NNs (FFNNs) without memory were
used to mitigate the nonlinearity of the MZM [128] or the low-resolution
DAC [129]. Similarly, the memoryless nonlinear effect of the RF amplifier
was canceled by a FFNN [130], which outperforms memory polynomi-
als. To take into account the memory effects, time-delay NNs [131,132],
convolutional NNs (CNNs) [133], and recurrent NNs [134] were used to
perform nonlinear DPD. Considering the low-pass filtering of the compo-
nents and the nonlinear distortion of RF drivers, the coherent transmitter
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was efficiently modeled by a Wiener-Hammerstein (WH) structure [135],
which comprises two linear FIR filters and a memoryless nonlinear func-
tion inserted between them. Note that the same WH structure was used
in the DPD block to achieve the inverse response. A cascaded WH struc-
ture including multiple instantaneous nonlinear functions can include the
nonlinear transfer function of the MZM and even the nonlinearity of the
DAC [135]. However, it requires significantly higher computational com-
plexity and complicates the training process of the DPD, which makes
this model less attractive. Inspired by the WH model, a simple NN-
based DPD was proposed by replacing the two linear filters with CNNs
and the nonlinear function with a fully connected FFNN [136]. Even
though it significantly outperforms the Volterra-based DPD learned in
ILA, this approach uses the DLA for training the NNs and therefore re-
quires a numerical model including linear and nonlinear response of each
component.

The required channel modeling in the NN-based DPDs becomes cum-
bersome in the practical system because some of the components have
non-differentiable responses. A surrogate model can approximate the
channel response to assist the gradient estimation with possible mis-
match to the real system [137], leading to degradation of the DPD per-
formance. In such conditions, reinforcement learning (RL) [138] can
alleviate this problem by adding a random Gaussian perturbation to the
transmitted signal for gradient estimation. In Paper B, the RL-based
DPD was directly trained in an experimental system without channel
modeling, showing its great potential in state-of-the-art coherent com-
munication applications.
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Joint Digital Signal
Processing

In this chapter, we describe receiver-based digital signal processing. In
contrast to traditional digital signal processing (DSP) operates on chan-
nels separately, we will discuss here how multi-channel processing can
increase spectral efficiency (SE) and system throughput. Linear process-
ing such as joint phase estimation and multi-channel equalization per-
forms better laser phase noise estimation and cancels the interchannel
interference, respectively. While multi-channel nonlinear compensation
eliminates both the intra-channel and inter-channel nonlinear crosstalk.

4.1 Comb-based superchannels

Current commercially available single-carrier WDM transponders achieved
data rates of 400 Gb/s in 2016 [14] and 800 Gb/s in 2020 [15,16]. Consid-
ering annual capacity increases of 40% for router blades, the required bit
rates per interface will reach 10 Tb/s by 2024 [139]. State-of-the-art co-
herent transponders utilize the four available dimensions (i.e., in-phase,
quadrature, and two polarizations) and high-order modulation formats
to achieve high capacity in each wavelength channel, whereas the lim-
ited effective number of bits (ENOB) and nonlinear transceiver distortion
inhibit the applications of higher-order QAMs such as 256-QAM, 512-
QAM, and 1024-QAM. Given a dual-polarization 64-QAM, the required
symbol rate and 3-dB transceiver bandwidth for a 10 Tb/s transponder
is 833 Gbaud and >400 GHz, respectively. Such symbol rates are not
feasible with the current generation of transponders. Even in the future,
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there is likely no avenue to get to such symbol rates. In addition, ENOB,
the dominant performance characteristic of the digital-to-analog convert-
ers (DACs)/analog-to-digital converters (ADCs), decreases dramatically
with frequency as stated in Section 2.1.3, resulting in more degradation
for high-symbol-rate applications. These stringent requirements make
single-carrier solutions unrealistic.

In order to attain the 10 Tb/s line rate with commercially avail-
able components, multiple wavelength carriers, which are independently
modulated, could be combined to form so-called spectral superchannels.
In this scenario, the transmitter’s capacity is easily scaled up without
upgrading the DACs, amplifier drivers, and IQ modulators. Using a
state-of-the-art 1 Tb/s single-carrier transponder enabled by 90 Gbaud
64-QAM signal [140] and not considering the digital overhead, ten wave-
length channels can offer the required 10 Tb/s bit rate. Given the limited
spectrum such as the commonly used C-band in commercial fiber-optic
communication systems, SE denotes the achievable bit rate per unit fre-
quency, deciding the upper limit of the system capacity. The SE of
the superchannels is strongly related to guard bands (GBs) between the
modulated wavelength carriers [139]. The selection of large GBs avoids
linear interchannel interference (ICI) arising from the spectral overlap
between the neighboring channels. In contrast, densely packed channels
could improve the SE and maximize the channel capacity. Due to the
random frequency drift, the conventional system using an independent
laser for each channel requires GBs of a few GHz to alleviate ICI [141].
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4.1. Comb-based superchannels

An optical frequency comb (OFC), a multi-carrier laser source with fre-
quency and phase coherence, yields evenly spaced carrier lines, resulting
in a sub-GHz-GBs superchannel and significantly improved SE [54,142].
Compared to the system employing laser arrays constructed by indepen-
dent lasers, only a required extra wavelength demultiplexer is added after
the OFC to separate the carriers.

For a given targeted symbol rate Rs, the bandwidth of the signal
needs to be minimized to improve the SE by using a reduced GB. Pulse
shaping therefore becomes important as it limits the signal bandwidth.
Aggressive optical filtering, as a popular implementation of pulse shaping
before the digital transponder era, was used to confine the signal band-
width and reduce the guard bands. Due to the implementation of ASIC-
based transmitter DSP, digital pulse shaping has become increasingly
popular. However, as stated in Section 2.1.3, the limited resolution of the
DAC and the transmitter frequency response inhibits the generation of
an ideal rectangular signal spectrum. This hardware imperfection leads
to a spectral gap in the optimized superchannels, which inhibits Nyquist
WDM transmission with zero GBs. The so-called super-Nyquist-WDM
with negative GBs can be achieved by special pulse shaping to eliminate
ISI. Alternatively, in the comb-based superchannels, multichannel equal-
ization can overcome ISI and facilitate super-Nyquist transmission with
more details being described in Section 4.3.

Electro-optic frequency comb

An electro-optic frequency comb (EO-comb) is one popular approach for
the OFC generation. A common block diagram of an EO-comb is illus-
trated in Fig. 4.2. The optical line provided by a continuous-wave laser
is fed to a cascade of two phase modulators and one intensity modulator,
driven by a common radio-frequency clock. Each modulator generates
multiple sidebands of the input signal. If the phases are adjusted appro-
priately, the cascaded modulation will yield a wideband frequency comb.
The center wavelength and frequency spacing of the output comb is de-
termined by the wavelength of the input carrier and the frequency of the
RF clock, respectively. The phase shift induced by the phase modulators
determines the number of generated comb lines and thus the bandwidth
of the comb. A larger phase shift can be achieved by either driving the
phase modulator with a higher voltage or increasing the number of phase
modulators. From Fig. 4.2 we see that the EO-comb can generate around
50 lines. Given an input carrier frequency of fc and a RF frequency of
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Figure 4.2: The schematic of an EO-Comb. The output signal spectrum
indicates the generated comb with around 50 high-power lines spaced at 25GHz.

fc, the frequency of the EO-comb is expressed as fn = fc + nfr. Taking
the inherent phase coherence into account, the phase noise of each comb
line is given by

ϕn(t) = ϕc(t) + n∆ϕr(t) (4.1)

where ϕc(t) denotes the random phase fluctuation of the carrier and
∆ϕr(t) corresponds to the phase noise of the RF oscillator. Importantly,
the delay lines added to each phase modulator should be optimized to
maintain a flat output comb. Ideally, the SE of the comb could be opti-
mized with a water-filling [143, 144], i.e. modulating lines with different
modulation formats according to their comb power and thus OSNR af-
ter modulation. In practical low-complexity transponders employing the
same modulation formats in each wavelength channel, we perform proper
optical shaping to flatten the comb lines, enabling similar performance
among the channels. Generally, the comb has to be amplified after mod-
ulation to obtain sufficient launch power. Thus, after amplification, the
OSNR of the individual sub-channels is dependent on the optical power
of the corresponding line before modulation.

At the receiver, we can either use a bank of individual lasers to serve
as local oscillators (LOs) for coherent detection or replace the receiver
lasers with a second comb. When we are using individual lasers, the
phase and frequency coherence of the superchannel is broken, as both
the transmitter laser and receiver LO determine the phase noise of each
channel. In contrast, a comb-based LO can maintain the phase-locked
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channels after detection. The coherence properties preserved by the
comb-based transmitter and receiver enable a wide range of receiver-side
joint DSP such as joint carrier recovery [145,146], multi-channel equaliza-
tion [147,148], and multi-channel nonlinearity compensation [149,150].

4.2 Joint carrier recovery

The comb-based superchannel providing frequency stability and phase
coherence among the wavelength channels facilitates the joint processing
of carrier offset in the receiver. We therefore primarily discuss the joint
carrier recovery approaches employing comb-based LOs.

The joint carrier recovery can be achieved by two different receiver
structures as shown in Fig. 4.3. The first approach relies on comb
regeneration assisted by optical pilot tones and duplicates an identi-
cal transmitter comb for the receiver LOs, enabling multi-wavelength
self-homodyne detection. The comb generation using two optical pi-
lots [151, 152] can be performed by a mode-locked laser, four-wave mix-
ing, or an EO-comb with an electrical phase-locked loop to recover the
phase-locked RF clock. Alternatively, when the RF phase noise is much
smaller than the optical one, a single optical pilot can regenerate the
comb and reduce the optical pilot overhead, enabling a high-SE super-
channel experiment illustrated in [78,153]. Since the frequency offset and
phase noise are fully removed in an optical manner, the receiver DSP is
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significantly simplified. Generally, the self-homodyne method leads to
better performance at a cost of hardware complexity and SE, especially
for high-order modulation formats which are more sensitive to the carrier
offset, compared to intradyne detection utilizing a digital approach for
the compensation. The second method implements a free-running comb
as LO and performs the digital joint processing for carrier offset com-
pensation [145,146]. In modern fiber-optic communication systems, low
hardware complexity is preferable in terms of cost. We therefore focus
on the discussion of the digital joint carrier recovery.

When employing an unsynchronized receiver comb, the carrier off-
set remains uncompensated after signal detection, requiring a two-stage
process in the conventional receiver DSP to mitigate the frequency and
phase fluctuations. The frequency offset estimation algorithm is first
applied to cancel the slowly drifting frequency offset, then the phase
estimation algorithm compensates for the phase variation [146]. We as-
sume that the common frequency offset estimation is used without joint
processing, the schematic building block of the joint phase estimation
is illustrated in Fig. 4.4 (a). First, the phase noise of each wavelength
channel is individually estimated regardless of the processing in other
channels. Then, the estimated phase noise of the targeted N channels
is averaged to generate a more accurate phase estimation by alleviating
the noise during the phase estimation. Finally, the phase correction ob-
tained by jointly processing N channels is applied to each subchannel
for phase recovery. This approach improves the system’s phase noise tol-
erance at the expense of computational complexity. On the other hand,
the master-slave method, depicted in Fig. 4.4 (b), performs phase esti-
mation of the master channel and utilizes the same phase correction for
other slave channels to reduce the DSP complexity. As stated in Sec-
tion 4.1, the additional phase noise caused by the RF oscillator linearly
increases with the order of the comb lines from the center, meaning that
the performance of this approach reduces with the increased number of
processed channels. To extend the master-slave phase noise compensa-
tion approach, the same procedure can apply frequency offset estimation
of the master channel to the slave channel by taking the spacing differ-
ence between the transmitter and LO comb into account, which further
simplifies the implementation of carrier offset recovery.

Importantly, the aforementioned master-slave approach offers a low-
complexity alternative for joint carrier recovery. It should be noted
that these phase compensation methods have stringent path-matching
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requirements to eliminate the phase difference in the transceiver. Fur-
thermore, the relatively small channel-dependent phase is challenging to
compensate for before the cancellation of the phase noise of the laser. A
feedback loop is needed in this condition to align the small phase fluctu-
ation independently for each channel [146]. Either Blind or pilot-based
algorithms described in Section 2.3.2 can perform carrier recovery. The
experimental demonstration of record 12-bit/s/Hz C-band transmission
using a comb-based superchannel [78] utilizes 1% digital pilot overhead
to compensate for all impairments, where only 0.4% overhead is used
for phase recovery. This highlights the remarkable performance of pilot-
aided DSP and makes the master-slave phase recovery less attractive due
to the relatively low phase pilot overhead being used.

4.3 Linear multi-channel equalization

The motivation for multi-channel equalization comes from the reduction
of guard bands and maximization of the spectral efficiency as discussed
in Section 4.1. Multi-channel equalization was first proposed in a sim-
ulated dual-polarization superchannel system considering the joint pro-
cessing of three neighboring channels in the receiver [147]. The same
approach was extended to an experimental superchannel consisting of
two subchannels [148], which neglected the ICI from the other side. In

49



Chapter 4. Joint Digital Signal Processing

this experiment, free-running transmitter and LO lasers are used with-
out frequency locking, which may induce frequency misalignment be-
tween the wavelength channels during joint processing and lead to sub-
optimum performance. The updated joint equalization was presented
in [154] which utilizes a single equalizer to mitigate all impairments in-
cluding polarization rotation, polarization mode dispersion, ISI, and ICI.
The proposed scheme was experimentally investigated in a comb-based
superchannel system and three-receiver structure to estimate the ICI
cancellation performance when ENOBs and other transceiver distortion
are dominant impairments. In paper C, besides the transmitter imper-
fection and electrical noise, we studied the influence of ASE noise origi-
nating from the inline EDFA in the noise-loading measurements as well
as long-haul transmission experiments. In paper Q (not included in the
thesis), we further alleviate the receiver complexity of the multichannel
equalization by reducing the required number of receivers from 3 to 2.

Given a comb-based superchannel system with N channels, the sig-
nal of each channel is commonly shaped by a root-raised-cosine (RRC)
filter in the transmitter DSP before the wavelength multiplexer. The
theoretical filtered signal bandwidth, defined as the spectral width of
the non-zero frequency components, is given by

Bch =
Rs

2
(1 + β) (4.2)

where β is the roll-off factor of the RRC filter. The pulse-shaped signals
are combined to form the superchannel and transmitted over the optical
fiber. In the receiver, another RRC filter serves as the matched filter
and removes the out-of-band noise and neighboring channels. When the
channel spacing fr of the frequency comb is selected such that ICI occurs,
i.e. fr < Bch, the post-processed signal on l-th channel can be expressed
as

rl(t) =
N∑
i=1

∞∑
k=−∞

si,kgi,l(t− kT )ej(∆Ωit+ϕi) + n(t) (4.3)

where si,k indicates the complex QAM signal of i-th channel on time
index k, and n(t) is the additive noise of the whole system. Specifically,
∆Ωi and ϕi is the frequency offset and phase noise of i-th carrier. It
should be noted that gi,l(t) corresponds to the overall linear impulse re-
sponse induced from channel i to channel l, where the detailed expression
can be found in [147, Eq. 3]. Linear ICI is caused by the spectral overlap
from the adjacent wavelength channels. Therefore, the Eq. (4.3) can be
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Figure 4.5: The schematic of the comb-based receiver for joint phase recovery
(a) Comb regeneration, (b) Free running LO comb.

simplified by considering three channels l − 1, l, l + 1 and given by

rl(t) =
m∑

k=−m

sl,kgl,l(t− kT )ej(∆Ωlt+ϕl) + n(t)

+
m∑

k=−m

sl−1,kgl−1,l(t− kT )ej(∆Ωl−1t+ϕl−1)

+
m∑

k=−m

sl+1,kgl+1,l(t− kT )ej(∆Ωl+1t+ϕl+1)

(4.4)

where m is the memory length of the channel response. From Eq. (4.4)
we observe that the linear crosstalk is characterized by a linear con-
volution of the channel’s impulse response and the transmitted signal.
Theoretically, the ICI can be fully compensated by a MIMO equalizer.
However, in practice, the frequency misalignment among the channels,
the additive Gaussian noise, channel impairments, and the transceiver’s
imperfection may degrade the ICI cancellation.

Depending on the receiver structure, the receiver’s bandwidth re-
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quirements, and the computational complexity of the DSP several multi-
channel equalization approaches can sufficiently mitigate the ICI. In the
simplest scenario, illustrated in Fig. 4.5 (a), the three neighboring chan-
nels can be detected by a broadband coherent receiver, whose bandwidth
B1-Rx needs to be larger than the three-channel signal bandwidth, i.e.
B1-Rx > fr+Bch. To simplify the analysis, the symbol rate is selected to
be equivalent to the channel spacing. In the signal spectra, the frequency
fnorm is given by fnorm = f/Rs with f being the absolute frequency. Af-
ter signal detection, a 2×2 MIMO equalizer operating at 4 samples per
symbol (SPS) can cover the whole spectrum, i.e. all three channels with
non-DC center caused by frequency offset, to efficiently perform the ICI
cancellation.

Alternatively, the spectral slicing technique [155], which provides
broadband detection by combining several individually measured spec-
tral splices, can be used to detect the channels with three low-bandwidth
receivers. The principle of the spectral-slicing receiver is depicted in
Fig. 4.5 (b). The three channels are first separated into three independent
receivers measuring at 2 SPS before being resampled to an oversampling
ratio of 4. Importantly, for the side channels l− 1 and l+ 1, the signals
need to be shifted in the frequency domain such that they are aligned
to the corresponding high-frequency location before the channel separa-
tion. The phase difference that exists between the individually measured
channels can be estimated using the overlapping spectra (e.g., 3 GHz
spectra were used in [155]). After correcting the phase mismatch, the
measured signals are added to create the full-bandwidth signal. Finally,
a 2×2 MIMO equalizer is applied to cancel linear crosstalk. Disregard-
ing the noise disturbance and hardware imperfection, the three-receiver
scheme enabled by manual spectral slicing should perform similarly to
the single-receiver approach as the accessible spectral information is the
same.

In contrast to the spectrally sliced receiver which manually stitches
the channels together by subtracting the phase difference, a more ad-
vanced approach using a 6×2 equalizer superimposes the spectra and
eliminates the ICI simultaneously in a dynamic fashion. This method
operates at 2 SPS and requires a minimum bandwidth B3-Rx of around
Bch for each receiver, which is the lowest among all the included meth-
ods. It should be noted that, in contrast to the manual spectrally slicing,
a similar amount of frequency shifting needs to be added to the signal of
the side channel l−1 and l+1. Since the MIMO equalizer can only mit-
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Figure 4.6: Joint digital signal processing diagram for superchannel receiver.
LPF: lowpass filtering; CDC: chromatic dispersion compensation; FOE: fre-
quency offset estimation; CPE: carrier phase estimation; SNR: signal-to-noise
ratio; AIR: achievable information rate.

igate linear impairments, the frequency mismatch, which is caused by a
nonlinear process, should be corrected before multi-channel equalization
to avoid the performance penalty.

In the three-receiver scheme shown in Fig. 4.5 (c), the signal in the
central channel is repeatedly detected outside the channel l. While half
of the central channel spectra are received by the channel l−1, the other
half are measured in channel l+1. This indicates that we can remove the
central channel receiver without the loss of information. Therefore, we
proposed a two-receiver structure by maintaining the side channel l − 1
and l + 1 for ICI cancellation. Different from the three-receiver scheme,
this simplified scheme requires a receiver bandwidth B2-Rx of around fr
to fully recover the signal in the central channel since nearly half of the
spectra is detected in each receiver. More importantly, data-aided algo-
rithms need to be performed in the equalization because the target signal
(i.e., the signal of the central channel) is strongly degraded. In contrast,
blind multichannel equalizer suffers convergence issues, which perform
worse than the independent processing that detects and equalizes the
central channel itself.

The aforementioned receiver structures are compared in terms of the
receiver bandwidth, MIMO DSP structure, number of SPS required for
the ICI cancellation, and the equalizer taps number. The three-receiver
scheme using 6×2 MIMO holds the minimum bandwidth requirement for
the receiver, while only a small number of taps are needed. In contrast,
the single-receiver structure requires a maximum receiver bandwidth and
a relatively high 4-time oversampling to capture the full signal with fre-
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Table 4.1: Comparison of various receiver structures for inter-channel in-
terference cancellation, n-Rx:n-receiver structure, SS: spectral splicing, Eq.:
equalizer.

BRx MIMO DSP # of SPS # of Eq. taps

1-Rx > fr +Bch 2×2 4 large

2-Rx > fr 4×2 2 small

3-Rx > Bch 6×2 2 small

3-Rx-SS > Bch 2×2 4 large

quency offset. Due to the increased SPS, a large tap number is needed
to remove the ICI. Theoretically, the performance of the single-receiver,
two-receiver, and three-receiver structures should have the same ICI mit-
igation performance regardless of the small noise difference included in
the equalizer and the slightly different filtering effect. In a realistic co-
herent receiver, an optimum input power exists due to the trade-off be-
tween the noise and the nonlinearity of the TIA. For a larger signal’s
bandwidth, the power density of the input signal is reduced to avoid
strong nonlinear distortion and preserve the highest SNR, resulting in
a penalty to each subchannel. This effect can be explained by the sys-
tem employing a single receiver to detect multiple subcarriers. When
the number of jointly measured channels increases, the obtained SNR of
each channel reduces [156]. Depending on the available hardware and
computational resources as well as the required performance, one of the
ICI cancellation approaches can be selected in the practical systems.

4.4 Multi-channel digital back-propagation

In an ideal condition, Multi-channel DBP needs to operate in the full
field of the propagated signal to achieve the full compensation of intra-
channel and inter-channel nonlinearity. It had been demonstrated nu-
merically that every additionally included wavelength channel in the
full-bandwidth DBP results in 0.1 dB extra gain when more than five
channels are jointly processed [157]. In conventional WDM systems,
each wavelength channel is individually detected by a separate coher-
ent receiver and post-processed by independent DSP. It had been the-
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4.4. Multi-channel digital back-propagation

oretically studied in [149] and experimentally verified in [150] that for
multi-channel DBP one needs essentially frequency-locked channels to re-
ally unlock the gains. A comb-based transmitter and receiver structure
can maintain fixed channel spacing among the wavelength channels and
therefore are desired for implementing the multichannel DBP. For sim-
plicity, similar to the linear crosstalk cancellation in Section 4.3, one sin-
gle receiver can simultaneously detect several narrowband channels and
perform joint nonlinear processing at the requirement of high-bandwidth
optical hybrids and ADCs, which becomes challenging for high-capacity
WDM systems with large symbol rate per channel. To alleviate the
hardware limitation, spectral splicing can perform digital stitching of
individually measured channels to yield wideband detection using sev-
eral low-bandwidth receivers. Using the spectrally spliced receiver, the
multi-channel DBP was experimentally demonstrated in [158] for a 1.2
Tb/s five-channel superchannel system over 176 GHz bandwidth.

Many practical issues including the number of steps per span in the
SSM, the sampling rate of the receiver, and polarization mode disper-
sion (PMD) will impact the performance of multichannel DBP [159,160].
Given a small number of steps per span, the single-channel DBP may
outperform the multi-channel one due to the performance penalty caused
by the imprecise inversion of the nonlinear propagation. For DBP that
operates within a large bandwidth, a significantly larger number of steps
per span are required to maintain the accuracy of the nonlinear compen-
sation [159]. Following the Nyquist–Shannon sampling theorem [161], the
sampled signal can be reconstructed without aliasing when more than
two-time oversampling is performed. In addition, the Kerr nonlinear-
ity induced spectral broadening requires a higher sampling rate to avoid
aliasing and eliminate performance degradation, especially when more
channels are jointly processed. For a limited sampling rate, the backprop-
agated bandwidth should be optimized to achieve the best nonlinear mit-
igation. Finally, the channel fluctuations, especially in combination with
PMD cause issues, significantly degrade the multichannel DBP perfor-
mance due to an inaccurate inversion of the nonlinearity when more chan-
nels are included. Specifically, a PMD parameter as high as 1 ps/

√
km

results in a negligible gain for multi-channel DBP compared to the single-
channel counterpart [159]. It should be noted that all the strong random
effects in the fiber limits the performance of the DBP. The high com-
putational complexity of the single- or multi-channel DBP hinders its
application in practical systems, whereas low-complexity implementa-
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tion of DBP should be investigated for high-capacity systems [162,163].

4.5 Perturbation-based nonlinear compensation

Perturbation theory is a common approach for the analysis of nonlin-
earity in the nonlinear Schödinger equation (for single-polarized signals)
as well as the coupled Manakov equation (for dual-polarized signals).
For simplicity, it treats the nonlinear interference as a linear additive
perturbation ∆U . Given the solution U0 in the linear channel, the re-
ceived signal is given by U = U0+∆U , where the nonlinear perturbation
in a dual-polarization discrete-time system at time Tk can be expressed
as [164]

∆Ux
k =P

3/2
0

∑
m,n

Cm,ns
x
k+m(sxk+ns

x
k+l + syk+nu

y
k+l) (4.5)

∆Uy
k =P

3/2
0

∑
m,n

Cm,ns
y
k+m(syk+ns

y
k+l + sxk+nu

x
k+l) (4.6)

where l = m+n, k is the time index, and the overbar indicates the com-
plex conjugate operation. The nonlinear distortion is determined by the
signal’s peak power P0 at the fiber input, the transmitted signal s, and
most importantly the nonlinear coefficients Cm,n, where the analytical
solution of Cm,n was given in [164, Eq. 11a, 11b and 11c]. In super-
channel systems where complex interchannel interference dominates, it
is challenging to obtain the analytical expression of the nonlinear per-
turbation. Following the perturbation theory, the detected signal r in
the channel of interest c can be considered as a sum of the transmitted
signal and nonlinear terms from interference channels [165]

rx,ck =sx,ck +∆Ux,c
k (4.7)
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+
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+ sx,ck+msy,lk+ns
y,l
k+m+n + sy,ck+msx,lk+ns

y,l
k+m+n). (4.8)

A similar nonlinear perturbation for y-polarization ∆Uy,c
k is given by

switching the polarization x and y in Eq. 4.7 and Eq.4.8. Specifically,
C

x/y,c
m,n corresponds to the intra-channel nonlinear crosstalk caused by
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4.5. Perturbation-based nonlinear compensation

x/y polarization, whereas C
x/y,l
m,n denotes the inter-channel nonlinearity

such as XPM or four-wave-mixing effects.
To determine the total nonlinearity and facilitate the nonlinear post-

equalization, the coefficients Cx/y,c/l
m,n need to be obtained first. Consider-

ing the multiplication of the three signals as the input and assisting with
the training sequence, the coefficients C

x/y,c/l
m,n can be learned by linear

regression. Provided the joint detection of the superchannel as well as an
estimation of the transmitted signal s based on the noisy and distorted
signal r, the complicated nonlinear term ∆U is obtained according to
Eq. (4.8). Therefore, the equalized signal is given by z = rx,ck −∆Ux,c

k .
In contrast to DBP, the perturbation nonlinear compensation does not
require the Fourier transform operation, leading to much lower compu-
tational complexity. This approach requires an approximation of the
transmitted signal. For large nonlinear perturbation that induces a high
error rate, the estimation error causes a significant performance penalty
for the nonlinear compensation.

Similar to the DBP, the inverse perturbation theory can be applied
to the received signal for nonlinearity mitigation. For the single-carrier
channel with dual polarization, the inverse Manakov equation can be
used to equalize the signal. Then the recovered signal is given by [166]

zxk = Cxrxk +
∑
m,n

C̃x
m,nr

x
k+m(rxk+nr

x
k+l + ryk+nr

y
k+l) (4.9)
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y
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y
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x
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For superchannel systems which suffer intra-channel and inter-channel
nonlinearity, the nonlinear perturbation from interference channels needs
to be taken into account. According to the perturbative analysis in
Eq. 4.7 and Eq. 4.8, the equalized x-polarization signal can be extended
to [167]

zx,ck =Crx,ck +∆rx,ck (4.11)
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∑
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x,c
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x,c
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y,c
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+
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y,l
k+m+n). (4.12)

Similarly, the equalized y-polarization signal is calculated by switching
the x and y polarization in these expressions.
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Importantly, the nonlinear coefficient C̃x,l
m,n caused by the interfering

wavelength channels is sensitive to the relative polarization state of each
channel. As the signals among the subchannels are not co-polarized in
practical systems, the random polarization rotation induces time-varying
nonlinear interference for the superchannel. In paper D, we employed the
perturbation-enabled nonlinear compensation in the comb-based super-
channel and joint-detection system. Both SPM and XPM were compen-
sated in the three-channel systems.

58



Chapter 5

Full-dimensional Optical
Transmission System

Today, state-of-the-art coherent systems utilize all the available physical
dimensions including time, amplitude, phase, polarization, wavelength,
and even space to maximize the capacity [168]. However, independent
modulation and receiver digital signal processing (DSP) in each dimen-
sion prevent the system from exploiting the maximum system perfor-
mance. In contrast, joint encoding and DSP are required to achieve the
full-dimensional capacity.

This chapter describes the implementation of multi-dimensional for-
mats in an experimental optical communication system and the main
challenges. Various practical issues such as limited physical impairments,
signal modulation, and receiver-side signal processing are discussed.

5.1 Multidimensional modulation formats

Conventional coherent systems utilize 2-dimensional (2D) modulation
formats such as quadrature amplitude modulation (QAM) which are in-
dependently modulated to each polarization component. In contrast to
the squared-shape constellations, constellation shaping provides means
to close the 1.53 dB gap to the Shannon limit by generating constellations
with Gaussian distribution [169]. This can be achieved by changing ei-
ther the probability distribution or geometric location of the constellation
points, commonly referred to as probabilistic shaping (PS) [170,171] and
geometric shaping (GS) [172], respectively. The former approach mod-
ifies the constellation’s probability and provides efficient rate-adaptive
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Figure 5.1: The schematic of the full-dimensional fiber-optic communication
system. MCF: multi-core fiber; MMF: multi-mode fiber.

means for long-haul transmission without switching the modulation order
and forward error correction code rate [173], thus simplifying the struc-
ture for rate-varying applications. In addition, it is fully compatible with
typical mapping/de-mapping algorithms and DSP, since the geometric
positions of the constellation points are not changed. However, a distri-
bution matcher is needed to convert the uniformly distributed data bits
to non-uniformly distributed symbols [174], which significantly increases
the computational complexity and adds delay to the system, making it
unsuitable for low-latency applications. In general, the GS pushes more
constellation points to the low-energy regime for achieving the Gaussian
signaling. 2D-GS constellations with a circular geometric shape can pro-
vide high shaping gain for large-cardinality constellations [175]. This is
because the large constellation set enables better emulation of Gaussian
signaling, provided that the geometric distribution is fully optimized.
The GS signal, normally with an irregular constellation shape, requires
the implementation of properly designed labeling/de-mapping such as
end-to-end learning [176], which needs to be re-optimized for constella-
tions with different cardinality. More importantly, high-cardinality GS
signals suffer from transceiver impairments including quantization noise
and the transmitter’s nonlinearity, leading to a reduced shaping gain.

The multidimensional (MD) space provides a greater degree of free-
dom to optimize the constellation and therefore allows the generation
of more power-efficient GS constellations compared to 2D constellations.
Given an n-dimensional constellation C = {c1, c2, c3, ..., cM} with M
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points, the average symbol energy is given by

Es =
M∑
k=1

PC(ck)||ck||2 (5.1)

where PC(·) is the probability mass function of the constellation. The
minimum Euclidean distance among the constellation points is calculated
as

dmin = min
l ̸=k

dk,l (5.2)

with dk,l being the Euclidean distance between the constellation points
ck and cl. Under the well-known “union-bound” condition, the deci-
sion error for every unique symbol pair (e.g., ck and cl) is independently
estimated and summed to obtain the total symbol error rate (SER), sim-
plifying the performance estimation and forming an upper bound of the
SER. Assuming a uniform probability distribution for the constellation,
the upper limit of the SER of the MD constellation C in the AWGN
channel is given by [29]

SER ≤ 1
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2
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(
dk,l

2
√
N0

)
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where erfc(·) is the complementary error function and N0/2 is the noise
variance for each dimension. Considering the static nature of Gaussian
noise, the constellation set with minimum Euclidean distance will have
the highest contribution to the SER. Therefore, provided the same min-
imum Euclidean distance, we need to optimize the geometric shape of
the constellation such that the total power is minimized. This optimiza-
tion is similar to solving the N -dimensional sphere packing problem.
In this case, the most noise-tolerant MD format is generated. Vari-
ous approaches can be used for generating MD formats, including set-
partitioning [177], block coding [169,178], lattices’ spherical cutting [179],
switching in different components of each dimension such as polariza-
tion [180], frequency [181], and time [182], or relying on the biorthogonal
plane [183]. Four-dimensional (4D) modulation formats have attracted
significant attention in coherent systems where the data can be jointly
modulated to two quadratures and two polarizations. Among the widely
studied 4D constellations, the polarization-switched quadrature phase
shift keying (PS-QPSK) with 1.5 bits/2-dimension SE was proved to be
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the most energy-efficient format [180]. Later on, high-dimensional (more
than 4D) formats were studied in [179] providing the SE of < 4 bits/2-
dimension, showing a better energy efficiency than PS-QPSK. Neverthe-
less, the generation of these high-SE MD formats usually requires look-up
tables to store the constellation points. In addition, even for moderate
SEs, complex iterative search algorithms need to be applied to optimize
the bit-labeling of the constellations. Even if the densely packed MD
formats provide better SER performance than conventional 2D formats
due to increased minimum Euclidean distance, the selection of unopti-
mized bit-labeling will significantly degrade the uncoded bit error rate
(BER), especially in the low-SNR regimes. For the high-dimensional
formats, proper optimization of labeling enables shaping gain at the un-
coded BER of 2.7×10−2 (i.e, threshold of the 20% overhead SD-FEC
required for metro and long-haul applications) for SE of 1-1.5 bits/2D-
symbol, whereas the improvement is limited to the uncoded BER range
between 1×10−3 and 1×10−2 for SE of 1.75-2 bits/2D-symbol [179]. This
may be explained by the lack of joint design of MD constellations and
FEC coding. More importantly, the complexity of the decoding algo-
rithm grows significantly with increased SE, in which large-cardinality
constellations are generated, making the MD formats infeasible for high-
SE applications.

Voronoi constellations (VCs) [184,185] generated by a structured GS
approach are of interest since no LUT is required to store the whole
constellation set. In addition, the corresponding encoding [184] and de-
coding algorithms [186, 187] require relatively low complexity even at
high SE and thus facilitate practical implementation of high-cardinality
VCs using reasonable computational resources. Recently, 32-dimensional
(32D) VCs with 232 (i.e., 2-bit/symbol/dimension-pair) and 264 (i.e., 4-
bit/symbol/dimension-pair) constellation points were simulated in the
AWGN channel and verified in experiments [188, 189], outperforming
QAM in terms of uncoded BER between 10−3 and 10−2. Later, a record
cardinality of 296 (i.e., 7.9×1028) was numerically demonstrated with 24-
dimensional (24D) VCs with a high SE of 8 bits/s/dimensioan-pair [190].

Similar to other MD formats, the aforementioned VCs have worse
performance than the conventional formats (e.g., QAM) at BER thresh-
old for 20% OH SD-FEC (i.e., 2.7×10−2). In contrast, VCs with bet-
ter mutual information (MI) performance than QAM were presented in
the AWGN channel [191, 192], indicating an ideal shaping gain of VCs
provided a perfect coded modulation. The achievable information rate
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(AIR) indicates the amount of information per second that can be reli-
ably transmitted over the channel for a given coded system. In the com-
monly used bit interleaved coded modulation (BICM), the upper limit of
AIR is referred to as the generalized mutual information (GMI). Whereas
the corresponding upper bound for the multi-level coding (MLC) scheme
is MI. When the coded system is sub-optimum, a capacity gap exists be-
tween the GMI and MI, explaining the worse VC performance compared
to QAM in terms of GMI presented in [191,192]. To remove this penalty,
a SD MLC scheme employing DVB-S2 standard LDCP codes was pro-
posed and applied to high-cardinality VCs, showing a high shaping gain
of 0.4 dB for 8-dimensional (8D) VCs and 0.8 dB for 24D VCs [190],
respectively, in simulations of the AWGN channel. The joint design of
VCs and low-complexity FEC coding makes this scheme attractive for
high-SE state-of-the-art fiber networks.

Energy-efficient 8D and 24D Voronoi constellations with a SE of 8
bit/symbol/dimension-pair are illustrated in Fig. 5.2, where the signals
are projected onto the 2D plane to ease comparison to conventional QAM
and presented in the 1D axis to highlight its probability distribution in
each dimension. Aside from the quadrature components, the residual di-
mensions are spread over 2 time slots, indicated by markers with different
colors in Fig. 5.2, for 8D VC and 6 time slots for 24D VC, respectively.
As a GS format, the VCs are designed to approximate the Gaussian
distributed constellations to reach the Shannon limit. From the 1D pro-
jection, we can observe that the probability distribution of the 24D VC
is closer to the Gaussian shape, explaining the additional 0.4 dB shap-
ing gain. For VCs with higher dimensions, the inherent greater degree
of freedom makes the approximation of the Gaussian distribution easier
and therefore yields larger improvements over QAM.

5.2 Physical channel impairments

When we consider modulating data on all available dimensions, including
the time, quadrature, polarization, wavelength, and space components,
high-SE MD formats suffer from system impairments such as carrier
offset, transceiver impairments, and fiber nonlinearity. This was in-
vestigated in [188, 189], where the 32D VC with a low SE of 2 and 4
bit/2D-symbol was modulated over the wavelength, polarization, time,
and quadrature components of the electromagnetic field [188, 189]. The
impact of the channel impairments was investigated using various phys-
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(a)

(b)

Figure 5.2: The 1D and 2D projection of the (a) 8D and (b) 24D Voronoi
constellation.

ical realizations. For example, the nonlinear distortion originating from
the fiber Kerr effect can be studied by placing more signal dimensions
in the wavelength components, where the resulting interchannel interfer-
ence will generate an extra performance penalty. From [189] we observed
that the highest reach was achieved by using the time slots as much as
possible. This is because the dominant impairments in the time dimen-
sion, i.e. intersymbol interference (ISI), can be efficiently canceled by
a static and dynamic equalizer. In contrast, the polarization-dependent
distortion caused by the imperfection of the transceiver and nonlinear
fiber impairments will significantly degrade the shaping gain of VCs, un-
less applying perfect pre-distortion/post-equalization and nonlinear com-
pensation algorithms (e.g., multi-channel digital backpropagation, and
perturbation-based compensation) to fully remove the distortion. For
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large-symbol-rate systems and high-SE modulation formats, the trans-
mitter’s nonlinearity and the strong filtering of the electronic devices gen-
erate linear and nonlinear ISI, respectively, causing degradation to signal
in different time slots. More importantly, the ENOB of the DACs and
ADCs results in low-resolution quantization of the large constellations,
in particular for large symbol rates as the ENOB drops quickly with the
increasing frequency. Furthermore, the compensation of frequency offset
and phase noise becomes increasingly important for high-SE MD constel-
lations with large cardinality. Therefore, even if the jointly encoded MD
constellations provide significant shaping gain over conventional QAM
formats, it should be emphasized that advanced DSP including digital
pre-distortion and receiver-side digital processing is required to alleviate
the system impairments and preserve the shaping gain of MD formats.

5.3 Joint encoding and digital signal processing

For the above-mentioned discussion, we realize that advanced DSP should
be implemented together with the MD formats to yield the optimum
shaping gain in the presence of system impairments. In addition, as pre-
viously discussed in Section 4, joint digital processing in the receiver as-
sisted with comb-based superchannel provides a better compensation for
the carrier offset, linear crosstalk, and fiber Kerr nonlinearity, unblock-
ing the full potential of the advanced DSP to achieve higher capacity.
Importantly, the joint modulation with MD formats and multi-channel
receiver-side DSP form multidimensional superchannel systems, as de-
picted in Fig. 5.3, maximizing the capacity of the fiber-optic commu-
nication system. An optical frequency comb (OFC) is used to provide
phase-locked evenly spaced lines as the optical carrier, which enables the
generation of a tightly packed superchannel minimizing the guard band
thus increasing the SE. For the joint digital signal modulation, the in-
formation bits are first fed to a MD coding block for joint FEC coding
and MD signal mapping. Before the digital-to-analog conversion in the
DAC, the created constellation is upsampled, and pulse-shaped in the
transmitter-side DSP. Linear and nonlinear pre-distortion can be added
to alleviate the transmitter imperfection. The electrical signals drive the
corresponding dual-polarization IQ modulators for joint optical modula-
tion across the polarization and wavelength channels, which are finally
combined to generate the spectral superchannel. During signal detec-
tion, several coherent receivers are applied to detect all the subchannels
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Figure 5.3: The schematic of joint encoding and digital signal processing for
multidimensional superchannel system.

to facilitate the joint DSP. Importantly, OFC-based local oscillators are
needed to maintain the frequency among the detected wavelength chan-
nels, enabling the efficient implementation of joint processing. The post-
processed signals are finally decoded and demapped into bits. It should
be noted that such schemes can be easily extended to space division mul-
tiplexing, e.g. multi-core or multi-mode fiber, system by adding an extra
spectral-superchannel transmitter for each core or mode to form hybrid
superchannels including the wavelength and space dimensions to further
scale up the capacity.

In paper E, we experimentally present a high-gain high-SE 24D VC in
the coded modulation system spanning the C-band. Receiver-side joint
processing is not included due to the limited hardware resources. A soft-
decision multilevel coded scheme is used to preserve the shaping gain of
VCs. Here, we have the first experimental demonstration of high-SE MD
modulation formats with a high shaping gain in the soft-decision coded
systems, showing its potential in high-capacity long-haul transmission
applications.
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Chapter 6

Future outlook

Many future research topics have attracted significant attention in co-
herent communication systems. First of all, higher-symbol-rate coherent
transponders are of interest due to the ever-increasing demand for data
traffic. The current state-of-the-art >100 GHz transceivers enable the
generation of broadband signals (>170 Gbaud) and thus yield more than
2 Tb/s line rate per wavelength [193]. It would be interesting to develop
higher-bandwidth coherent transceivers and optical equalization/filtering
to facilitate multi-terabit applications. Another important research area
is the design of a low-Vπ modulator, which relaxes the high-gain require-
ment of electrical amplification and the strong nonlinear distortion from
the RF drivers. Furthermore, a relatively low Vπ of <1 V can enable ef-
ficient optical modulation without electrical amplifiers, which improves
the signal-to-noise ratio and reduces power consumption. Candidates for
high-bandwidth sub-volt-Vπ modulators are silicon-organic hybrid [194]
modulators and thin-film lithium niobate [195,196] modulators. Besides
the high capacity per wavelength channel, it is of interest to investigate
multiband transmission that utilizes the spectra outside the conventional
C-band for data transmission. One key component in multiband coher-
ent communication is the optical amplifier. While erbium-doped fiber
amplifiers are primarily limited to the C- and L-bands, rare–earth doped
fiber amplifiers [197] or Raman amplifiers [198] open up the transmission
in other wavelength bands. The development of a low-noise-figure am-
plification technique for multiband systems is necessary as it can signifi-
cantly improve transmission performance. Other important components
required for multiband transmission are the high-performance multiband
transceivers and high-efficiency wavelength converters.
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In the following section, we review several future research areas con-
nected to transmitter- and receiver-side digital signal processing in mul-
tidimensional transmission systems.

Time-domain Volterra-based nonlinear post-equalizer

The Volterra equalizer is commonly used to perform efficient nonlin-
ear digital pre-distortion, which can significantly improve the trans-
mitter performance, particularly for large-cardinality constellations re-
quired for high-spectral-efficiency coherent systems. Similar to the pre-
compensation, the Volterra-based post-equalizer has been experimentally
presented in the receiver to mitigate the transmitter’s nonlinearity. In
Paper V, we use half of the transmitted sequence for training the coef-
ficients required in perturbative nonlinear compensation and apply the
other half to estimate the performance due to the included polarization-
dependent cross-phase modulation (XPM) mitigation. A long training
sequence is required in the linear regression approach used for learning
perturbative coefficients to preserve accurate estimation, which leads to
a 50% overhead in our experiments. To eliminate this high information
loss without sacrificing performance, a Volterra-based multichannel post-
equalizer can replace the perturbative methods to mitigate the self-phase
modulation and XPM. Similar to the single-channel Volterra equalizer,
the training of the nonlinear post-equalizer can be performed by least
mean squares or recursive least squares algorithms, requiring a signifi-
cantly smaller overhead and thus increasing the capacity.

Multidimensional Voronoi constellations in space division
multiplexing system

In paper V, we employ a 24-dimensional (24D) Voronoi constellation
(VC) in the spectral superchannel system and achieve high spectral
efficiency spanning the C-band. The 24D VC is modulated over am-
plitude, phase, two polarizations, and six time slots. To exploit the
full-dimensional capacity achieved by considering all available physical
dimensions, it will be interesting to include the space dimension in the
multidimensional (MD) modulation and investigate the performance of
MD VC formats in the multi-more or multi-core fiber.
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Joint modulation and joint signal proccesisng

The MD constellations provide shaping gain over conventional quadra-
ture amplitude modulation formats due to the increased minimum Eu-
clidean distance, which eliminates the capacity gap to the Shannon
limit. Joint processing such as joint carrier recovery, and multichan-
nel linear/nonlinear equalization can further boost the system capacity
by canceling various impairments. There is no demonstration of jointly
modulating the transmitted signals and jointly detecting them in the
receiver to obtain the highest achievable capacity given the available re-
sources. Therefore, it will be interesting to apply MD formats to the
superchannel systems with a joint-processing receiver structure.
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Chapter 7

Summary of papers

Paper A

Periodicity-Enabled Size Reduction of Symbol Based Predis-
tortion for High-Order QAM, Journal of Lightwave Technology, vol.
40, no.18, pp. 6168-6178, 2022.

A look-up table (LUT) is a low-complexity and popular digital pre-
distortion (DPD) approach to mitigate the transmitter’s nonlinearity
with memory. In this paper we experimentally demonstrate novel
reduced-size LUTs based on the periodicity property and supervised
learning neural networks (NNs) in the coherent systems, while the
output of the LUT-based DPD is used for training the NN. We inves-
tigate the size-reduction efficiency and bit error rate performance for
various single-polarization high-order quadrature amplitude modulation
(QAM) constellations including 64-QAM, 256-QAM, and 1024-QAM
in the optical back-to-back transmission. The results show that the
proposed LUTs and NNs achieve similar performance as the full-size
LUTs and enable significant size reduction. Among these methods, NNs
perform the best in terms of size-reduction efficiency and performance
improvement.

My contributions: I developed the concept of size reduction and wrote
the pre-distortion DSP. I built the experimental setup and performed all
the measurements. I wrote the paper with assistance from co-authors.
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Paper B

Over-the-fiber Digital Predistortion using Reinforcement
Learning, Proceedings of European Conference on Optical Communica-
tions (ECOC), 2021.

In this paper we propose novel reinforcement learning neural net-
works (RL-NN) for mitigating the coherent transmitter’s nonlinearity.
Compared to the NNs learned in the direct learning architecture, the
proposed RL-NN is directly trained in the experimental systems, which
avoids complex and possibly inaccurate channel modeling. We compare
the performance of the RL-NN with the memoryless arcsine-based pre-
distortion in the optical back-to-back configuration with self-homodyne
detection. The results show that the proposed RL-NN outperforms the
arcsine-based compensation with a bit error rate reduction as high as
60%.

My contributions: I designed the experimental setup and the DSP
except for neural networks. I performed all the measurements and helped
in writing the paper.

Paper C

Inter-Channel Interference Cancellation for Long-Haul Super-
channel System, Journal of Lightwave Technology, vol. 42, no. 1,
pp.48-56, 2024.

A frequency comb is a multi-carrier optical source with frequency
and phase coherence among the comb lines, which is suitable for
superchannel systems requiring densely packed wavelength channels.
Multichannel equalization (MCE) is an efficient digital approach to
cancel interchannel interference and improve spectral efficiency. In
this work we experimentally demonstrate the MCE enabled by a
three-receiver detection architecture in the comb-based superchannel
systems. Importantly, we investigate the influence of the amplified
spontaneous emission (ASE) noise in the noise loading measurements
and long-haul transmission experiments. The results show that the ASE
originating from in-line amplification significantly degrades the MCE
performance, particularly for high-order constellations, in long-haul
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systems. We highlight that an optimization of the equalizer tap
number is needed for the MCE to eliminate the noise coupling from
the neighboring wavelength channel and reduce the performance penalty.

My contributions: I built the experimental setup, designed the multi-
channel equalization DSP, and performed all the measurements. I wrote
the paper.

Paper D

Perturbation based Joint SPM and XPM Compensation for
Superchannel Systems, submitted to Photonics Technology Letters,
Apr. 2024

In this paper we demonstrate a perturbation-based nonlinear compen-
sation (PB-NLC) approach to mitigate the fiber Kerr nonlinearity in
comb-based superchannel systems. After long-haul transmission, the
superchannel consisting of three wavelength channels is detected by
three independent coherent receivers with comb-based local oscillators.
Both the self-phase modulation from the channel of interest and the
cross-phase modulation caused by the interfering channel are eliminated
in the proposed PB-NLC.

My contributions: I developed the nonlinear compensation DSP and
carried out the simulation. I built the experimental setup and performed
all the transmission measurements assisted by co-authors. I wrote the
paper.

Paper E

12.2 bits/s/Hz C-band Transmission with High-Gain Low-
Complexity 24-Dimensional Geometric Shaping, Journal of
Lightwave Technology, accepted, Mar. 2024.

Voronoi constellations (VCs) as a structured multi-dimensional (MD)
geometric shaping approach have low-complexity encoding and decoding
algorithms. We experimentally present a high-spectral-efficiency (high-
SE) 24-dimensional VC with a record constellation size of 7.9 × 1028
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in the C-band transmission systems. With the properly designed soft-
decision (SD) multilevel coding scheme, we have the first experimental
demonstration of high-SE MD constellations with a high shaping gain
in the SD coded modulation systems, highlighting the potential of MD
VCs for high-capacity applications.

My contributions: I built the experimental setup and conducted all
the measurements. I processed the data and wrote the paper with assis-
tance from co-authors.
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