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Abstract

Selective catalytic reduction of nitrogen oxides (NOy) with NH; as a reducing agent
(NH,- SCR) is a leading technology for diesel exhaust emission control. Cu-exchanged
zeolites with the chabazite structure (Cu-CHA) have emerged as the preferred catalysts
thanks to its high activity and hydrothermal stability. Hydrothermal stability is related
to dealumination, i.e. removal of aluminum from the zeolite framework to form extra-
framework aluminum, at high temperatures in the presence of water vapor. Copper-
exchanged chabazite (Cu-CHA) zeolites have higher hydrothermal stability compared to
H-chabazite (H-CHA).

To understand the delayed dealumination of Cu-CHA catalysts, we have investigated
the reaction paths for dealumination in H-CHA and Cu-CHA using density functional
theory (DFT) calculations combined with microkinetic modeling. We find that Cu-CHA
and H-CHA follow similar four-step hydrolysis processes, yet the dealumination of Cu-
CHA has higher energy barriers, suggesting stabilization of the CHA structure by Cu ions.
Furthermore, the preferred reaction product upon complete dealumination of Cu-CHA is
a copper-aluminate like species bound to the zeolite framework. The microkinetic analysis
quantifies the increased stability of Cu-CHA as compared to H-CHA.

In addition to the high-temperature dealumination, we investigated the role of water
on low-temperature SCR, by experimentally measuring the activity and reaction order of
water. The reaction order of water is found to be increasingly negative with increasing
water pressure. DFT calculations reveal that water blocks the active Cu-sites and a
DFT-based microkinetic model reproduces the measured change of reaction order with
water pressure.

Keywords: Catalysis, Density Functional Theory, Microkinetic modeling, Cu-CHA,
Ammonia assisted selective catalytic reduction
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Chapter 1

Introduction

Transportation serves as the essential lifeline for both people and goods in society, yet
it significantly contributes to air pollution and climate change through emissions.! In
addition to CO,, which is a greenhouse gas, the emissions from transportation contain
pollutants such as unburned hydrocarbons, carbon monoxide (CO), sulfur oxides (SOy),
and nitrogen oxides (NOy).? NOy emissions have detrimental environmental effects,
including acid rain, urban smog, and respiratory health problems, underscoring stringent
emission standards and development of the technologies for emission control.?

For gasoline engines, which operate with an air/fuel ratio close to stoichiometry, the
three-way catalyst (TWC) has proven effective.* The TWC converts (NO, ), unburned
hydrocarbons, and CO into nitrogen (N,), carbon dioxide (CO,), and water (H,0). The
typical TWC includes precious metals such as platinum (Pt) and palladium (Pd) supported
on alumina (Al,O4) and uses ceria (CeO,) or ceria-based materials as promoters thanks to
their oxygen storage capacity. However, the TWC is not suitable for controlling emissions
from diesel engines, which operate under lean conditions with excess oxygen.*

Selective catalytic reduction (SCR) has emerged as an efficient solution to control the
NO, emissions from diesel engines. SCR reduces NO, emissions by using a reducing agent,
commonly ammonia (NHj), which reacts with NOy over a catalyst to produce nitrogen
and water.® This technology is crucial for mitigating the harmful effects of NO, and has
become widely adopted for its efficiency, thus playing an essential role in environmental
protection.

1.1 Heterogeneous catalysis

Catalysis is essential in both natural and industrial settings.® Enzymes act as nature’s
catalysts, while synthetic catalysts are used to synthesize chemicals, produce fuels, and
control emissions. Figure 1.1 shows a free energy diagram for a catalyzed reaction.
Catalysis is a fundamental process in chemistry where a substance (catalyst) speeds
up a chemical reaction without being consumed in the process. Catalysts lower the
activation energy of the reaction and create an alternative pathway for the reaction.
Consequently, both the forward and reverse reactions proceed at a faster rate and to the
same extent in the presence of a catalyst which accelerates the approach to equilibrium. %7
However, the equilibrium constant remains unchanged as the catalyst does not affect
the thermodynamics of the initial and final states of the catalyst. Thus, if a reaction is
thermodynamically unfavorable, a catalyst does not change this situation. A catalyst
changes the kinetics but not the thermodynamics. The catalyst can be divided into three
categories: homogeneous catalyst, enzymatic catalyst, and heterogeneous catalyst.®
Homogeneous catalysts operate within the same phase as the reactants, typically
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Figure 1.1: Sketch of the free energy diagram for an uncatalyzed reaction and a
catalyzed reached (dotted lines).

as dissolved species in the reaction mixture, often involving coordination complexes or
organometallic compounds. Enzymatic catalysts, on the other hand, are specialized
biological molecules that accelerate biochemical reactions. In contrast, heterogeneous
catalysts have a different phase from the reactants. An important example of a hetero-
geneous catalytic reaction is the Haber-Bosch process in which ammonia is synthesized
from hydrogen and nitrogen.® Another example of a heterogeneous catalytic reaction is
the selective catalytic reduction (SCR) reaction studied in this thesis in which NOy is
reduced to N, and H,O with NH; as a reducing agent. The reactants and products are
in the gas phase, while the catalyst is usually a solid material, such as a metal oxides or
zeolites. In this thesis, the focus is on ammonia-assisted SCR. using copper-based zeolites.

1.2 Ammonia assisted selective catalytic reduction

Ammonia-assisted Selective Catalytic Reduction (SCR) is a process where ammonia
(NHj;) selectively reacts with nitrogen oxides NOy in the presence of a catalyst to produce
nitrogen (N,) and water (H,0). One feature of SCR. is the use of ammonia as a reducing
agent, which specifically targets NOy for reduction. Experiments with isotopically labeled
reactants show that N, takes one nitrogen atom from a molecule of NOyx and the other
nitrogen from ammonia.?

In diesel engine emissions, NO, primarily consists of nitric oxide (NO) with a smaller
proportion of nitrogen dioxide (NO,). The NH;-SCR process can be categorized based
on the predominance of NO or NO,.The overall reaction for the so-called, standard SCR
reaction, where NH; reduces NO is given by:!°

4NHj3 + 4NO + O3 — 4N5 + 6H0 (1.1)



The NO:NH; stoichiometry of the reaction is one and O, is needed to accommodate
the hydrogen atoms.

When NO and NO, are in 1:1, the overall reaction is given by the so-called, fast-SCR
reaction:

ANH; + 2NO + 2NO, — 4N, + 6H,0 (1.2)

The fast-SCR reaction does not need O, and is generally more facile than the standard
SCR reaction. If the ratio of NO to NOs is below 0.5, the SCR reaction is driven primarily
by NO, with the overall reaction:

8NH; + 6NOy — 7N, + 12H,0 (1.3)

This reaction has NH;:NO stoichiometry that is higher than 1 and should therefore
be avoided. Reactions (1.1) and (1.2) are preferable outcomes of the NH3-SCR reaction.
However, there is the possibility of unselective reactions, such as the oxidation of NHj
which produces NOy instead of reducing it or formation of NyO which is a potential
greenhouse gas, which are given by the following: 11

ANH; + 305 — 2N, + 6H,0 (1.4)
ANH; + 505 — 4NO + 6H,0 (1.5)
2NH; + 205 — N0 + 3H,0 (1.6)
2NH; + 2NO5 — N0 + Ny + 3H,0 (1.7)
6NH; + 8NOy — 7N,0 + 9H,0 (1.8)

1.3 Catalysts for NH;-SCR

An ideal catalyst for selective catalytic reduction in diesel exhaust is one that exhibits high
activity at low temperatures, with the typical temperature for highway driving conditions
being around 200°C.'? The catalyst must possess redox abilities to effectively facilitate
oxygen adsorption and dissociation, crucial for the SCR reactions. The catalyst should
also adsorb NO and NH; to promote their coupling to form nitrogen before complete
dissociation of NH;. This will minimize unwanted reactions that produce byproducts
(equation 1.4 to 1.8). Additionally, it should be resistant to poisoning by sulfur and
hydrothermal aging. A variety of catalysts have been used over the years including
including noble metals, '? transition metal oxides, *'® and zeolite. 1617



1.3.1 V,0;-based catalysts

Vanadium-based catalysts, specifically V,O5 supported on TiO, with WO, as a promoter,
are utilized in stationary commercial SCR processes thanks to their high NOy removal
activity.!® Vanadia serves as the primary active site for NO removal, with WO; acting as
a promoter for the reaction.'® Vanadia SCR catalysts exhibit an optimal NO, conversion
range, peaking between approximately 250°C and 500°C.2° At temperatures below 250°C,
the reaction between NO and NH; is slow, resulting in decreased NOy conversion. Con-
versely, at temperatures exceeding roughly 450-500°C, the SCR efficiency declines due to
the preferential oxidation of NH; by O, rather than its reaction with NO. However, also
in the active temperature interval, these catalysts have drawbacks.'® They can generate
toxic volatile vanadia species and are sensitive to poisoning by sulfur, as TiO, can be
weakly and reversibly sulfated under SCR reaction conditions.?!

1.3.2 Metal-exchanged zeolite catalysts

Zeolites are alumino-silicates, with tetrahedral units of SiO, and AlO,.?? The tetrahedral
units form rings of different size, which make up the porous zeolite structure. The
substitution of Si by Al in the structure introduces a negative charge, which is balanced by
protons, creating Brensted acidity.??® This acidity plays a crucial role in zeolites catalytic
properties, as these protons can be exchanged with metal cations like Na, K, Fe, and Cu.
Such metal-exchanged zeolites exhibit Lewis acidity, enhancing their catalytic performance
in various reactions. 242

Copper and iron-exchanged zeolites have shown exceptional success in NH;-SCR
activities due to their excellent redox properties.?> They offer a broader operational
temperature range and greater resistance to sulfur poisoning compared to vanadium-based
catalysts. 26 For instance, Cu-exchanged zeolites excel in NO, reduction at temperatures
below 350°C. Iron-exchanged zeolites have a higher activity at high temperatures,
highlighting the significance of metal type for the metal-exchanged zeolite performance.2”

Various copper-exchanged zeolites such as Cu-ZSM-5, Cu-BEA, and Cu-CHA have been
explored for NH;-SCR reactions.?® ZSM-5, BEA and CHA zeolites are characterized by
their distinct pore sizes and ring structures, making them suitable for varied applications.
ZSM-5 has medium pore openings of about 5.5 to 5.6 Angstroms with ten-membered
rings as its largest. BEA zeolite features larger pores around 7.6 Angstroms with the
largest ring consisting of 12 Si atoms. CHA, or Chabazite, as shown in Figure 1.2 has
smaller pore openings of approximately 3.8 Angstroms with four, six, and eight-membered
rings. 2% Among the different zeolites, Cu-CHA stands out for its superior activity and
selectivity for N, formation??.

1.4 Hydrothermal aging of zeolites

One general issue with zeolite-based catalysts is deactivation due to dealumination when
the catalyst material is exposed to water vapor at high temperatures (>850 K for Cu-
CHA3Y). Dealumination refers to the removal of aluminum from the zeolite framework,
resulting in structural changes that adversely affect the catalytic activity, leading to



Figure 1.2: Ball and stick model of the CHA structure. Atomic color code:
aluminum (purple), silicon (yellow), and oxygen (red).

catalyst degradation.?'32 In dealumination, sequential breakage of the Al-O bonds takes

place which ultimately results in the formation of silanol groups and extra-framework
Al.333% The scheme for sequential hydrolysis is shown in Figure 1.3.
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Figure 1.3: Reaction scheme for hydrolysis of the first Al-O bond in H-CHA.

It is known that the hydrothermal stability of Cu-CHA is higher than that of H-CHA,
which means that H-CHA experiences more dealumination than Cu-CHA under similar
conditions. 3® This can be shown with infrared spectroscopy and temperature-programmed
desorption in which dealumination is associated with a decrease in the number of brgnsted
acid sites. Early XRD measurements show that the zeolite structure of NH,-CHA breaks
down at 850-900 K, whereas Cu-CHA remains stable up to 1100-1150 K.35 Furthermore,
studies varying Cu loading and the Si/Al ratio have revealed that high Cu loading
decreases hydrothermal stability compared to moderate loading,3® and that a more severe
degradation is observed with increasing Si/Al ratio.?”

1.5 Objective

The objective of this thesis is to investigate the effect of water on the zeolite framework in
H-CHA and Cu-CHA at high temperatures and the effect of water on the SCR reaction
at low temperatures.

In Paper I, dealumination mechanism in H-CHA and Cu-CHA is explored using
density functional theory (DFT) calculations. It was found the formation of mobile
Al(OH)3H,0O in Cu-CHA is associated with a high energy barrier and the preferred
reaction product after complete dealumination of Cu-CHA is a Cu-Aluminate-like species



bound to the zeolite framework. Furthermore, to study the kinetics of the reaction a
microkinetic model was constructed based on energy landscapes and it was found that
dealumination in Cu-CHA is a much slower process compared to H-CHA. In addition to
this, the effect of Al-distribution on dealumination was also studied.

In Paper II, the impact of water on NH3-SCR, over Cu-CHA catalysts is investigated
using a combination of experimental studies, density functional theory (DFT) calculations,
and microkinetic modeling. The study reveals that water exhibits inhibitory effects on the
NH3-SCR process below 260°C and across water partial pressures ranging from 2% to 20%.
Experimental determination of reaction orders revealed that the negative reaction order
increases linearly from 0 in the absence of H,O to -1.4 at 20% H,O. Additionally, DFT
calculations demonstrate competitive adsorption of water molecules on different Cu species,
influencing the reaction cycle. A DFT-based microkinetic model, considering active site
blocking by water, is developed, showing good agreement with the experimentally observed
changes in reaction order with respect to water pressure.



Chapter 2

Electronic structure calculations

Electronic structure calculations play a crucial role in understanding material properties
at a fundamental level. In catalysis, electronic structure calculations are used to explore
bond strengths, structures, and reaction mechanisms. The electronic structure is obtained
by solving the Schrodinger equation, which has long posed challenges in terms of finding
solutions. To address this issue, there has been a progression from Hartree-Fock approxi-
mations to the more advanced Density Functional Theory (DFT). This chapter focuses on
electronic structure calculations, with an emphasis on Density Functional Theory (DFT).

2.1 The Schrédinger equation

The time-independent, non-relativistic Schrodinger equation is given by3%:
HV = BV (2.1)

where H , U and FE are the Hamiltonian energy operator, wave function, and the total
energy of the system, respectively. The total wavefunction ¥ contains all the information
and properties of the system and is fundamental in a quantum mechanical description.
However, the real physical interpretation of ¥ lies when it is squared as |¥|? which can be
interpreted as the probability density of finding a particle described by the wave function
v,

The Schrédinger equation is highly complex and solvable only for hydrogen-like systems.
The Born-Oppenheimer approximation is generally the first approximation when solving
the Schrodinger equation.®? The nuclei, being much more massive than electrons (1840
times the mass of a hydrogen nucleus), lead electrons to quickly occupy the ground
state configuration whenever a nucleus moves. This assumption allows us to consider
the position of nuclei as fixed and consider the total wavefunction as the product of the
wavefunction for the electrons and the wavefunction for the nucleus.

The Hamiltonian operator,H in equation 2.1, is a sum of the kinetic and potential
operators involved.

H=E¥" 4 B L Uy + Uy + Upy (2.2)

where, E¥™ and EX™ are the kinetic energy operators of the nuclei and electrons, respec-
tively. Uy, Uy;, Ury are the potential energy operators describing the Coulomb interactions
between nucleus—electron, electron-electron, and nucleus—nucleus, respectively. As a result
of the Born-Oppenheimer approximation, the Hamiltonian for the electrons is described
as:

H, = EX™ 4 Up; + Uy (2.3)



2.2 Early first-principles calculations

The Schrédinger equation is solvable only for single-electron systems. To tackle many-body
problems, approximations are employed. Hartree’s approach simplifies this by treating
each electron independently, representing interactions with others via an average electron
density instead of individual interactions.*® This transforms the complex n-electron system
into a set of non-interacting one-electron systems influenced by a collective average field.

<—;v2 + Ueyt(r) + Upg (r)) U (r) = EV,(r) (2.4)

where, Uqy is the attractive interaction between electrons and nuclei, Uy is the Hartree
potential coming from the classical Coulomb repulsive interaction between each electron
and the mean field. Here, the Hamiltonian is expressed in atomic units (a.u.), which form
a system of natural units that is particularly convenient for atomic-scale calculations.
The N-electron wave function can be simply approximated as the product of N numbers
of one-electron wave functions:

\I’e=¢1><¢2><"'><1/)nN (25)
In the Hartree-Fock method,*! the N-electron wavefunction is approximated as a linear
combination of non-interacting one-electron wave functions arranged in the form of a
Slater determinant. This wavefunction follows the antisymmetry principle, ensuring that
the wave function changes sign when the coordinates of any two electrons are exchanged,
reflecting the fermionic nature of electrons, which was neglected in the Hartree method.
The Hartree-Fock approach seeks to find the set of wave functions that minimizes the
total energy of the system by iteratively solving the Schrodinger equation. However,
the Hartree-Fock method fails to accurately describe systems with pronounced electron
correlation which leads to inaccuracies in describing the chemical bonds.

2.3 The density functional theory

The concept of working with electron density rather than wavefunctions originated in 1927
when Thomas and Fermi independently introduced the idea.*?*3 However, the formal
verification awaited Hohenberg and Kohn’s two theorems in 1964. The first theorem
asserts that a unique external potential Ugyy is solely determined by the ground-state
electron density, implying that the energy can be expressed as a functional of the electron
density. Consequently, the external potential determines the system’s Hamiltonian, and
the Hamiltonian dictates all properties of the system, it follows that the ground-state
electron density effectively governs all ground state system properties, including the
ground-state wavefunction. 44

The second theorem by Hohenberg and Kohn proves that the ground state of a system
can be determined using the variational principle. The electron density giving the lowest
energy value represents the true ground-state electron density, which can subsequently be
utilized to compute various system properties. 44

Later, Kohn and Sham proposed an approach to evaluate the density functional.*® In
the Kohn-Sham approach, electrons are initially assumed to be non-interacting, following



the mapping of the interacting N-electron system onto a non-interacting one-electron
system under the given external potential. This fictitious system of non-interacting
electrons effectively captures the essential electronic structure of the original many-body
system.*® The energy functional in the Kohn-Sham approach is defined by:

Exs = To[n(r)] + /n(r)%xt(r) dr + Egn(r)] + Egzc[n(r))]. (2.6)

Here, n(r) is the electron density, the first term is the kinetic energy of the non-interacting
electrons, and the second term comes from the interaction between the electrons and the
external potential. The third term (Hartree energy) arises from the interaction between
an electron and the mean electron density in a mean-field approximation. The last term is
the exchange-correlation energy, which also includes the kinetic energy resulting from the
interactions between the electrons. This will be discussed in next section. By applying
the variational principle on the Kohn-Sham energy functional

0Fks
— 2.
o) 27)

it is possible to derive the Kohn-Sham equation for an electron ¢ with single electron
wavefunction ;

5Ezc
on(r)

This reformulation and treatment of independent electrons will provide a much easier
and more effective way of calculation. Over the years, it has been demonstrated that
this approach closely mimics the true ground-state density, enabling the description of
chemical bonds with reasonable accuracy.

,%Vllpi(r) + {cht(r) +/ |:(_r'2/| dr’ + Y;(r) = (). (2.8)

2.3.1 Approximations to the exchange-correlation functional

The exchange-correlation part of the energy functional plays a crucial role as it captures
many-body quantum mechanical effects.® The exchange energy term originates from the
quantum mechanical exchange interaction, reflecting the antisymmetry of the electron
wavefunction. This term quantifies the energy associated with the exchange of electrons
with the same spin, meaning that two electrons cannot occupy the same quantum state.
The correlation energy term accounts for the correlated motion of electrons.”

Local density approximation

The Local Density Approximation (LDA) is a simple the estimation of the exchange-
correlation (xc) energy in many-electron systems. It assumes a locally uniform electron
density, allowing the calculation of xc- energy based on the properties of a homogeneous
electron gas. This approach treats complex systems as composed of small, uniform pieces
with constant electron density.*® The exchange and correlation energies per electron in
a homogeneous electron gas can be accurately calculated using quantum Monte Carlo
simulations and represented analytically*®:



EXPA[n(r)] = / oM [ ()] () (2.9)

LDA proves effective for calculating the lattice parameters for various materials, partic-
ularly those with slowly changing electron density like 3d metals. Nevertheless, LDA
tends to over-predict the cohesive energies, by as much as 1 to 2 eV, and falls short in
representing systems with rapidly varying electron density and strong correlations.

Generalized gradient approximation

The Generalized Gradient Approximation (GGA) represents an improvement over the
Local Density Approximation (LDA). GGA incorporates both local and semi-local in-
formation by considering the electron density and its gradient at a specific point .4%:%0
The general form of GGA in practice is expressed based on the LDA with an additional
enhancement factor F(s) that directly modifies the LDA energy:

ESONn(r).s) = [ EPAn(r)n(r)F(s) dr (210
L a

Here, s is defined as a dimensionless quantity that depends on the electron density
n(r) and its gradient Vn(r), scaled by a constant C. GGA addresses some of LDA’s
limitations by considering the inhomogeneities in electron density distribution. This leads
to more accurate predictions of structural properties, reaction energies, and molecular
geometries, particularly in systems with rapidly changing electron densities. One of the
GGA functional is the Perdew, Burke, and Ernzerhof (PBE) functional, which is used
in this thesis.4 This functional is widely employed in DFT calculations because it has
errors typically within the range of 0.5 eV.

Hybrid GGA

One of the main reasons for the inaccuracy in GGA is self electron interaction. The self-
interaction error arises from the method used to compute Hartree energy using the total
electron density. In the Kohn-Sham DFT approach, each electron is considered to move
within an effective potential generated by all electrons, including itself. This formulation
results in each electron erroneously interacting with its own charge distribution when
solving the Kohn-Sham equations, thus, introducing self-interaction error. To reduce this
self-interaction error hybrid functionals can be used. As the name suggests these are
GGA-type functionals combined with some ~ 25% of the Fock exchange energy from the
Hartee-Fock method.?! The Fock exchange component does not suffer from self-interaction
error, thus, improving the description of electron localization, charge transfer, and band

gaps.
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DFT+U

DFT+U is a simple computational method that addresses the self-interaction error in
LDA and GGA functional. The approach is generally used for materials with partially
filled d or f orbitals, such as transition metals and rare-earth elements. In DFT+U, the
?U” represents the Hubbard U parameter, a correction term that considers the on-site
Coulomb interaction among electrons within the same atomic orbital. This corrects the
self-interaction errors of DFT and improves the treatment of localized electrons.®2%3
DFT+U is less computationally intensive compared to hybrid functionals, which require
the calculation of exact exchange from the Hartree-Fock theory. In this thesis, DFT+U
method is used to describe the localized Cu(3d) electrons.

van der Waals interaction

The local (LDA) and semi-local (GGA) exchange-correlation functionals do not include
van der Waals interactions, which arise due to long-range interaction of instantaneous
dipoles. One of the approaches to effectively describe the vdW interactions is DFT-D3
developed by Grimme and co-workers®. This correction adds a pairwise attractive
potential decaying with the inverse sixth power of the distance between atoms, typical for
van der Waals forces.%® DFT-D3 is used in this thesis.

2.3.2 Solution of Kohn-Sham equations
Plane wave basis set

The Kohn-Sham orbitals and electron density need to be expanded. Different basis can
be used e.g. Gaussians, atomic orbitals, and plane waves.?® In this work, the Vienna Ab
initio Simulation Package (VASP) code has been used®”, which is a plane wave method.
Plane waves are nonlocal and span the entire space. Bloch’s theorem is a fundamental
principle that describes how electrons move in a periodic potential.®® Additionally, Bloch’s
theorem plays a crucial role by stating that the wave functions of electrons in a solid
can be represented as the product of a plane wave and a function that shares the same
periodicity as the crystal lattice.

Pr(r) = ug(r) exp(ik - r) (2.12)

Here ug(r) is a periodic function that has the same periodicity as the potential such that
ug(v)ug(r) = (r + R).5°

Pseudopotentials

A significant challenge in electronic structure calculations arises from the different char-
acteristics of electronic wavefunctions in different region of space. Electrons located far
from the atomic core typically have smooth wavefunctions, while electrons localized in
the core exhibit high-frequency oscillations, complicating the use of plane waves for their
representation. To address this issue, pseudopotentials are employed.®® Pseudopotentials
are created to mimic the true potentials of the valence electrons without the need to

11



account for the core electrons. This is achieved through the process of pseudization, which
simplifies the wave functions of valence electrons, making them smoother. Various types
of pseudopotentials exist %, among which the projector augmented wave (PAW)5® method
is used in this thesis. The method involves mapping both core and valence wave functions
separately. Valence wave functions (tinter) are represented using plane-wave expansions,
while core wave functions (¢core) are projected onto a radial grid centered at the atom.
By adding these two components and trimming off the overlapping part (¢pet), the final
wave function ()paw) closely resembles the AE wave function.

wPAVV = ¢inter + 1bcore - wnet (213)

Solving the Kohn-Sham equation

The potential experienced by the electrons depends on the charge density, see equation 2.6,
thus, to achieve self-consistency in the electronic structure calculations, a Self-Consistent
Field (SCF) loop is necessary.4” Initially, the electron densities from each atom in its
isolated state are superimposed to construct the starting electron density. Then, U,
and other relevant terms are computed to determine the Kohn-Sham (KS) Hamiltonian.
Following this, the set of coupled KS equations is solved to derive the KS orbitals. Using
these orbitals, a new electron density is calculated, which includes a mix of the previous
densities to refine the approximation. This iterative process continues until the change in
energy or density is less than a specified threshold, usually 10~* to 10~ eV, indicating
that self-consistency has been reached. At this point, the ground-state energy has been
given the nuclear coordinates.
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Chapter 3
Calculations of the materials properties

In this chapter, we discuss how computational methodologies can be employed to derive
material properties from electronic structure calculations. Specifically, we explore methods
for optimizing structures, calculating reaction barriers, and vibrational frequencies. In
addition, we will discuss how the change in reaction kinetics can be analyzed.

3.1 Geometry optimization

The most relevant molecular structures are local or global energy minima. The optimization
process begins with minimizing the electronic energy at a fixed ionic position. After each
electronic relaxation, the force acting on each ion is calculated. The force acting on the
nucleus is basically the gradient of the total energy with respect to atomic positions.

_ o nlr Z[(?"—R]) - Z[ZJ(R[—RJ)

J£I

Here, the first part of the integral is the electrostatic force on nucleus I due to the
charge distribution of the electrons, n(r) and the second part of the integral represents
the repulsive electrostatic force between nuclei I and J with the charges of the nuclei
being Z; and Z;, respectively. The forces are calculated using the Hellmann—-Feynman
theorem, %%%1 which states the forces depend on the Coulomb interaction between the
nuclei and the electron density assuming that the Born-Oppenheimer approximation
holds. After multiple iterations of minimizing electronic and atomic energies, the system
will eventually attain its minimum-energy arrangement, characterized by forces on each
atom approaching zero (typically 0.05 eV /A). There are different methods that can be
implemented for minimization: the quasi-Newton method, the conjugate gradient (CG)
method, and the damped MD method. %2 In this thesis, the conjugate gradient method has
been used.*” The method begins with an initial geometry, calculates the energy gradient,
and uses the energy gradient to set a search direction which is initially the steepest
descent. Through line searches, it adjusts atom positions, updating the search direction
to be conjugate to previous directions, ensuring efficient convergence. The geometries
obtained from these calculations can be compared to experimental data using, for example,
diffraction techniques. % Sometimes, it can be difficult to locate the global minimum due
flat potential energy surface. To obtain lower energy structure in such cases, ab initio
molecular has been used, which is discussed below.

OH

OR;
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3.2 Finding transition state and energy barrier

Svante Arrhenius introduced an equation in 1889, proposing a relationship to describe
the temperature dependence of the rate constant for an elementary reaction. %65 The
equation which now is called the Arrhenius equation is:

k= Ae” BT (3.2)

Here, E, is the activation energy required for the reactant to be converted into the
product. Experimentally, F, can be determined by plotting the natural logarithm of
the rate constant against the inverse temperature (7-!). The slope of this plot provides
-E,/kp. However, identifying crucial elementary steps in a reaction experimentally can be
challenging. and it is important to note that the apparent activation energy in equation
3.2 is an empirical parameter that characterizes how the rate of a reaction responds to
changes in temperature. In contrast, the elementary reaction barrier is the actual energy
difference between the reactants and the transition state (the highest energy point along
the reaction coordinate) for a single reaction step.

One of the widely used methods for finding the transition state is the nudged elastic
band method (NEB)%6:57 which is also used in this thesis. To determine the Minimum
Energy Path (MEP), a series of images are made between the starting (reactant) and
ending states(product). The optimization is such that for each image, only the component
of the actual force that is perpendicular to the path is taken into account, while only the
parallel component of the spring force is considered. The spring forces then only control
the spacing of the images along the band and ensure continuity of the path. The total
force acting on the system is a sum of these two (true perpendicular force and parallel
spring force), given by:

F,=F| - VE(R:)., (3.3)

where the true force is given by
VER;), =VER;) — (VE(R;) - 1)) T (3.4)

Here, E is the energy of the system, a function of all the atomic coordinates, and 7; is
the normalized local tangent at image i. The spring force is

Fl = k(Rix1 — Ril - |Ri — Ri_|)7, (3.5)

where k is the spring constant. An optimization algorithm is used to move the images
according to the force. Sometimes, it is possible that the image is not exactly at the
saddle point, and for that case we can use the climbing image NEB (CI-NEB)®® method
in which the information about the Minimum Energy Path (MEP) is preserved, while
also achieving a precise convergence to a saddle point.

3.3 \Vibrational frequency analysis

Vibrational frequencies are essential for various purposes like determining vibrational
entropy, zero-point energy, identifying minima, transition states, and molecule-specific
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vibrations. These frequencies represent the oscillations of atoms around their equilibrium
positions within a system. Calculating the frequencies involves expanding the molecule’s
energy around its equilibrium position using a Taylor expansion. Given by:%®

| 3NN g
E=Ey++ INDND 3.6
0+2;; 020z, | "R (36)

This approach, which neglects the higher-order terms in the Taylor expansion, is called
the harmonic approximation.®® The first derivative in equation 3.6 is zero because it is at
equilibrium. The second term is the second-order partial derivative of the energy E with
respect to coordinates x; and x; evaluated at the equilibrium position zg and multiplied
by the product of the displacements Az; and Az;. If we define

H;; = .

0*E }

X=X0
then these derivatives define a 3N x 3N matrix known as the Hessian matrix. In vibrational
analysis, the law of motion is used to derive the equations that describe the normal modes
of vibration. The equations of motion for the system can be expressed in terms of the
Hessian matrix and the masses of the atoms, leading to a set of linear equations whose
solutions are the vibrational modes. The full set of normal modes in DFT calculations
can be calculated by calculating the elements of the Hessian matrix using finite-difference
approximations. The 3N normal mode frequencies are in this approximation given by the
3N eigenvalues of this matrix, v; = \; /27 where \; is the eigenvalue. Further, having the
eigenfrequencies v;, the eigenenergies can be obtained by

1
E; , = hv; <n+ 2), n=20,1,2,... (3.8)

where h is the plank’s constant. The vibrational frequencies obtained from these calcula-
tions can be compared to experiments using infrared spectroscopy (IR).

3.4 Ab initio molecular dynamics

In this thesis, Born-Oppenheimer Ab Initio Molecular Dynamics (AIMD) is employed
to explore and identify minimum energy structure of different copper species in CHA
in a canonical (NVT) ensemble. The temperature of the simulation is controlled by a
Nosé-Hoover thermostat %70

Nosé extended Lagrangian with an extra degree of freedom of heat bath, s:

1 5 5 Q (ds\*
L= §XZ:M1;5 vi —E+ S\ z — gkpT In(s) (3.9)

where the first term is the kinetic energy, the second term is the potential energy. The third
and fourth terms represent the kinetic and potential energy of the fictitious coordinates,
respectively. Further, Hoover ' added a friction term to the extended Lagrangian by
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introducing a friction coefficient £&. The temperature of the MD simulation can be
controlled by taking the time derivative of this friction coefficient £, given by:

d¢  3Nkg
a  Q

(Tvmp-1) (3.10)

3.5 Microkinetic modelling

The microkinetic modeling in this thesis is based on the mean-field approach, which
assumes that the system is homogeneous and that species are randomly distributed.
Moreover, there is no interaction between the adsorbed species. To analyze the kinetics
of the reaction, we follow how coverages of the species change with time and temperature.
Coverage here means the fraction of each species, which should sum to one. The time
evolution of the surface coverages is obtained by solving a set of ordinary differential
equations within the framework of a mean-field microkinetic model. ®

do;
7; = Zi:vijri (311)

where §; is the fractional coverage of species j, v;; is the stoichiometric coefficient of
species j in the elementary reaction ¢, and r; is the rate of i-th elementary reaction that
depends on the coverages. SciPy is used to numerically solve the differential equations.
The solver uses the Backward Differentiation Formula (BDF) method and integrates the
differential equations. The coverages obtained can be experimentally compared with the
temperature-programmed desorption (TPD).

3.5.1 Adsorption and desorption rate constants
The rate constant for the adsorption of the species i is estimated using collision theory:

k o IDZ‘SOA
ads = V2rmkgT

where P; is the pressure of species i, sg is the sticking coefficient, A refers to the area of
the largest 8-membered ring through which the molecule needs to pass, m is the mass of
species i, and kp is Boltzmann’s constant and T is the temperature. Thermodynamic
consistency is ensured by calculating the desorption rate constant from k,4s and the
equilibrium constant:

(3.12)

kads
Keq

kdes = (3.13)

3.5.2 Reaction rate constants

The rate constants for the surface reactions are calculated within the transition state
theory. ™ Transition state theory is based on the following assumptions: (1) the product
is formed via an activated complex (transition state) through a loose vibration, and (2)
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the transition state and the reactants of the elementary steps are in quasi-equilibrium.
(3) Species that have passed the transition state from the initial state will immediately
form the final state.”™ Hence, for an elementary reaction described by R;s = Rps — P,
the rate constant k can is given by

k=vK (3.14)

with v denoting the crossing frequency at which species at the transition state convert to
the final state and K is the equilibrium constant, which can be defined as:

_ Zrs

K =25
Zrs

(3.15)

Here, Z7g and Z;g are the partition functions for the transition state and the initial state,
respectively. The thermodynamic form of the transition state rate expression is given by:

_ kpT AST AHT kgT AST AET

. exp(——) exp(— ~ exp( kp )eXp(_m)

F kp kBT) h

(3.16)

where AHT and AST are the enthalpy and entropy change for the formation of the
transition state from the reactants, respectively. As pV does not change along the reaction
path, AHT is approximated by AET (the zero-point corrected barrier of the elementary

step).

3.5.3 Analysis of reaction kinetics

Order of reaction

One way to characterize a reaction is by examining the dependence of its rate on the
concentrations or partial pressures of the reactants, which is expressed in terms of reaction
orders. According to rate law, the relationship between the rate and partial pressure of
the component is given by ™:

r Hp;“ (3.17)

The reaction order for a given component ¢, denoted n;, can be determined by assessing
how the natural logarithm of the rate of the reaction in the forward direction, T, changes
with respect to the natural logarithm of the component’s partial pressure p;. This
relationship is given by 7*:

_ Oln rt

- Olnp;’

Reaction orders are experimentally determined through linear fitting methods. It is impor-
tant to note that the order of the reaction should be calculated at the rate corresponding
to the initial rate. However, the calculation of reaction order is sensitive to temperature,
meaning that the reaction order can vary significantly with changes in temperature
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Apparent activation energy

In addition to assessing the effect of reactant partial pressures on the reaction rate through
reaction orders, one can explore the impact of temperature by examining the apparent
activation energy. The apparent activation energy is determined using the Arrhenius

equation:
Eapp N4
r= Aexp (_k |,I p; (3.19)

where AESLP represents the apparent activation energy, kp is boltzmann constant, T the

temperature, and vt the forward reaction rate.” This method is similar to the procedure
used for finding reaction orders, i.e. it involves a linear fit of the data.
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Chapter 4

Experimental

A detailed description of the experimental procedures applied in the thesis is discussed
in this chapter. The zeolites have been studied by using flow reactor measurements and
temperature-programmed desorption using ammonia.

4.1 Synthesis of the catalyst

The Cu-CHA catalysts were synthesized by impregnating H-CHA zeolite materials (with
Si/Al molar ratios of 6.7 and 15) with Cu-nitrate solution. Post-impregnation, the samples
underwent a two hours drying period at 90°C, followed by a one-hour calcination at 500°C
in air to decompose the nitrates. In this study, 4% CuO/CHA with SAR=13.4 and HCHA
with SAR=13.4 were used. An aged catalyst was prepared by exposing the fresh catalyst
to 10% of O4 and 10% of H,O at 650°C for a specific time which is the standard produre
for mild aging condition.

4.2 Temperature-programmed desorption of ammonia

In this thesis, the temperature-programmed reaction (TPR) method is utilized, where a
chemical reaction is monitored as the temperature linearly increases over time. Specifically,
we employ temperature-programmed desorption (TPD) to analyze the loss of Bronsted
acid sites, a key features of the dealumination process in catalysts. The temperature at
any given time ¢ during the TPD experiment is given by the equation:

T(t) = Ty +tB (4.1)

Where T'(t) is the temperature at time t, Ty is the initial temperature, § is the heating
rate, which is defined as:

dT
= 4.2
p== (42)
The rate of desorption can be given as:
do
- =k,0m 4.3
2 =k (43)
here, © is the surface coverage, m is the order of desorption.
This equation can also be written with respect to temperature:
de k0™
T 4.4
¥ ra 3 (4.4)
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Having the Arrhenius equation:

Ey
kg=A e —— 4.
s=dexp (~ o) (4.5
and substituting k4 into the equation 4.4, we get the Polanyi-Wigner equation:
de  Ae™ —Ey
=2 il 4.6
ar ~ g °°F <kBT> (4.6)

The Polanyi-Wigner equation is a relationship used to describe the kinetics of desorption
processes. It states that the rate of desorption is dependent on both the energetic barrier
to desorption and the surface coverage.” Here, while analyzing the TPD the readsorption
of ammonia is considered.

4.2.1 Procedure for ammonia-TPD

NH,;-TPD was conducted in a flow reactor setup. 50 mg of dry catalyst was mixed with
300 mg of SiC to make it homogenous. The experiment took place in a quartz U-tube
with a 6 mm diameter, utilizing quartz wool to maintain a fixed catalytic bed reactor.

The procedure involved pre-heating the sample to eliminate any adsorbed species or
moisture. Subsequently, at 100°C the sample is exposed to NH;,assuring NH; is adsorbed.
The sample was then exposed to water to remove any physisorbed ammonia. Following
this, a temperature ramp of 3°C/min from 80°C to 550°C was applied. Chemisorbed
ammonia was desorbed at different temperatures from various sites, which were detected
and quantified.

4.3 Calculation for rate constant and activity measurement

In mass balance calculations, the conservation of mass is the foundational principle,
summarized by the equation:

Inlet — Outlet + Generation = Accumulation

This equation indicates that the mass entering a system, minus the mass exiting, plus
any generated mass, equals the mass accumulated over time. In a steady-state process,
where there is no accumulation, the equation simplifies to:

T A(in) — T A(out) +rAW =0

N (in) and np (our) are the moles of species A coming in and out of the system, respectively.
r is the rate of generation. AW is the change in weight or volume due to reaction (weight
in our case). The moles can be written as flow multiplied by concentration. The mass
balance equation can be written as:

EnCA,in - FoutCA,out + TAAW =0

where F' is the flow rate, C'4 is the concentration of species A.
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If the flow is kept constant, then the equation simplifies assuming no change in flow
rate. For ammonia SCR, there is a little bit of expansion going from reactants to products,
but the concentration is so low that it cannot be measured. This simplifies further:

F(dC) + raAW =0

dC

awF - T

Defining conversion, X, as the ratio of the change in concentration to the initial concen-

tration:
_Cx,—Ca

X =
Ca,

where C4¢ is the initial concentration and C4 is the final concentration. The rate of
reaction, considering a first-order reaction, is:

ra = k‘CA

Substituting and rearranging, we derive the fundamental relationship:

CagdX
AW/F

rA

Assuming no change in flow rate, the kinetics are simplified, leading to:

dX
—— =kdr
1-X
where 7 represents the contact time. Integrating and applying boundary conditions, we
get the solution for X:

X=1—¢"

This relationship is crucial for understanding the progression of conversion over time in a
first-order reaction, providing a pathway to evaluate the rate constant & by the expression:
In(1—-X
- _,
T

This formula is essential for determining the kinetics of the reaction and can be further
used to calculate the apparent activation energy from the plot In(k) versus 1/7.76

In this thesis, we investigate the rate constant and activation energy to analyze the
NH;-SCR reaction. The NO, conversion and the space velocity (W/F) are determined,
and the rate constant, k, for the SCR reaction is derived using the formula:

k = —In(1 — Xyo)/(W/F)

This formula is based on the assumption that the NH;-SCR reaction follows first-order
kinetics with respect to NOy concentration.
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4.3.1 Procedure for rate constant and activity measurement

The Cu-CHA sample was prepared in a similar way as for ammonia TPD. Depending
on the copper loading, the activity measurements were done at different temperatures to
ensure NO, conversion is lower than 80%. This is done to accurately determine the rate
constant k, it is crucial to take measurements from the portion of the curve where there
is a noticeable slope. This is because the slope represents the rate of change, which is
essential for calculating k. Measurements taken from the flat part of the curve, where the
rate of change is zero, would not provide meaningful data for this analysis.

Prior to the measurements, the sample is degreened by heating at 500 °C in 10% O,
for 30 minutes. The activity measurement are performed with 500 ppm of NO, 600 ppm
of NH;, 10% O,, and different partial pressure of water with an N, balance.
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Chapter 5

Results

5.1 Introduction

It is important to study the interaction of water with the copper sites and the zeolite
framework as diesel engine exhaust streams typically contain 2-9% water. In this thesis,
the interaction is studied at both low and high temperatures. At lower temperatures,
water’s impact is confined to adsorption onto various sites within the zeolite structure and
Cu-species. However, at high temperatures, water adsorption can result in dealumination,
which leads to deactivation of the catalyst.

The influence of water at low temperatures was explored in Paper II. We examined
experimentally how changes in temperature and water partial pressure affect the NH;-SCR
reaction. DFT calculations were employed to elucidate how water blocks different sites
that are part of the NH;-SCR reaction cycle. These results were then integrated into the
microkinetic model to understand the details of the kinetics.

Further, at high temperatures, we discuss the mechanism of dealumination in H-CHA
and Cu-CHA in Paper I. The presence of Cu has been measured to reduce the rate of
dealumination, thus, stabilizing the catalyst.3® To understand the kinetics of dealumination
in both H-CHA and Cu-CHA, a microkinetic model was developed. Additionally, the
model was used to investigate the impact of aluminum distribution, aligning the findings
with experimental results.

5.2 Effects of water on the low-temperature NH;-SCR

5.2.1 Experimental results

Figure 5.1(A) presents NOy conversion at various temperatures under dry and wet
conditions, demonstrating that increase in NOy conversion with temperature up to 260°C.
The addition of water significantly reduces NOy conversion, indicative of its inhibitory
effects at low temperatures. Figure 5.1 (B) extends this analysis across water pressures
ranging from 0% to 20%, confirming the trend of decreased NO, conversion beyond 2%
water presence.

The rate constant for the reaction is calculated for pressures ranging from 0% to 20%
and analyzed In(k") as a function of In(pp,o) in Figure 5.1 (C). The analysis shows how
water influences the kinetic rate constant, with a decreasing rate as water partial pressure
increases. The decrease in constant with increasing water partial pressure is fitted using
an exponential decay function f(z) = ae®® + ¢ with the fitted parameters a = -6.98, b =
1.01, ¢ = 4.77 and an R? value of 0.971.
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The slope of In(k’) against In(pu,0) gives the reaction order of water as a function
of water partial pressure. The reaction order is calculated as the derivative of the fitted
exponential decay function, which is given by abe® as shown in Figure 5.1 (D). The
reaction order shows a linear dependence on (ppy,0). The reaction order changes from
-0.11 to -1.38 with increasing water concentration from 1.74% to 20%. The variation
reveals that the inhibition is pronounced at high pressures where water acts as a poison
for the reaction.
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Figure 5.1: NOx conversion over 4% CuO/CHA SAR = 13.4 (A) at different
temperatures and (B) at different pressures. (C) Natural logarithm of the rate
constant (In(k")) as a function of the natural logarithm of water partial pressure
(In(Pr,0/P?)). The solid line is a fit to the experimental data. (D) Shows the
reaction order in H,O as a function of the partial pressure of H,O. Reaction
conditions (A): 10% O, 500 ppm NO, 600 ppm NHjz, 5% H,0 in wet condition.
Reaction conditions (B), (C), (D): 200 °C, 10% O, 500 ppm NO, and 600 ppm
NH,.

5.2.2 DFT calculations

According to the proposed reaction cycles " (Figure 5.2), the NH3-SCR process starts with
the adsorption of Oy onto [Cu(NHjz)s]™ pairs, resulting in the formation of Cu-peroxo
species, [Cug(NH;3)402]?". Subsequently, NH3 and NO react with the Cu-peroxo species,
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leading to the formation of HoNNO and the [Cuz(NH3),OHOH]?* complex. The HoNNO
intermediate then migrates to a Brgnsted acid site, where it undergoes decomposition
into Ny and H»O, facilitated by ammonium (NHJ ). The microkinetic model based on
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Figure 5.2: Proposed reaction Cycle for low-temperature NH3-SCR over Cu-CHA
with water adsorption on [Cuz(NHsz)402]*t and [Cuz(NH3)a(OH)2])*". According
to the reference "8

the proposed reaction cycle shows that the peroxo complexes and [Cuy(NH;3),OHOH]**
intermediates are the dominant coverages at low temperatures, particularly around
200°C77%™8. Density Functional Theory (DFT) calculations were performed on the
chabazite structure using a rhombohedral unit cell that consists of 12 Si atoms in
tetrahedral(T) positions. In our case, we replace 2 Si atoms with Al resulting in a Si/Al
ratio of 5. The calculations showed that water molecules competitively adsorb on these
sites, impacting the reaction cycle. Specifically, a water molecule on the Cu site of the
Cu-peroxo complex exhibits an adsorption energy of 0.79 eV, higher than the 0.70 eV for
NO, indicating a competitive reaction. A second water molecule can also adsorb on the
second Cu site with an energy of 0.62 eV. Similarly, water on the [Cuy(NH;3),OHOH]?**
intermediate adsorbs with an energy of 0.66 eV, surpassing NO’s adsorption energy
(0.25 eV), thereby hindering this step. Figure 5.4 shows the adsorption of water on the
Cu-peroxo and [Cug(NH;3)4OHOH]?T intermediate. However, water does not affect the
formation of [Cu(NH3)2]*! or the ammonia exchange by water in the peroxo complex.
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(A)

©)

Figure 5.3: Structure of (a) one water adsorbed peroxo complex, (b) two
water molecules adsorbed peroxo complex, and (c¢) (a) one water adsorbed
[Cuz(NH;)4OHOH]?>" complex. Atomic color codes: Cu (bronze), Si (yellow), O
(red), and H (white).

5.2.3 Microkinetic model

A DFT-based microkinetic model that considered the blocking of active sites by water,
the desorption of water was initially constructed using a Gibbs free energy equation
incorporating enthalpy (AH), entropy (T'AS) with the normal log(P/Py) dependence
in entropy . However, this initial model did not align well with experimental data. To
resolve this, the model was refined by modifying the desorption energy to include water
concentration effects through an additional pressure term (0.169 * P) in the enthalpy.
Thus, the enthalpy is given by: AH = AHy + 0.169 * P (in eV). The improved model was
able to reproduce the observed changes in reaction order with respect to water pressure.

4.8F

-4.5 -4.0 -3.5 -3.0 =25 -2.0 -15
In(PH,0)

Figure 5.4: Simulated and experimental reaction order versus the pressure of HyO.

The simulations are performed at 200 °C with 600 ppm NHj;, 500 ppm NO and
10% O
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5.3 Dealumination mechanism

For H-CHA, the dealumination has been suggested to occur in four consecutive steps to
result in the formation of extra framework aluminum (as Al(OH);H,0).” In each step,
a single Al-O bond in the zeolite is hydrolyzed to the corresponding Al-OH and Si-OH in
the framework. The highest energy barrier is 0.85 eV, corresponding to the hydrolysis of
the first Al-O bond.

STEP: 1 STEP: 2 STEP : 3 STEP: 4

Energy (eV)

Reaction Coordinate

Figure 5.5: Potential energy landscape for dealumination of Cu-CHA.

A similar reaction path was considered for dealumination in Cu-CHA. Figure 5.5
illustrates the energy landscape for Cu-CHA’s dealumination process with the corre-
sponding structures in Figure 5.6. Cu-CHA follows a similar reaction path with four
consecutive hydrolysis steps. However, in this case, it can result in the formation of two
products, either AI(OH);H,0 or a Cu-Al species, Cu(OH),Al(OH)(H,O). The highest
energy barrier in this case is 1.80 eV, and occurs at the hydrolysis of the third Al-O bond.
The higher barrier indicates that the Cu-ion stabilizes the CHA structure of the zeolite.
Additionally, the preferred reaction product after complete dealumination of Cu-CHA is
a Cu-Aluminate-like species bound to the zeolite framework.

5.4 Effect of aluminum distribution on dealumination in H-CHA

The rate of dealumination in H-CHA zeolites is primarily influenced by the first hydrolysis
barrier. The dependence of this barrier on the Al-distribution was studied in detail.
Calculations for eight different Al configurations revealed that the lowest energy barrier of
0.85 eV occurs when Al atoms are on opposite sides of a six-membered ring. Configurations
with Al atoms in adjacent six- and eight-membered rings result in higher barriers, up to 1.23
eV. Figure 5.7 shows the kinetics of extra-framework aluminum (EFAL) formation at 923
K, showing a pronounced delay in EFAL formation for the highest barrier, demonstrating
that Al distribution is a critical factor in the dealumination process.
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5.5 Linking microkinetic model to the experimental results

The effect of Al distribution on dealumination can be experimentally verified with the
help of ammonia temperature-programmed desorption. The loss of Brgnsted acid sites is
one of the key features of the dealumination process. This can be effectively analyzed
using temperature-programmed desorption (TPD). Figure 5.8 presents the TPD profiles
of both fresh and aged H-CHA. Aging was achieved by exposing the fresh catalyst to 10%
of O5 and 10% of H,O at 650°C for defined duration. Fresh H-CHA displays a single and
high-intensity peak, indicating a significant amount of Brgnsted acid sites that desorbs
ammonia. However, the notable amount of ammonia released after just one hour of aging
suggests that H-CHA experiences significant dealumination early on. As aging progresses
beyond an hour, the decrease in the peak intensity slows down, suggesting a two-stage
deactivation: fast deactivation resulting from loss of Brgnsted acid sites within the first
hour, followed by a slow deactivation which can result from loss of Brgnsted acid sites
different distribution of Al over a longer duration up to 100 hours. In addition to this,
the shift in the peak to the left is observed which suggests the nature of the sites might
be changing, possibly due to dealumination that makes the sites less effective at binding
NH,.
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Chapter 6
Conclusions and outlook

The main objective of this thesis has been to get an understanding how water influences
the activity of Cu-CHA catalysts for NH;-SCR at low temperatures and hydrothermal
stability of Cu-CHA at high temperatures. This has been done by investigating the
interaction of the water with various intermediates. The used methodology is based
on first-principles calculations using density functional theory (DFT), combined with
mean-field microkinetic modeling and experiments.

Several steps were taken to understand the influence of water. Initially, NOy conversion
as a function of temperature and partial pressure of water under both dry and wet
conditions was measured. It was observed that the NO, conversion decreased in the
presence of water at temperatures below 260°C and after a water partial pressure of 2%
(at 200°C). Furthermore, this effect was quantitatively captured in the reaction order,
which shifts from 0 in the absence of the water to-1.4 at 20% H,O.

The experiments were corroborated by the NH;-SCR reaction cycle analysis, which
identifies the competitive adsorption of water molecules on the active sites of the catalytic
process as a primary inhibitory mechanism. Specifically, DFT calculations reveal that
water molecules adsorb more strongly than NO on the Cu sites of [Cua(NH3),05]2"
and [Cuy(NH3),OHOH]?** complexes. A DFT-based microkinetic model fitted with the
experimental data when the effect of water desorption energy was included.

Water interacts with zeolite at high temperatures, leading to the removal of Al from
the framework, a process known as dealumination. In comparing Cu-CHA and H-CHA
under the same conditions, it was observed that Cu-CHA undergoes less dealumination.
This delay in dealumination in Cu-CHA was investigated using density functional theory
calculations in combination with ab initio thermodynamics and microkinetic modeling. It
was discovered that introducing copper into the zeolite structure increases the barriers
for dealumination compared to H-CHA, thus, decreasing the rate of dealumination in
the presence of Cu. With Cu, some of the extra-framework Al species in the zeolite
form bonds with the copper ions, resulting in Cu-bound Al species. This formation
is thermodynamically favorable compared to the formation of Al(OH);H,O species.
Additionally, the reversibility of the formation of Cu-bound Al species contributes to the
decreased rate of dealumination in the presence of Cu.

Further analysis showed that the formation of Al,O5 or Al,O4 4 CuO is thermody-
namically preferred with respect to the formation of extra-framework aluminum at high
temperatures. The microkinetic model showed a clear temperature difference in the onset
of dealumination for H-CHA and Cu-CHA. In the case of H-CHA, the barrier for the
first hydrolysis step was calculated for different Al-distributions. The Al-distribution was
found to clearly affect the barrier, with a difference of ~0.4 eV between the lowest and
highest barrier.
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6.1 Outlook

By investigating the mechanism of dealumination in Cu-CHA in combination with a
microkinetic model makes it possible to understand the kinetics of the reaction. However,
the kinetic of the reaction with experimental validation using methods such as temperature-
programmed desorption has not been studied. As a next step, we would like to explore
the reaction kinetics for different Cu/Al ratios and different SAR.

While the loss of Bronsted acid sites within the initial two hours of aging is observed
experimentally, the catalyst continues to exhibit activity. This indicates the possibility to
decompose HONO and H,NNO over other sites than Bronsted acid sites. Therefore, work
is needed to explore the reaction mechanism over alternative sites,such as silanol groups.
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