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ABSTRACT

Stroke is one of the leading causes of death and disability worldwide and requires
an immediate attention as the longer the patient is left untreated, the more severe its
outcomes are. Enhancing access to optimal treatment and reducing mortality rates
require improving the accuracy of stroke characterization methods in prehospital set-
tings. This study explores how video analysis and machine learning (ML) can be
leveraged to identify stroke symptoms based on the National Institute of Health Stroke
Scale (NIHSS), with the goal of facilitating the prehospital management of patients
with suspected stroke. A total of 888 videos were captured from the research group
members, who mimicked stroke symptoms including facial palsy, leg and arm paresis,
ataxia and dysarthria, following the criteria of the NIHSS. Multiple algorithms, utilized
in earlier studies, were examined to predict these symptoms, and their performance
was assessed using accuracy, sensitivity and specificity. The best method for detect-
ing facial palsy was found using Histogram of Oriented Gradients (HOG) features in
conjunction with Adaptive Boosting (AdaBoost), achieving accuracy, sensitivity and
specificity values of 97.8%, 98.0% and 97.0%, respectively. The identification of arm
paresis reached 100% on all metrics using a combination of MediaPipe and Support
Vector Machine (SVM). For leg paresis, all algorithms had poor detection rates. The
outcome of ataxia for both limbs varied. Google Cloud Speech-to-Text was used to
detect dysarthria and reached 100% on all evaluation metrics. These findings suggest
that video analysis and ML have the potential to assist in early stroke diagnosis, but
further research is needed to validate this.
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INTRODUCTION

Stroke is ranked as the second leading cause of mortality and disability world-
wide (Sirsat et al., 2020). Incidence increased by 70% between 1990 and
2019, due to the aging population (Feigin et al., 2022). Hemorrhagic stroke
is caused by bleeding, and it accounts for 15% of stroke cases (Lumley et al.,
2020). Ischemic stroke accounts for the majority of stroke cases (85%); it is
caused by a blood clot obstructing the blood flow (Lumley et al., 2020). Large
vessel occlusion (LVO) accounts for 24%–46% of ischemic stroke, occur-
ring when the clot is located in the proximal part of a major intracerebral
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artery (Rennert et al., 2019). Blood flow can be restored bymainly two differ-
ent treatments: thrombolysis for smaller ischemic stroke and thrombectomy
for LVO, which is performed at what is called comprehensive stroke centers
(CSC) (Lumley et al., 2020).

Patients with suspected stroke are for the most part transported to the
hospital by ambulance (Mohammad, 2008), but accurate characterization of
stroke in prehospital settings is still challenging. This is due to various factors
such as time pressure, lack of diagnostic technologies and heterogenous clini-
cal presentations (Lumley et al., 2020). Characterization of stroke starts with
clinical stroke scales, which assess the different symptoms of stroke and are
implemented using handwritten or digital protocols. The National Institute
of Health Stroke Scale (NIHSS) is a comprehensive scale for the assessment
of stroke. NIHSS score is the sum of 15 individually assessed items with
a combined maximum of 42 points that categorizes the severity of stroke
(0 = no stroke, 1–4 = minor stroke, 5–15 = moderate stroke, 16–20 = mod-
erate to severe stroke and 21–42 = severe stroke) (Hage, 2011). Since it is
a time-consuming test and not practical to be used in prehospital settings,
simplified clinical scales are used instead, such as the Face Arm Speech Test
(FAST). It however has a low level of specificity but a moderate-to-good level
of sensitivity (Lumley et al., 2020).

Diagnosis of stroke can generally not be made until brain imaging is per-
formed at the hospital (Lumley et al., 2020). Based on the prehospital stroke
assessment, including the stroke scale score, the patient is usually transported
to the nearest hospital (Fassbender et al., 2020). If the patient is diagnosed
with LVO and the nearest hospital is not a CSC, the patient needs to be
further transported to a CSC to perform thrombectomy (Fassbender et al.,
2020). “Time is brain”emphasizes the fact that stroke is a highly time-critical
condition, and early treatments are needed to improve stroke outcomes and
reduce mortality (Vidale and Agostoni, 2018). Time window may be up to
nine hours from symptom onset for thrombolysis and within 24 hours for
thrombectomy (Jahan et al., 2019). The American Heart Association (AHA)
guidelines called for improved prehospital stroke characterization tools and
for research, including bypass algorithms, for triaging stroke patients to the
most appropriate centers (Nicholls et al., 2022).

In recent years, machine learning (ML) and video analysis techniques have
emerged as potential tools in healthcare and in the field of stroke assessment.
A deep learning model was developed to analyze skeletal data from neuro-
logical examination videos to screen for signs of stroke (Jahan et al., 2019).
Another study employed a multimodal deep learning approach to enhance
the speed and accuracy of stroke diagnosis (Yu et al., 2020). These novel
methods emphasize the potential of video analysis and ML for rapid and
accurate stroke screening, with the potential to transform clinical practice.

The aim of this paper is to investigate the potential of ML and video
analysis for early characterization of stroke by digitalizing parts of NIHSS
items: facial palsy, upper extremities paresis, lower extremities paresis, limb
ataxia (functional impairment as finger-nose ataxia and heel-knee ataxia) and
dysarthria (speech disorder).
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MATERIALS AND METHODS

Dataset

The target of this study is patients with potential stroke. Since no video data
were available from patients with suspected stroke, video and audio data
from healthy individuals mimicking stroke symptoms were collected. The
dataset for this project was acquired by six research persons (authors AB,
ET, ML, NL, OT and VJ). Research persons recorded themselves while mim-
icking stroke symptoms based on the NIHSS protocol. The videos were then
reviewed for stroke symptom realism and approved by two senior stroke
specialists involved in the project.

The videos were recorded in the sitting position using a Sony Alpha A6100
camera fixed on a tripod. A Sigma 56mm f/1.4 lens was used for the facial
palsy recordings and Sigma 30mm f/1.4 lens for the other parts of the test.
To improve the quality of the videos, a photography lighting kit (NEEWER
2 pack bi color 660 LED video light) was used.

Each symptom was recorded five times per person, and five times per body
side for bilateral tests. The videos were recorded for different stroke symp-
toms and with varying severity from healthy to severe. The videos were cut
down to one symptom imitation per clip using the DaVinci Resolve video
editing program. The dataset consisted of 888 recordings (156 for facial
palsy, 246 for arm paresis, 247 for leg paresis, 119 for finger-nose ataxia
and 120 for heel-knee ataxia).

For dysarthria symptom, audio data was recorded for three severity levels
while pronouncing certain words from NIHSS, and five recordings per each
severity level were performed. The audio data were recorded using mobile
phones (OnePlus Nord 2, Samsung Galaxy S22), microphones (Pre-Sonus
M7) and computers (MacBook Pro 2015 andWindows Surface Book 2). The
dataset consisted of 90 audio files to be used for training and evaluating the
models.

Proposed Method

In this study, we propose a ML- and video analysis-based stroke prediction
method. This section explains the data preprocessing methods, landmark
extraction and the proposed classification models. The overall workflow of
the proposed method consists of four steps: collecting videos, processing the
videos using human landmark detectors, training ML classification models
and evaluating the models’ performance. The classification of stroke was per-
formed as a binary classification problem, i.e., stroke vs. non-stroke. Video
and audio files with stroke symptoms were labeled as 1, and without symp-
toms were labeled as 0. The data was consistently split as 75% training and
25% testing sets, unless specific deviations from this standard were stated.
The performance of the classifiers was evaluated by the metrics of accuracy,
sensitivity and specificity.

Facial Palsy

A two-step detection classifier was performed. The first step was to extract
the facial landmarks and the second was to construct the ML classifiers using
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the extracted features. Histogram of Oriented Gradients (HOG) and Eigen-
face algorithms were used for face detection, which have been used in the
detection of facial weakness and head pose (Aldridge et al., 2022; Hammadi
et al., 2022). HOG extracts the features in an image that contain the most
meaningful information by focusing on the shape and outline of the object
(Aldridge et al., 2022). Eigenface is based on comparing differences between
an image and the average values of all images in the dataset (Hammadi et al.,
2022). All images must therefore have the same pixel size. Both algorithms
are sensitive to unnecessary features of the images, such as background, size
and color, and therefore pre-processing of images was required before they
could be classified.MediaPipe (Bazarevsky et al., 2019) was first employed to
create a “bounding box” highlighting the facial region. The image was then
cropped to encompass only the area within the bounding box, eliminating
any unneeded background information (Figure 1). The size of MediaPipe’s
bounding box around the face could vary. To derive uniform data for classi-
fication, the size of the images was converted to 200x250 pixels for HOG and
380x380 pixels for Eigenface. The images were also converted to grayscale.

Figure 1: MediaPipe was used to crop facial region and remove unnecessary
information.

In the HOG algorithm, each image is first divided into a grid of small,
square cells consisting of a few pixels. The gradient is calculated for each
pixel in the cell, whereupon a normalized histogram of all gradients within
the cell is created. HOG features can then be extracted and used for the
classification of the image (Figure 2). The gradients in the HOG image were
then used as features, and a binary classification was performed where both
eye and mouth symptoms were classified simultaneously. 3000 frames from
the recorded videos with facial palsy were used in training and testing the
algorithms. Adaptive Boosting (AdaBoost), Convolutional Neural Network
(CNN), Deep Neural Network (DNN) and Support Vector Machine (SVM)
were trained and evaluated. Different combinations of layers and neurons
were tested with DNN to obtain the maximum possible accuracy. A network
with three hidden layers was used to obtain the final results with 64, 128
and 64 neurons in each layer. Two convolutional layers were used in CNN.
20 epochs were used in the training of neural networks and a learning rate
of 0.001. When classifying with SVM, the following parameters were used:
gamma = 0.5 and C = 0.1.
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Figure 2: Facial landmarks extraction with HOG and eigenface algorithms.

In Eigenface, Principal Component Analysis (PCA) was applied to the pre-
processed facial images with 10 components as it captured good variations
(Figure 2). CNN was not used for Eigenface image classification since Eigen-
face breaks down the image into a few important components, thus the CNN
does not get a relevant amount of data to work with. DNN, AdaBoost and
SVC were however trained and evaluated with the same settings as for the
HOG algorithm. 20 epochs were used in the training of neural networks and
a learning rate of 0.001.

Recurrence plots (RP) (Lee et al., 2022) is a method of visualizing recurring
patterns and dynamics in a time series, making it possible to determine the
degree of entropy in a non-linear or complex system. An important parameter
when producing RP is the threshold value, which should be chosen carefully
since a significantly large threshold leads to important details being lost in
the pattern and significantly small threshold makes the PR sensitive to noise
(Lee et al., 2022). A threshold of 0.2 was used after a number of careful tests.

RP were tested on facial palsy on the upper and lower half of the face.
The facial points for the upper and lower eyelids and for the corners of the
mouth and the ears were detected usingMediaPipe as it is capable of tracking
468 facial points (Figure 1), providing detailed information about the shape
and movements of a person’s face (Bazarevsky et al., 2019). The distance
between the upper and lower eyelids of each eye generated a recurrence plot,
which was then combined into a common image with a size of 930x465
pixels. In the same way, the distance between the corner of the mouth and
nearby ear generated two recurrence plots which were then linked together
into a common image. The combined image was then analyzed by the binary
classifiers DNN, CNN and Residual Neural Network (ResNet). For ResNet
(Figure 3), different sizes of hidden layers were tested: ResNet-50, ResNet-
101 and ResNet-152.

RP read data from an entire time series, which means the entire video, only
30 plots for normal expressions and 60 plots for mimicked stroke symptoms
were created from the collected videos. Due to the limited amount of data,
augmentation was used to expand the amount of data and to avoid overfit-
ting. For augmentation, the techniques of rotation, width shift, height shift,
zoom, horizontal flip and shear were used, and augmentation increased the
amount of training data to about 3500 images in total. RP were divided
into 80% training, 15% validation and 5% test sets. Normalization was
performed using the Keras library (Keras).
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Figure 3: RP for a symmetrical smile with no stroke symptoms (top) and for weakness
in the left corner of the mouth (bottom).

A grid search method was used to identify the best combinations of hyper-
parameters for the neural networks. Different numbers of layers, dense layers,
epochs and learning speed were tested for CNN, DNN and ResNet. The
choice of batch size, whether eight or 16, was determined based on the spe-
cific performance requirements of the model and the available graphics card
memory. For DNN, two dense layers were used with ReLU as activation func-
tions, where the last layer had a binary output of two neurons with a SoftMax
function. This output layer was used in all three investigated neural network
classifiers. The DNN classifier was trained in 15 epochs with a learning rate
of 0.0001 and a categorical cross entropy loss function. The CNNmodel con-
sisted of three convolutional layers, each with a max-pooling layer of 4x4 size
and a stride value of 4. The CNN was trained in 10 epochs with a learning
rate of 0.0001 and a categorical cross entropy loss function. For ResNet, 152
hidden layers and a parameter set similar to CNN were eventually used, and
5 epochs was set as higher epochs raise risks of overfitting.

Extremity Paresis and Limb Ataxia

Several popular approaches are used in multi-human pose estimation, and
two of them have been used in this study. First, OpenPose (Cao et al., 2021),
a real-time Python library that detects key points in the human body, face and
feet using a CNN with confidence maps and part affinity fields. MediaPipe
was also used since it has the ability to identify 33 key points in the human
body (Bazarevsky et al., 2019). OpenPose and MediaPipe were evaluated for
detecting body movements from videos of arm and leg paresis and ataxia.
Both algorithms produce a key point for both the hand and the foot, as well
as coordinates for where in the image they are located. For limb paresis, the
difference in the y-axis between the limb and the top of the image was used
to quantify the patient’s motion. For each video, a list of limb positions was
created based on the y-coordinate of the key point, which then showed how
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the patient had moved during the video (Figure 4). For ataxia, the Euclidean
distance between the hand and the nose of the person in the image was cal-
culated. The classification algorithms were then trained on how that distance
changed between the images in a video.

Figure 4: Two severity levels of arm paresis (NIHSS = 0 and 2, respectively).

DNN, SVM and ResNet-152 were trained and evaluated for limb paresis
and ataxia. SVMparameters were gamma= 0.2 andC= 0.8. Various number
of layers and learning rates were tested, and the best performing combination
was two convolutional layers with a max-pooling layer. The DNN was made
up of two dense layers with 64 and 32 neurons and a dense SoftMax layer
with two neurons. DNN classifier was trained in seven epochs, while ResNet
was trained in three.

Dysarthria

To test and evaluate this digitalization of this NIHSS item, a list of words was
repeated, where they were pronounced correctly if no stroke symptoms were
present and slurred and unrecognized speech for mimicking stroke. Symp-
toms of dysarthria were mimicked in three stages: normal speech, slurred
speech and inability to formulate words. A binary classification was carried
out where normal speech was separated from the speech difficulties.

The recorded audio files were then transcribed using Google Cloud Speech-
to-Text using the Speech recognition service, which was previously used in the
detection of speech inabilities in stroke patients (Yu et al., 2020). A string of
the recordings was returned by the model, which was then translated into a
Bag-of-Words (BOW) representation for the classification algorithms to inter-
pret. Longer pauses in the recorded speech were also detected with the pydub
library in Python. SVM, AdaBoost and DNN were used to classify the audio
files.

RESULTS AND DISCUSSIONS

Facial Palsy

Two different methods were tested for the detection of facial palsy with
a binary classification that obtained an accuracy of over 90% for both
methods: detection in real-time and over a time series. Eigenface and HOG
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classified the videos in real-time as the algorithms go frame by frame in the
video and determine if there are symptoms of stroke. RP instead looks at a
span of time, in this case an entire video, where the entire clip was classified
as stroke or non-stroke.

SVM and AdaBoost were difficult to apply for HOG and RP as they use
whole images as input for classification. AdaBoost and SVM work optimally
when classifying with relatively few features, and the complexity becomes
high with images, which results in long training and classification time. In
HOG classification, SVM took 4.5 times and AdaBoost 60 times the time by
neural network classifications. Classification with AdaBoost and SVM was
thus excluded for RP as training lasted too long. The algorithms however
worked well for Eigenface, which uses only a few components to represent
an image (Table 1).

The best results were obtained by HOG combined with AdaBoost (accu-
racy of 97.8%). For RP, better performance was obtained for all algorithms
when testing for the lower part of the face, and the best performance was
achieved by the CNN classifier with the highest accuracy, sensitivity and
specificity (Table 1). Overall, real-time detection methods performed bet-
ter in classification, where a sensitivity of 98% was obtained with HOG,
which means that signs of stroke were misclassified in 2% of cases. Real-
time detection had however more training data for each classification where
every frame in a video is reviewed, while a time series only gets one plot
per video. In the study, 3000 data points were used for Eigenface and HOG
and 90 data points for the RP (3500 with augmentation). Despite this, the
RP got good results with an accuracy, sensitivity and specificity of over 90%
using CNN.

Extremity Paresis and Limb Ataxia

When training and evaluating OpenPose and MediaPipe on videos mimick-
ing stroke symptoms (limb paresis and ataxia), both algorithms struggled
to detect leg key points accurately, especially in mimicking leg paresis. The
leg was lifted towards the camera, which resulted in the hip, knee and foot
being at the same point in the video, which the algorithms failed to detect
(Figure 5). The detection of the leg was successful in some images, but not
others. However, MediaPipe performed better than OpenPose in the case of
ataxia (Table 1). OpenPose achieved 56% accuracy for ataxia and 46.7%
for leg paresis, while MediaPipe performed better with 90% accuracy for
ataxia but only 46.7% for leg paresis. MediaPipe was faster compared to
OpenPose, where a preprocessing of 10-second video lasted for 15 and 100
seconds, respectively.

For arm paresis, the best performance was obtained byMediaPipe together
with SVM, where 100% accuracy, sensitivity and specificity were achieved.
MediaPipe performed generally better than OpenPose with all the classifica-
tion algorithms (Table 1). A specificity of 0% for both methods was obtained
by ResNet, indicating that all data was classified as stroke. That may be
because better preprocessing of data was required to create RP for the specific
case of paresis and ResNet.



82 Jalo et al.

Figure 5: Leg is not detected by MediaPipe (left) and OpenPose for both leg paresis
(middle) and ataxia (right).

For ataxia, SVMwith all algorithms achieved 0% specificity, meaning that
no non-stroke ataxia was correctly identified. MediaPipe with DNN was the
best combination for both finger-nose and heel-knee ataxia. Due to the small
amount of training and test data, further research would be required to verify
this result. The result for arm ataxia differed from arm paresis, where the
accuracy was overall lower for all classifiers. This could be because paresis
is a linear movement while ataxia is a more complex movement, making it
more difficult to distinguish.

Dysarthria

For dysarthria, all classifiers performed perfectly (Table 1) across all the eval-
uation metrics. Considering the nature of this classification problem, the
algorithms are expected to perform perfectly since the features used indicate
the amount of times a given word appeared in the recording. The algorithms
however do not consider patients with natural speech disorders or heavy
accents.

Strengths and Limitations

The main strength of this study is it investigates the digitalization of the
NIHSS test with the use of ML and video analysis, which has the potential to
provide faster diagnosis thus treatment. The study has however several limita-
tions including that no clinical patient data were included, but the algorithms
were rather trained and evaluated on data collected from healthy individuals.
A limited amount of training data was used, and all participants shared simi-
lar characteristics like age, skin color, and hair color, which has the potential
to introduce inherent bias. Furthermore, the study lacks external validation
of its findings.



Early Characterization of Stroke Using Video Analysis and Machine Learning 83

Table 1. Different classifiers evaluation (best classification is highlighted in bold). RP is
presented as lower/upper half of the face.

NIHSS item Algorithm Classifier Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Facial palsy HOG AdaBoost 97.8 98.0 97.0
CNN 94.3 97.0 91.0
DNN 97.8 98.0 96.0
SVM 97.6 98.0 95.0

Eigenface AdaBoost 96.6 97.0 95.0
DNN 96.2 97.0 92.0
SVM 96.0 97.0 91.0

RP CNN 94.1/88.2 96.2/88.9 92.0/87.5
DNN 80.4/70.6 80.8/75.0 80.0/69.2
ResNet 84.3/66.7 84.6/33.3 84.0/66.7

Arm paresis OpenPose DNN 88.1 95.7 61.5
SVM 93.0 97.0 77.0
ResNet 78.3 100 0

MediaPipe DNN 91.0 97.7 22.2
SVM 100 100 100
ResNet 82.7 100 0

Ataxia (finger-nose) OpenPose DNN 76.7 64.3 87.5
SVM 47.0 100 0
ResNet 53.3 0 100

MediaPipe DNN 86.6 71.4 93.8
SVM 47.0 100 0
ResNet 60.0 0 100

Ataxia (heel-knee) MediaPipe DNN 90.0 85.7 93.8
SVM 47.0 100 100
ResNet 70.0 14.3 0

DYSARTHRIA Google
Speech-to-
Text

DNN 100 100 100
SVM 100 100 100
ResNet 100 100 100

CONCLUSION

All algorithms succeeded at detecting facial paresis in the videos, both in real-
time and for time series. Best accuracy was achieved with HOG features in
combination with the AdaBoost classifier. There were indications of recur-
rence plots being well-suited for the detection of facial paresis, but further
data are required to confirm this.

When it comes to the detection of body movements, the results varied.
For the detection of arm paresis, the combination of MediaPipe and SVM
achieved the highest accuracy. Accuracy for detecting leg paresis was low,
which could depend on the lighting and camera angle during video filming.
Results for detecting ataxia varied substantially and need to be investigated
in further studies.

All algorithms were effective at detecting imitated speech disorders. This
indicates that they might detect dysarthria in real patients. However, the cur-
rent project did not account for speech variations like natural speech errors
and accents.
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In conclusion, the findings suggest that digitizing parts of the NIHSS is pos-
sible, and that video analysis andML have the potential in the early detection
of various stroke symptoms. This however comes with several challenges and
considerations, and further studies are thus required to validate and build
upon these results.
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