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Abstract

Context: Data management is a critical aspect of any artificial intelligence (AI)
initiative, playing a pivotal role in the development, training, and deployment
of AI models. A well-structured approach to data management ensures that
AI models are trained on reliable data, comply with ethical standards, and
contribute positively to decision-making processes in embedded systems.
Objectives: This thesis is structured around three primary objectives. The
first objective is to comprehensively understand and address the data man-
agement challenges associated with embedded systems. Building upon this
understanding, the second objective is to explore the data management prac-
tices that can help alleviate the challenges of data management. Finally, the
third objective aims to develop and validate the implementation approaches
for enhanced data management.
Method: To achieve the objectives, we conducted research in close collab-
oration with industry and used a combination of different empirical research
methods like interpretive case studies, literature reviews, and action research.
Results: This thesis presents six main results. First, it identifies and categor-
izes data management challenges, solutions, and limitations. Second, it presents
a stairway model delineating the stages of the evolution towards DataOps.
Third, it proposes a model for evaluating the maturity of data pipelines and
identifies determinants to assess the impact of machine learning (ML) on
data pipelines. Fourth, it identifies the differences between unidirectional and
bidirectional data pipelines and the significance, benefits, and challenges of
bidirectional data pipelines. The thesis also provides a roadmap for the smooth
migration from unidirectional to bidirectional data pipelines. Fifth, it presents
and validates the conceptual model of an end-to-end data pipeline for ML/DL
models. Finally, it presents and validates fault-tolerant data pipelines and an
AI-powered 4-stage model for automated fault recovery in data pipelines.
Conclusion: In conclusion, this thesis demonstrates a well-structured ap-
proach to data management in AI-enhanced embedded systems, supported by
innovative practices and robust implementation approaches, that is essential for
ensuring the reliability, and effectiveness of data in decision-making processes.
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Chapter 1

Introduction

Artificial Intelligence (AI) has transitioned from a niche field to a ubiquitous
and indispensable technology, playing a transformative role across various
industry domains. AI has evolved as a horizontal technology and serves as
a foundational layer that enhances functionalities and augments capabilities
across diverse fields. Unprecedented availability of data and advancements in
high-performance parallel hardware, such as GPUs and FPGAs are the two
driving forces behind this evolution which in turn paved the way for the rapid
adoption of ML/DL solutions, with virtually every company now engaging in
AI initiatives. However, research [1] [2] [3] [4] reveals that organizations still
face significant challenges in transitioning from prototype to deployment of
production-quality AI models. One of the major reasons is the lack of attention
given to the vast and complex required surrounding infrastructure of AI systems
as stated by Sculley, David, et al. [5]. The key challenges companies face
during AI adoption relate to data quality, design methods, model performance,
deployment, and compliance [6].

Data being a critical factor, efficient data management is essential for the
successful development and deployment of AI-enhanced embedded systems.
Effective data management ensures that the right data is collected, stored,
processed, and utilized efficiently in the organization [7]. Without proper data
management, organizations encounter challenges such as data inconsistency,
inaccuracies, and inefficiencies, leading to degraded performance and unreliable
outcomes [4]. Additionally, robust data management practices facilitate
model training, optimization, and adaptation, enabling embedded systems to
continuously learn and improve their performance over time [8].

AI-enhanced embedded systems refer to hardware and software components
that integrate artificial intelligence capabilities into embedded devices, enabling
them to perform advanced tasks, optimize performance, and provide enhanced
functionality, ranging from predictive maintenance and autonomous navigation
to personalized user experiences and smart automation. Data management
is particularly important in this domain due to the following reasons. Many
embedded systems operate in real-time or near-real-time environments, where
timely processing of data is essential. Efficient data management enables quick
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retrieval, analysis, and response to incoming data streams, ensuring that AI
models can make decisions or take actions within stringent time constraints [9].
Further, proper data management practices, such as data validation, cleaning,
and normalization, help maintain data quality and integrity, ensuring that
AI-enhanced embedded systems produce accurate and reliable results [10].
Furthermore, effective data management facilitates continuous learning and
adaptation by providing mechanisms for updating models, incorporating new
data, and refining algorithms based on feedback from the environment [11].

The challenges of data management in production machine learning are
multifaceted. Experts at Google highlight the importance of robust processes for
analyzing, validating, and transforming data fed into ML systems emphasizing
the constraints imposed at different stages of the model’s lifecycle [12]. They
published another study that discusses challenges related to data understanding,
validation, cleaning, and preparation in large-scale machine-learning systems
[13]. Bhowmik et. al [14] also highlight the need for AI research to focus on
the data-centric approach alongside the model-centric approach, exploring and
developing methodologies for improving data quality, consistency, labeling, and
performance auditing and investigating the impact of data-centric approaches
on improving the accuracy and performance of ML models.

While research in the broader context of data management and artificial
intelligence is abundant, there exists a paucity of studies focusing specifically
on the best practices tailored to mitigate the data management challenges.
Similarly, strategies for implementing efficient data management practices
within the constraints of embedded systems architecture are limited. Further-
more, implementation strategies for overcoming evolving data quality problems,
such as incorporating machine learning algorithms to dynamically adjust data
processing techniques are relatively unexplored. Thus, the exploration of data
management challenges and corresponding strategies tailored to the context
of AI-enhanced embedded systems represents a fertile area for research and
innovation.

Mitigation strategies in the context of data management challenges for AI-
enhanced embedded systems involve implementing solutions or best practices to
prevent or reduce the impact of these challenges. One such approach is DataOps,
which is a methodology that combines data engineering, data integration, and
data quality processes to improve the flow of data between data sources and data
consumers. By implementing DataOps practices, organizations can streamline
data management processes, ensure data quality, and enhance collaboration
between data engineers, data scientists, and other stakeholders involved in the
data pipeline.

Implementation strategies, on the other hand, refer to the ability of data
pipelines to dynamically adjust to changing conditions, requirements, or con-
straints. In the context of AI-enhanced embedded systems, implementation
strategies involve designing data pipelines that can efficiently handle evolving
data sources, changing model requirements, and dynamic system conditions.
This may include incorporating techniques such as automated fault-tolerance
to ensure that the data pipeline can adapt to new challenges and requirements
as they arise.
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This thesis analyzes best practices and implementation strategies that are
essential for alleviating data management challenges in AI-enhanced embedded
systems. Best practices such as DataOps and data pipelines can help organiza-
tions proactively address data quality issues, streamline data processes, and
improve collaboration among data stakeholders. On the other hand, imple-
mentation approaches discussed in the thesis ensure that data pipelines remain
flexible and responsive to changing requirements, enabling organizations to
effectively manage dynamic data sources, evolving model needs, and shifting
system conditions. By adopting practices for mitigating data management
challenges and implementing approaches for improved data management, or-
ganizations can enhance the efficiency, reliability, and effectiveness of their data
management processes in the context of AI-enhanced embedded systems.

The thesis was conducted in the context of the Software Center and emphas-
ized the empirical nature of the research by conducting collaborative studies
with industry partners to address specific challenges faced by them. Through
close collaboration with four different companies globally, the research focused
on real-world problems relevant to the industry partners. The included and
related publications were a result of discussions with these industrial partners,
highlighting the practical and empirical approach taken in the research process.

The remainder of this thesis is structured as follows: Chapter 2 provides
a background review of the main concepts utilized throughout this thesis.
In Chapter 3, the objectives of this thesis, the research questions, and an
overview of the different research strategies and data analysis methods used
in the included publications are presented. Chapter 4 discusses each included
publication, providing a summary of its main contributions and how they
relate to publications produced in this thesis. Chapters 5 to 14 contain the
included publications. Chapter 15 discusses the proposed objectives and
research questions in light of the included publications. Finally, Chapter
16 concludes this thesis and discusses potential research directions for data
management in AI-enhanced embedded systems.
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Chapter 2

Background

Data management serves as a cornerstone that shapes the development, train-
ing, and deployment of AI models. Particularly in the context of embedded
systems, where AI plays a pivotal role in driving technological innovations,
the effective management of data is crucial to ensure the reliability, ethical
compliance, and positive impact of AI models on decision-making processes.
This thesis studies data management challenges, data management practices,
and implementation approaches for improved data management specifically
for AI-enhanced embedded systems. It caters to a diverse audience, including
AI researchers, developers, industry professionals, and stakeholders seeking to
deepen their understanding of the intricate interplay between data management
and AI in embedded systems. This section provides a review of contemporary
literature relevant to better understand the remainder of the thesis.

2.1 Rise of Data Complexity

The exponential growth of data volume, variety, and velocity in modern organiz-
ations, often referred to as the three Vs of big data (Volume, Variety, Velocity),
presents both opportunities and challenges for businesses across industries [15].
There are several challenges posed by managing and extracting value from
large and diverse datasets.

2.1.1 Data Volume:

The sheer volume of data generated and collected by organizations is increasing
exponentially, with data being produced at an unprecedented rate. Managing
and storing massive amounts of data can quickly become overwhelming, lead-
ing to issues related to scalability, storage costs, and data redundancy [16].
Traditional data management systems struggle to efficiently process and ana-
lyze large volumes of data within acceptable time frames, hindering real-time
decision-making and insights generation. Extracting valuable insights from
vast datasets requires advanced analytics tools and techniques that can handle
big data processing efficiently and effectively [16].

5
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2.1.2 Data Variety:

Data in modern organizations comes in various formats, including structured
data from databases, unstructured data from social media, text, images, videos,
and semi-structured data like log files [17]. Managing diverse data types
can be complex and challenging. Integrating and harmonizing disparate data
sources to derive meaningful insights and maintain data quality poses chal-
lenges related to data governance, data integration, and data quality assurance
[18] [17]. Traditional data processing methods may not be equipped to handle
the diversity of data formats and sources, leading to siloed data and missed
opportunities for holistic analysis.

2.1.3 Data Velocity:

Data is being generated and updated at an unprecedented speed, requiring
organizations to process and analyze data in near real-time to extract timely
insights and respond to dynamic business needs. Managing high-velocity data
streams, such as IoT sensor data, financial transactions, or social media feeds,
poses challenges in terms of data ingestion, processing speed, and ensuring
data freshness [19] [20]. Traditional batch processing approaches may not be
suitable for handling high-velocity data streams, necessitating the adoption of
real-time data processing solutions like stream processing frameworks [21].

In conclusion, the exponential growth of data volume, variety, and velo-
city in modern organizations presents significant challenges in terms of data
management, processing, and deriving value from large and diverse datasets.
To address these challenges effectively, organizations need to invest in scalable
infrastructure, advanced analytics capabilities, data integration technologies,
and agile data processing frameworks that can handle the complexities of big
data and enable actionable insights for informed decision-making.

2.2 Synergy between Data and Artificial Intel-
ligence

AI’s ability to work well with data analytics is the main reason for data
being an integral part of AI. AI algorithms like machine learning and deep
learning are capable of mining every small detail from the input data and
those inputs are used to generate new rules to fulfill its function [22]. Data
and AI are merging into a synergistic relationship, where AI is useless without
data and data is insurmountable without AI. Big Data will continue to grow
larger as AI becomes a viable option for automating more activities, and AI
will become a bigger field as more data is available for learning and analysis.
Moreover, business decisions are based on big data that previously were based
on guesswork or painstakingly constructed models of reality [23]. The sheer
volume and variety of data consumed by modern analytical pipelines have
greatly strengthened the connections between data integration and machine
learning [24]. Data management systems are increasingly using AI models like
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machine learning to automate parts of data life cycle tasks. Examples include
data cataloging and inferring the schema of raw data [25]. Data analytics drives
nearly every aspect of our modern society, including mobile services, retail
manufacturing, financial services, life sciences, and physical sciences [23]. In
most industries, established competitors and new entrants alike will leverage
data-driven strategies to innovate, compete, and capture value from deep and
up to real-time information [26]. However, in the current scenario organizations
struggle with collecting, integrating, and managing the data. AI will not solve
these data issues, rather it will only make them more noticeable.

2.3 AI-enhanced Embedded Systems

Currently, considerable transitions are ongoing in the embedded systems in-
dustry, i.e. markets becoming more fast-changing and unpredictable, customer
requirements becoming increasingly complex, rapidly advancing technologies,
and the constant need to shorten the time-to-market of new products [27].
Moreover, while the ability to manufacture high-quality mechanical subsystems
remains perilous, it is no longer the key identifier and what makes a company
competitive. During the last decade, along with electronics and software, AI
has been introduced into many products, and embedded systems companies are
becoming increasingly AI-driven [28]. AI/ML is becoming a horizontal techno-
logy: its application is expanding to more domains. Embedded Systems are
also increasingly integrating AI into applications for performance improvement
[29] [30]. Applications that involve both “traditional” software and Artificial
Intelligence components are referred to as AI-enhanced Embedded Systems
throughout this thesis. For instance, an embedded system that uses sensors
to monitor things like temperature and vibration. Such a system should be
able to detect anomalies in the early stages of things starting to go wrong,
make predictions about future events, and alert its human supervisors as to
what’s going on. Here, AI is not the key component that controls the whole
system, but it is used to enhance the performance of the entire system. Since
AI-enhanced embedded systems rely heavily on software, it is expected that
Software Engineering methods and tools can help. However, the development
differs from the development of “traditional” software systems in a few sub-
stantial aspects. Hence, traditional SE methods and tools are not sufficient by
themselves and need to be adapted and extended. AI-enhanced applications
and AI-intensive applications are very common in the online domain. However,
in the Embedded System domain mechanical subsystems, electronics, and
software are integral parts of embedded systems. Consequently, the developers
won’t be experts in AI application development, which in turn makes integ-
ration of AI components difficult. Moreover, the data will be generated by
both software and AI components. Thus, volume, velocity, and variety of data
increase and should be managed accordingly to reap maximum benefits from
the data.
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2.4 Data management for AI-enhanced Embed-
ded Systems

Data management is an administrative process that includes acquiring, validat-
ing, storing, protecting, and processing required data to ensure the accessibility,
reliability, and timeliness of the data [31]. Inappropriate treatment of data
leads to data becoming corrupt, unusable, or completely useless. Companies
trying to become data-driven are increasingly collecting and storing data from
all possible sources. However, such companies need to understand that simply
collecting data is not enough instead there is the need to understand from
the start that data management and data analytics will be successful only
after putting some insights into how to gain value from the collected raw
data [22]. Efficient systems for processing, storing, and validating data, as well
as effective analysis strategies, are required beyond data collection. Each step
of data collection and management must lead towards acquiring the right data
and analyzing it to get the actionable intelligence that is required to make
data-driven decisions [32]. Managing the data is the first step towards handling
the large volume of data, both structured and unstructured, online and offline,
that floods daily. Data management best practices enable organizations to
harness the full power of the data and gain the insights needed to make the
data useful [33].

When designing artificial intelligence solutions, practitioners spend a signi-
ficant amount of time focusing on aspects such as the nature of the problem,
selection of learning algorithms, etc. However, little attention is often provided
to the data on which the AI solution operates. As it turns out, the charac-
teristics of the data are one of the absolute key elements that determine the
right models for an AI solution. One possible reason for this indifference is
that significant research has been done on data management practices over
years. However, data required for AI models need to undergo substantial
pre-processing before feeding it to the models. Moreover, the volume, variety,
velocity, and veracity of data are increasing daily which acts as a compelling
reason for the development of data management practices specifically for AI
models.

2.5 Demand for Agile Data Operations and Ad-
option of DataOps Principles

The exponential growth of digital data from various sources such as sensors
and devices has led to challenges in analyzing and deriving useful insights from
this vast amount of information. Traditional approaches to data management
struggle to keep up with the high velocity of data and the demands of real-
time analytics, resulting in poor data quality and compromised trust in the
data [34]. Companies are increasingly focusing on storing and processing large
volumes of data to not only process it but also to derive accurate and timely
conclusions [35]. To address these challenges, a systematic approach similar
to Software Development Life Cycle (SDLC) is needed for the development of
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data products, taking into account the unique characteristics of big data and
the available infrastructures, tools, and development models.

In response to the need for more agile and efficient data management
practices, the principles of Agile Development have been applied to analytics
development. By adopting an agile philosophy, data teams can share results
more frequently, gather stakeholder feedback, and use that feedback to validate
and evolve the analytics development towards an agreeable end-state [36]. This
iterative and collaborative approach helps in dealing with the experimental
nature of analytics development, where detailed requirements cannot always be
predefined with complete confidence. By fostering a continuous feedback loop
and adapting to evolving requirements, agile practices in analytics development
aim to enhance the quality and relevance of the results generated.

Moreover, the emergence of DataOps as a new and independent approach
to data analytics has gained traction in the industry. DataOps encompasses
a set of practices aimed at bringing speed and agility to end-to-end data
pipeline processes, from data collection to delivery [37]. By introducing Agile
Development principles into data analytics, DataOps promotes collaboration
and innovation within data teams, enabling more efficient and effective work
processes. DataOps focuses on automating, orchestrating, and monitoring the
flow of data through operations, with an emphasis on the value pipeline and
the innovation pipeline. The value pipeline processes data to create insights or
value, while the innovation pipeline introduces new insights or value into the
data flow, akin to the DevOps framework [38].

In conclusion, the demand for agile data operations and the adoption of
DataOps principles stems from the need to address the challenges posed by the
exponential growth of data and the requirements for real-time analytics. By
integrating agile methodologies and DataOps practices into data management
processes, organizations can enhance their ability to derive valuable insights
from data, improve data quality, and adapt more effectively to changing business
requirements.

2.6 Ensuring Reliability in Data Pipelines

The management of data is best captured using its data pipeline. A data
pipeline is a set of tools and activities for moving data from one system with
its method of data storage and processing to another system in which it can
be stored and managed differently. Moreover, pipelines allow for automatically
getting data from many disparate sources, then transforming and consolidating
it in one high-performing data storage [39]. Data Pipelines are a chain of
activities that are connected, where each activity represents an atomic data
task. Developing data pipelines enables the automation of most of the tasks in
the data lifecycle. A data pipeline can be a simple process of data extraction and
loading, or, it can be designed to handle data in a more advanced manner, such
as training datasets for machine learning. Data pipelines are highly beneficial
as they can process data in multiple formats from distributed data sources with
minimal human intervention, accelerate data life cycle activities, and enhance
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productivity in data-driven enterprises [40]. Data pipelines enable traceability,
and fault-tolerance, and reduce human errors through maximizing automation,
thereby producing high-quality data [41]. However, a powerful argument
against constructing a data pipeline is the cost of building and maintaining
it, in terms of time, money, morale, and lost opportunities. Building a data
pipeline demands specialized skills, time, and extensive experience in data
engineering. Data pipeline construction is a task for which most data scientists
have limited aptitude, interest, or training. Approximately 80% of an average
data scientist’s time is spent constructing data pipelines [42]. An alternate
option is to buy a ready-made data pipeline from external vendors. As the use
cases, organization culture, the expertise of the employees, etc. varies from one
company to another, it is always better to design a tailor-made data pipeline
that can meet the requirements of the company. Automated data pipelines
allow simple and flexible integrations, pipeline transparency, and automated
workflows and processes to support even the most aggressive data management
plans, thereby delivering flexibility, scale, and cost-effectiveness.

Ensuring data pipeline reliability is critical for mission-critical applications
in modern organizations, as any disruption or failure in the data processing
workflow can have significant repercussions on business operations and decision-
making processes. Reliable data pipelines ensure the continuous flow of data
from source to destination without interruptions or delays [43] [44]. This is
crucial for maintaining up-to-date information for decision-making processes.
Further, they guarantee data consistency and accuracy throughout the pro-
cessing stages, preventing data discrepancies and ensuring the integrity of
analytical results [44]. Data pipelines also enable the timely delivery of
insights and reports to stakeholders, supporting agile decision-making and
operational efficiency. Pipeline failures can disrupt critical business operations,
leading to delays in reporting, decision-making, and customer service delivery.
In mission-critical applications, pipeline failures can result in financial losses
due to missed opportunities, inaccurate insights, or operational inefficiencies.
Persistent pipeline failures can tarnish the organization’s reputation, eroding
trust among customers, partners, and stakeholders [45]. Therefore, we need
reliable data pipelines to ensure that decision-makers have access to accurate
and timely data, enabling them to make informed decisions based on trust-
worthy insights. To increase the reliability of data pipelines, there is a need
to improve operational efficiency by reducing manual intervention, minimizing
downtime, and optimizing data processing workflows. Reliable data pipelines
can also enhance business agility by enabling quick recovery from failures and
adapting to changing data processing requirements [46].

In summary, the criticality of ensuring data pipeline reliability in mission-
critical applications cannot be overstated, as the impact of pipeline failures can
be detrimental to business operations, decision-making processes, and overall
organizational performance. By prioritizing reliability and fault tolerance in
data pipeline design and implementation, organizations can mitigate risks,
ensure data integrity, and maintain operational continuity.



Chapter 3

Research Approach

In this chapter, we present the three main research objectives that contribute
to the aim of this thesis, the particular research questions for the objective,
and the research strategies and methods employed in the included publications.

3.1 Objectives

Each objective presented in this chapter provides clarity on the scope and
purpose of this research. Fig. 3.1 illustrates the overarching aim of the study,
and the mapping between the research objectives and the included publications.

Figure 3.1: Research Overview
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3.1.1 Objective 1: Identify the data management chal-
lenges

The first objective of this research was to identify the data management
challenges throughout the data life cycle phases, enabling researchers to develop
targeted solutions that address the specific needs and complexities of each stage
of the data management process.

Identifying the data management challenges is foundational for our research,
as it forms the initial step towards understanding the complexities of data
management for AI-enhanced Embedded Systems. By gaining insights into
these challenges, the study focuses on finding existing solutions, prevention
strategies to address them, and the limitations of the solutions. Also, a
comprehensive understanding of these challenges is vital for evaluating the
current state of data management practices within AI-enhanced embedded
systems. Moreover, the identification of data management challenges provides
valuable insights for the data stakeholders so that resources can be allocated
wisely to improve data management. Therefore, this objective is the foundation
for the subsequent stages of the research, guiding the exploration and analysis of
data management practices and implementation approaches aimed at improving
data management in AI-enhanced embedded systems.

For this objective, the following research questions are studied in the
included publication:

• RQ1: What are the data management challenges, limitations of existing
solutions, and open research problems in the field?

– RQ 1.1. What are the data management challenges experienced in
industry?

– RQ1.2. What are the inherent limitations of current solutions
proposed to address the data management challenges?

– RQ1.3. What persists as unresolved challenges in the field of data
management?

This thesis investigates the challenges related to data management, solutions,
and limitations in paper A discussed in Chapter 5.

3.1.2 Objective 2: Explore the data management prac-
tices that can alleviate data management challenges

The second objective entails analyzing the role and impact of DataOps and data
pipeline management in revolutionizing data management practices, thereby
paving the way for more agile, efficient, and resilient data ecosystems in AI-
enhanced embedded systems. Data management challenges underscore the
need for innovative approaches that can enhance the efficiency, reliability, and
agility of data management practices. By delving into the details of these
practices, the study aims to explain the practices, benefits, and implications of
their application in the AI-enhanced Embedded Systems domain.



3.1. OBJECTIVES 13

This thesis explores the role of DataOps in Chapter 6, analyzes the role of
ML on the need for new data management practices in Chapter 7, discusses the
challenges and opportunities in Chapter 8, and identifies the maturity stages of
data pipelines in Chapter 9. For this objective, the following research questions
and sub-questions are discussed in the included publications:

• RQ2: How can DataOps and Data pipelines alleviate the data manage-
ment challenges in the context of AI-enhanced Embedded Systems?

– RQ2.1. What specific contributions does the implementation of
DataOps make to address and enhance data management practices,
within the context of AI-enhanced embedded systems?

– RQ2.2. How does the implementation of data pipelines contribute
to addressing data management challenges, particularly within the
context of AI-enhanced embedded systems?

– RQ2.3. What role do bidirectional data pipelines play in enhancing
data management practices, particularly within the domain of AI-
enhanced embedded systems?

3.1.3 Objective 3: Investigate the implementation ap-
proaches for improved data management

The third objective of our study is to explore the design and implementation of
fault-tolerant data pipelines, focusing on identifying the essential components
required for building robust, automated, and traceable end-to-end data pipelines
in AI-enhanced Embedded Systems for improved data management. The study
also seeks to investigate strategies for implementing fault tolerance in data
pipelines and automating fault recovery mechanisms using artificial intelligence
(AI).

The investigation of fault-tolerant data pipeline design and automation is
significant for data management for several reasons. Firstly, by understanding
the essential components and strategies for building fault-tolerant data pipelines,
organizations can ensure the reliability and integrity of their data processing
workflows, reducing the risk of data loss or inconsistencies due to failures.
Moreover, the implementation of fault tolerance mechanisms and automation
in data pipelines can lead to increased operational efficiency and reduced
downtime, ultimately improving the overall data management processes. By
automating fault recovery using AI, organizations can proactively address issues
and minimize the impact of failures, enabling smoother and more reliable data
processing operations. This research has the potential to provide valuable
insights and best practices for designing resilient data pipelines, ultimately
contributing to enhanced data management practices in organizations.

This thesis explores the designing of fault-tolerant data pipelines in Chapter
10, discusses the implementation of fault tolerance in Data Pipelines in Chapter
11, and automation of fault recovery using AI in Chapter 12. For this objective,
the following research questions and sub-questions are studied in the included
publications:
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• RQ3: How to design and implement fault-tolerant data pipelines?

– RQ3.1. What are the components required for data pipelines?

– RQ3.2. How to implement fault tolerance in data pipelines?

These objectives collectively guide the research process and structure the
subsequent chapters of the thesis. Through systematic exploration and analysis,
this study aims to fulfill each objective, thereby addressing the broader research
aim comprehensively. Fig. 3.2 shows the RQs and sub-RQs discussed in the
thesis.

Figure 3.2: Research Questions

To achieve these objectives presented in the previous section, this thesis
utilizes a range of different research methods, such as systematic literature
reviews, multi-vocal literature reviews, multiple case studies, and empirical
evaluations in collaboration with multiple companies. In the next sections,
we provide an overview of these methods and their collaborations with the
industry.

3.2 Research Context

The research conducted for this thesis was carried out in collaboration with
Software Center 1, an initiative promoting research projects in close partnership
with both industry and academia. The vision of the Software Center is to
accelerate the digitalization of the European software-intensive industry. This
industry collaboration focuses on advancing practices beyond traditional agile
methods to encompass DevOps, A/B experimentation, and the integration of
artificial intelligence in software development. With a focus on making use of

1https://www.example.com/software-center

https://www.example.com/software-center
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the resources, expertise, and collaborative networks facilitated by the Software
Center, all three objectives of this thesis were positioned within its framework.
It is noteworthy that all resulting publications from this research have involved
collaboration with companies affiliated with Software Center. This highlights
the critical role of industry-academia collaboration in shaping the research
agenda, methodology, and outcomes to address real-world challenges. By col-
laborating with 17 companies and 5 universities as strategic partners, Software
Center provides a platform for collaboration and knowledge exchange. The
Software Center operates with a sprint model that allows for frequent validation
opportunities. In these sprints, teams work on short, focused development
cycles to deliver incremental improvements and innovations. This model en-
ables real collaboration among stakeholders, including researchers, industry
partners, and other contributors, to drive continuous learning and improvement.
Through this unique collaboration, participants engage in hands-on activities,
share knowledge, and work closely together to address industry challenges and
drive digital innovation. Selected embedded system companies specializing in
Artificial Intelligence, particularly machine learning/deep learning, participated
in the research, based on their domain expertise and maturity in AI adoption.
To maintain confidentiality, participating companies remain anonymous due to
the nature of the research, which often addresses technology limitations and
development pitfalls.

In our research methodology, we engaged both primary and secondary case
companies to ensure a comprehensive understanding of the data management
challenges and practices in AI-enhanced embedded systems.

Primary case companies refer to those directly involved in the research
collaboration, actively participating in data collection, validation, and solution
development processes. These companies are typically industry partners col-
laborating with researchers to address specific challenges. Their involvement is
deep and hands-on, providing firsthand insights, access to real-world data, and
validation opportunities. The primary case companies play a crucial role in
shaping the research agenda, guiding the direction of the study, and co-creating
solutions.

Secondary case companies, on the other hand, are not directly involved in
the research collaboration but serve as valuable sources of information and
comparison. These companies may have similar characteristics or face similar
challenges to the primary case companies but are not actively engaged in the
research process. Instead, their data, practices, or experiences are analyzed
and compared with those of the primary case companies to enrich the research
findings and provide broader insights into the industry landscape.

The distinction between primary and secondary cases aligns with estab-
lished research methods, such as case study research. Case study methodology
emphasizes the in-depth investigation of real-life phenomena within their con-
text, with primary cases representing the main focus of inquiry and secondary
cases providing additional context and comparative analysis. By employing
both primary and secondary cases in our research, we ensure a comprehensive
understanding of data management challenges and practices in AI-enhanced
embedded systems, enriched by diverse perspectives and insights from multiple



16 CHAPTER 3. RESEARCH APPROACH

sources.

3.2.1 Primary case companies

Companies A, B, C, D, E, and F are marked as primary case companies as
they actively participated in this research by allowing collaboration through in-
terviews, workshops, interactive sessions, weekly meetings, and action research.

Company A is a developer of an artificial intelligence platform designed to
make the production of commercially viable AI applications swift, methodical,
and scalable. The company’s platform enables their clients ranging from
startups to large-scale enterprises to pursue the benefits of integrating AI into
their systems.

Company B is a multinational company within the telecommunication
industry that distributes easy-to-use, adaptable, and scalable services that
enable connectivity.

Company C is from the automobile domain manufacturing their cars and
does analytics based on the data from multiple manufacturing units, delivery
units, and repair centers for identifying poor-performing models.

Company D focuses on automotive engineering and depends on Company C
which does modular development, advanced virtual engineering, and software
development for them.

Company E is within the manufacturing domain having more than 19,000
employees and they manufacture and market pumps. They have standards in
terms of innovation, efficiency, reliability, and sustainability.

Company F is a manufacturer of network-based solutions in the areas of
physical security and video surveillance. The company is active in many market
segments, including transport, infrastructure, trade, banking, education, state
and municipality, and industry.

3.2.2 Secondary case companies

Companies G to M also contributed to the research through cross-company
workshops. The reflections from the informants from these companies have
helped in confirming the identified challenges and validity of the solution.

Company G works as a sales engagement platform that primarily enables and
optimizes communication between sales representatives and potential prospects.
Sales communication occurs in natural language via different communication
channels, including emails.

Company H is a multinational technology company that develops, manu-
factures, licenses supports, and sells computer software, personal computers,
consumer electronics, and services.

The company I is a global software company that develops both software
and hardware solutions for home consumers.

Company J is a multinational automotive manufacturer and supplier of
transport solutions. As the company’s products are continuously growing in
complexity and software size, the company is looking for strategies to prioritize
its R&D effort and deliver more value to its customers.
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Company K is a global car manufacturer that uses AI for building autonom-
ous drive technology.

Company L is a global automotive manufacturer that collects and analyzes
large amounts of data from vehicles and hundreds of thousands of connected
vehicles to develop increasingly more intelligent computer models that can
identify patterns hidden from human view and capabilities.

Company M is a manufacturer of power tools, industrial and construction
technology, and packaging technology. They apply big data and machine
learning to their products and services to create AI solutions that are safe,
robust, and explainable.

Company N is a multinational packaging industry that manufactures ma-
chines and materials for disposable packaging for milk, juice, and other liquid
foods.

3.3 Research Approach

Qualitative research methodologies offer a robust and comprehensive approach
to understanding the multifaceted challenges and opportunities encountered by
both practitioners and organizations [47]. It enables researchers to capture
the diverse perspectives, needs, and priorities of stakeholders involved in data
management initiatives. By conducting semi-structured interviews and collab-
orative workshops with industry practitioners, we investigated stakeholders’
perceptions, challenges, and desires related to data management, facilitating the
identification of solutions that align with stakeholders’ interests and objectives
[48]. Further, it allows for a deep exploration of the organizational contexts
within which data management practices operate and allows us to gain insights
into the organizational structures, cultures, policies, and practices that shape
data management strategies and decisions.

Empirical evidence corroborates the utility of qualitative research in identi-
fying best practices, emerging trends, and challenges in data management
within industry settings [49]. Through qualitative data analysis techniques
such as thematic coding and content analysis, researchers can derive insights
from industry experiences, highlighting successful strategies, common problems,
and areas for improvement in data management practices. Further, it fosters
collaboration between researchers and industry partners in addressing real-
world data management challenges [50]. By engaging company stakeholders as
active participants in the research process, researchers can design models, tools,
or frameworks that are tailored to industry needs and preferences, ensuring
the relevance and applicability of research outcomes in practical settings.

In summary, qualitative research allows us to explore organizational contexts,
understand stakeholder perspectives, identify best practices and challenges,
design and implement solutions, and contribute to organizational success in
the dynamic and evolving field of software engineering.

The principal advantage of using qualitative research methods is that they
force the researcher to delve into the complexity of the problem rather than
abstract it away [49]. Empirical data is the information that is collected
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utilizing the senses, particularly by observation and documentation of patterns
and behavior through experimentation to answer the research question [49].
Both data collection and data analysis can be qualitative as well as quantitative
[51]. The qualitative data collection process entails the generation of massive
amounts of data [52]. The audio- or video-recording data collection method is
followed by the transcription before the data analysis [51].

3.3.1 Case Study

A case study serves as a comprehensive examination of a specific instance or a
limited number of instances of a phenomenon, delving deep into the intricacies
of the subject [53]. The primary objective of conducting a case study is to
analyze contemporary phenomena within their authentic real-world setting,
particularly when the boundaries between the phenomenon and its context
are blurred or intricate [54]. This research method offers several advantages,
including the ability to collect and analyze data within the context of the
phenomenon, the integration of both qualitative and quantitative data for
analysis, and the capacity to capture the complexities of real-life situations,
enabling a more profound investigation of the phenomenon.

Despite its strengths, case studies also come with certain limitations, such
as potential issues related to rigor, challenges in data analysis, and limitations
in making generalizations based on findings and conclusions [55]. Research
strategies within case studies are typically categorized as exploratory, descript-
ive, explanatory, and improvement-oriented, depending on the research purpose.
While case studies were initially employed for exploratory purposes, they
have since been utilized for descriptive, improvement-focused, and explanatory
research objectives as well [56].

In addressing exploratory research questions, the case study approach
proves to be particularly suitable. Similarly, for descriptive research inquiries,
a case study may be a viable option if sacrificing the representativeness of
a sampling-based study can lead to a more realistic depiction of the subject.
On the other hand, when representativeness is paramount, a survey method
might be a more appropriate choice. Explanatory research questions can also
be explored through case studies, although the evidence provided is not a
statistically significant quantitative analysis of a representative sample, but
rather a qualitative understanding of how phenomena operate within their
specific context. For research purposes focused on improvement, the action
research strategy emerges as a natural choice, often considered a variant of
case study research [56].

In our study, we opted for an exploratory case study to uncover the challenges
associated with data management practices in a real-world company setting.
This approach allowed us to intricately capture the complexities involved in
data management within the context of an Embedded system company scenario,
providing valuable insights for our research endeavor.
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3.3.2 Action Research

Action research can be seen as one alternative to intensify the conducting of
important experimental studies with results of great value while investigating
Software Engineering practices in depth [57]. It focuses on making direct
interventions or actions in real-world settings to understand and improve
practices. The Action Research approach typically means that researchers
engage with a company over time and during a process. Problem owners
are an inevitable part of action research since they share their skills, domain
knowledge, and experiences [58] [59]. The main objective of action research
in software engineering is to simultaneously solve a real-world problem and
explore the experiences and results of problem-solving [60]. We chose the
action research method for this study as the participatory aspect of it allowed
us to systematically determine, and define the problem with data management
practices, and make a solution proposal in the context of an investigation.
Moreover, it allowed us to actively participate in further steps of applying
the solution in real-time, which is termed as action [58] [59]. The action
research process cycle consists of five stages namely (1) diagnosis, (2) action
planning and designing, (3) action taking, (4) evaluation, and (5) specifying
learning [58] [59]. Action research is advantageous as it has the potential to
deliver robust and practical knowledge to a wide community of management
and organization scholars [61].

Some key characteristics of action research are:

• Collaboration: Action research involves collaboration between research-
ers and practitioners in the host organization. This collaborative approach
helps in addressing real-world problems and implementing practical solu-
tions.

• Iterative Process: Action research is a cyclic process where researchers
diagnose a problem, plan and implement interventions, collect and analyze
data, and reflect on the outcomes. This iterative nature allows for
continuous improvement and learning.

• Participatory Approach: Action research emphasizes the active par-
ticipation of all stakeholders, including researchers, practitioners, and
organizational members. This participatory approach ensures that the
research is relevant and meaningful to the host organization.

• Focus on Improvement: The primary goal of action research is to
improve existing practices, processes, and outcomes within the host
organization. By implementing interventions and studying their effects,
action researchers aim to bring about positive change.

• Flexibility: Action research offers flexibility in design and implement-
ation, allowing researchers to adapt their approach based on feedback
and changing circumstances. This adaptability is crucial in complex and
dynamic organizational environments.
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The action research provides a systematic approach to addressing complex
problems, generating actionable insights, and fostering collaboration between
academia and industry [62]. By involving stakeholders in the research process,
action research helps build trust, promote learning, and drive sustainable
change within organizations [62]. Additionally, action research can lead to
the development of practical solutions, tools, and methods that have a direct
impact on improving processes and practices.

We used a combination of case studies and action research as it offered a
powerful methodological approach for investigating the challenges, solutions,
and implementation strategies related to data management, DataOps, and data
pipelines for AI-enhanced embedded systems. With this approach, we not only
generated new knowledge and insights but also translated them into actionable
recommendations that drove positive change within organizations. Action
research and case studies can complement each other in research projects.
Action research benefits from the detailed insights and rich data provided
by case studies, while case studies benefit from the practical interventions
and iterative approach of action research [63]. By combining elements of
both methodologies, researchers can gain a deeper understanding of real-world
phenomena [64]. Action research can inform the design and focus of case
studies, while case studies can provide valuable input for the interventions
and actions taken in action research projects [62]. Using both action research
and case studies in a research project can lead to a more comprehensive and
holistic understanding of complex issues in software engineering. The synergy
between the two methodologies helps researchers address research questions
from multiple perspectives and generate valuable insights for both academia
and industry.

In summary, while action research emphasizes intervention and change
within organizations, case studies offer detailed and contextualized analyses
of specific cases. The synergy between these two methodologies can enhance
research outcomes and contribute to a more comprehensive understanding of
software engineering practices and challenges.

3.4 Research Techniques

The research techniques are used to gather empirical data necessary to ana-
lyze the actions in real-world industrial settings [65]. Research techniques
such as semi-structured interviews, and literature reviews are appropriate for
practical situations in which a fuller understanding of behavior, the meanings
and contexts of events, and the influence of values on choices are useful for
researchers.

3.4.1 Systematic literature review

A systematic literature review (SLR) is a rigorous and methodical approach in
software engineering research that plays a crucial role in synthesizing existing
literature to identify solutions to specific problems, such as data management.
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SLRs ensure the reliability and validity of review findings, reducing bias and
providing credible insights into current research trends and gaps in the literature
by using predefined search criteria, systematic screening processes, and rigorous
data extraction methods [66]. The systematic nature of SLRs allows researchers
to comprehensively analyze a wide range of studies, identify common themes,
and draw meaningful conclusions that can inform both academic research
and industry practices. Furthermore, conducting an SLR helps researchers
establish a strong foundation of knowledge on a particular topic, enabling them
to build upon existing research and contribute new insights to the field of
software engineering. By synthesizing diverse sources of information, SLRs
enable researchers to identify best practices, emerging trends, and areas where
further research is needed, thus guiding the development of innovative solutions
and approaches in software engineering [67]. The findings of an SLR not
only contribute to academic discourse but also have practical implications for
software engineers, project managers, and other stakeholders in the software
development process, empowering them to make informed decisions based
on evidence-based insights. In this way, systematic literature reviews serve
as a cornerstone of evidence-based practice in software engineering, driving
advancements in the field and facilitating informed decision-making at both
the research and practical levels.

3.4.2 Interviews

In interview-based data collection, the researcher asks a series of questions to a
set of subjects about the areas of interest in the case study. Data collection
through interviews is important in case studies [68]. The dialogue between
the researcher and the subject(s) is guided by a set of interview questions.
The interview questions are based on the topic of interest in the case study.
That is, the interview questions are based on the formulated research question.
The questions can be asked either to a group (focus group interviews) or to
individual practitioners. Questions that allow and invite a broad range of
answers and issues from the interviewed subject are called open-ended, while
closed offer a limited set of alternative answers. Interviews can be divided
into unstructured, semi-structured, and fully structured interviews [69]. In
an unstructured interview, the interview questions are formulated as general
concerns and interests of the researcher. In this case, the interview conversation
will develop based on the interest of the subject and the researcher, whereas in a
fully structured interview, all questions are planned and all questions are asked
in the same order as in the plan. In many ways, a fully structured interview
is similar to a questionnaire-based survey. In a semi-structured interview,
questions are planned, but they are not necessarily asked in the same order as
they are listed. We chose semi-structured interviews as they are helpful in the
means of data collection because of two primary considerations. First, they are
well suited for the exploration of the perceptions and opinions of respondents
regarding data management issues and enable probing for more information
and clarification of answers. Second, the opportunities for face-to-face contact
with a researcher stimulate interest in the project and establish a sense of
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rapport between respondents and the researchers [70].

3.4.3 Observation

Observation is the conscious noticing and detailed examination of participants’
behavior in a naturalistic setting [71]. Observations can be conducted to
investigate how a certain task is conducted by practitioners. There are many
different approaches to observation. One approach is to monitor a group of
practitioners with a video recorder and later on, analyze the recording, for
example, through protocol analysis [72] [73]. Another alternative is to apply a
“think aloud” protocol, where the researcher is repeatedly asking questions like
“What is your strategy?” and “What are you thinking?” to remind the subjects
to think aloud. Observations in meetings are another type, where meeting
attendants interact with each other and thus generate information about the
studied object. An alternative approach is where a tool for sampling is used
to obtain data and feedback from the participants [74]. While experiencing
what is going on in a research site, researchers need to observe this and
make detailed notes, called field notes, about the people, the concepts they
discuss, and the interactions that occur [71]. Participant observation was
performed, and field notes were taken during the action research. Observation
as a data collection method can be structured or unstructured. In structured or
systematic observation, data collection is conducted using specific variables and
according to a pre-defined schedule. Unstructured observation, on the other
hand, is conducted in an open and free manner in the sense that there would be
no pre-determined variables or objectives [56]. The unstructured observation
was used in this research as the observation mainly happened during the weekly
stand-up meetings, pair programming, and weekly presentation of results.

3.4.4 Multi-vocal literature review

The multi-vocal literature review is used to explore and summarize existing
evidence concerning a particular topic [67] [75] [76] and to identify gaps and
limitations of existing practices. A Multivocal Literature Review (MLR) is
a form of a Systematic Literature Review (SLR) [77] which includes the
grey literature (e.g., blog posts, videos, and white papers) in addition to the
published (formal) literature (e.g., journal and conference papers) [75]. MLRs
are useful for both researchers and practitioners, since they provide summaries
of both the state-of-the-art and –practice in a given area. Grey literature by
the practitioners was ignored tagging them as ”unscientific” while practitioner
interviews are done and reported by researchers have, for long, been considered
as academic evidence in empirical software engineering. MLR is developed
to lift such a double standard by allowing rigorously conducted analysis of
practitioners’ writings to enter the scientific literature [75].

We employed systematic literature review, semi-structured interviews, ob-
servation, and multi-vocal literature reviews as research techniques. For the
first objective of this research, we did a systematic literature review to identify
the solutions for the data management challenges we identified through semi-
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structured interviews. For the second objective, we wanted to collect empirical
evidence about the challenges associated with existing data management prac-
tices from the practitioners. We chose semi-structured interviews as it allows
informants the freedom to express their views on their terms. Moreover, semi-
structured interviews allow us to gather in-depth, comparable, and reliable
empirical data. One of the data management practices we identified was relat-
ively new, and there was not much peer-reviewed literature that discussed it.
Therefore, we chose a multi-vocal literature review to frame a definition for
that particular data management practice. We used unstructured observation
as a research technique, as we were allowed to attend the weekly team meetings
and other discussions. Thus, notes were taken during the weekly stand-up
meetings, pair programming, and weekly presentation of results.

3.5 Data Analysis

Qualitative research yields mainly unstructured text-based data. These textual
data could be interview transcripts, observation notes, diary entries, or medical
records. In some cases, qualitative data can also include a pictorial display,
audio or video clips (e.g. audio and visual recordings of patients, radiology
film, and surgery videos), or other multimedia materials. Therefore, the
data analysis methods should be a dynamic, intuitive, and creative process of
inductive reasoning, thinking, and theorizing.

3.5.1 Qualitative Data Analysis

Data analysis in qualitative research is defined as the process of systematic-
ally searching and arranging the interview transcripts, observation notes, or
other non-textual materials that the researcher accumulates to increase the
understanding of the phenomenon [78]. The process of analyzing qualitative
data predominantly involves coding or categorizing the data. Coding merely in-
volves subdividing a huge amount of raw information or data and subsequently
assigning them into categories [79]. Thematic coding using the NVivo tool and
open coding are the two types of coding used in this licentiate thesis. Thematic
coding is a type of qualitative data analysis that finds themes in the text by
analyzing the meaning of words and sentence structure. As NVivo is a thematic
analysis software that helps you automate the data coding process, there was
no need to set up themes or categories in advance [80]. Open coding is a
manual coding technique that starts from scratch and creates codes based on
the qualitative data itself. Codes are manually created in such a way that it
covers the entire transcript. These codes are then applied to the remaining
transcripts and necessary adjustments are made so that the codes apply to all
transcripts in the study [81].
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3.6 Threats to Validity

This section discusses threats to validity regarding how our research questions
were answered.

3.6.1 Construct Validity

Construct Validity includes two components: the measure should be exhaustive,
and the measure should be selective in that it only covers aspects of the target
theoretical construct. To ensure construct validity, a few cases were excluded
from the results, as some interviewers did not have a proper understanding of
the discussed concepts. As a result of the screening process, our study has some
limitations with several interviews. However, this limitation can be counted
as an opportunity for further inquiry in future works. To reduce researcher
bias, the interviews were conducted by a minimum of two researchers. Further,
before the interviews, we developed the semi-structured interview guide and
distributed it among the interviewees. A short description of the topic to
explore is sent to the interviewees before the interview. During the interview,
we again explained the topic of the study as an introduction. We rephrased the
question whenever the response became off-topic, or asked them to elaborate
when we received ambiguous answers. Further, while analyzing the transcripts
if there is any confusion or lack of clarity, we contacted the interviewees to
resolve this problem.

3.6.2 Internal Validity

Internal validity is defined as the degree to which the observed outcome
represents the truth in the population we are studying and, thus, is not due
to methodological errors [58]. The results of this thesis could potentially be
affected by this threat since the results and strategies associated with RQ2
and RQ3 were developed in the company context. As the researcher only
had limited access to the descriptions of the strategies, it is not possible to
investigate if other factors were more influential to the final result than the
proposed strategies. To minimize internal validity threats, one of the co-authors,
who has in-depth knowledge about the data processed in the company, was
asked to validate the findings. Further, the findings were validated through
the steering committee at the respective companies.

3.6.3 External Validity

The presented work is derived from the cases studied with different teams
in the domains of manufacturing, automobile, and telecommunication. Some
parts of the work can be seen in parts of the company differently. All the
terminologies used in the companies are normalized and the implementation
details are explained with the necessary level of abstraction [82]. We do not
claim that the opportunities and challenges will be the same for industries from
different disciplines.



Chapter 4

Contributions of this thesis

This chapter describes how the included and the related publications are
connected and contribute to a broader understanding of data management in
AI-enhanced Embedded Systems. First, we provide a general overview of the
research projects conducted in this doctoral study (that are connected to the
objectives of this thesis). Second, we provide a summary of the study, the
research method, and the main results of each included publication. Finally,
we provide a summary of the related publications that are not included in this
thesis. Fig 4.1 shows the relationship between the included papers (A, B, C, D,
E, F, G, H, I, and J) and the objectives/research questions.

4.1 General Overview

Objective 1: Identify the data management challenges

The first objective was initially investigated from the academic perspective,
with literature reviews and evaluations based on the results in papers K and
L. These first results led us to a case study in collaboration with six industry
partners. By systematically analyzing the data management process throughout
the data lifecycle in the context of deep learning, we identified challenges at
each stage. Mapping these challenges to specific data life-cycle stages provided
a structured understanding of the complexities involved. We conducted a
comprehensive review of existing literature on data management to identify
solutions. By synthesizing and analyzing these solutions, we gained insights into
effective strategies and approaches for addressing data management challenges.
Then we examined existing solutions from other domains and compared them
with the unique requirements and characteristics of deep learning tasks to
analyze why these solutions are not sufficient to address the data management
challenges specific to deep learning. We classified data management challenges
based on the availability of solutions to provide insights into the current state
of research and practice in the field. The study is detailed in paper A. This
classification can be used for prioritization and allocation of resources towards
addressing the most significant challenges where solutions are inadequate.

25
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Figure 4.1: Relationship between the papers and the research questions

Objective 2: Explore the data management practices that can allevi-
ate data management challenges

While the first objective consisted of the identification of challenges, through
cross-company workshops we validated whether these challenges were recognized
by the experts from the companies in the Software Center, which are mainly in
the embedded systems domain. Then we did a case study(Paper B) to identify
the principles, methodologies, and tools associated with DataOps, which laid
the foundation for exploring its applicability in alleviating data management
challenges. We studied the evolution of data analytic teams’ infrastructure and
processes towards DataOps and identified trends, patterns, and best practices
that contribute to more efficient and effective data management. We developed
a stairway model to depict the stages of evolution towards DataOps to help
companies assess their current maturity level and identify areas for improvement
which serves as a roadmap for organizations to progress towards more advanced
data management practices, overcoming challenges encountered at each stage.

From the results of the study in Paper B, we realized the importance of
data pipelines and therefore conducted a follow-up case study with multiple
companies and identified the opportunities of having a dedicated data pipeline
as well as the key challenges associated with data pipeline management. This
analysis provides a rationale for investing resources in optimizing data pipeline
infrastructure to enhance data management capabilities. We developed a
taxonomy of data pipeline challenges including infrastructural, organizational,
and technical(Paper C) so that organizations can identify the root causes of
data pipeline inefficiencies and develop targeted strategies for improvement.
We also identified the determinants used to evaluate the maturity of data
pipelines and designed a data pipeline maturity assessment model (Paper D)
that serves as a diagnostic tool for identifying areas of strength and areas
requiring improvement in data pipeline management practices. Further, we
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wanted to assess the role of ML (Paper E)in shaping modern data management
practices for which we did action research and categorized data pipelines into
four types based on the criticality of the application and purpose to provide
a structured framework for understanding the diversity of data management
practices. We also did a comprehensive analysis of the determinants shaping
data management practices to identify key factors influencing the development
and deployment of data pipelines.

During a cross-functional workshop, practitioners mentioned bidirectional
data pipelines, so we did a study to identify the key differences between uni-
directional and bidirectional data pipelines, and we also outlined a roadmap
for smooth migration from unidirectional to bidirectional data pipelines. Com-
paring unidirectional and bidirectional data pipelines and highlighting their
respective advantages and disadvantages (Paper F) is highly relevant to data
management, as it helps organizations understand the trade-offs and benefits as-
sociated with each approach. We also discussed the significance of bidirectional
data pipelines and their importance in facilitating real-time data exchange and
enabling more dynamic data management processes.

Objective 3: Investigate the implementation approaches for improved
data management

The Third objective draws on the insights from the second objective to develop
more effective implementation approaches. By aligning with proven data man-
agement practices, this objective can ensure that its implementation approaches
are practical, efficient, and aligned with industry standards. We conducted a
case study to understand the challenges associated with data management using
existing data pipelines and developed a conceptual model(Paper G) that offers
a structured framework for building data pipelines, especially for applications
like machine learning/deep learning models. This model incorporates automatic
monitoring, fault detection, mitigation, and alarming techniques, enhancing
data management by ensuring robustness and reliability. We validated the
conceptual model through another case study with leading companies from
various domains (manufacturing, telecommunication, and automobile) to add
credibility and practical applicability to the proposed model. As a follow-up
study, we did action research to improve the reliability of data management
practices like data pipelines. For this, we identified typical faults in data
pipelines and mitigation strategies adopted by practitioners for fault tolerance.
By addressing common faults proactively, the impact of pipeline failures can be
minimized, thus improving data management reliability. We also proposed a
fault-tolerant data pipeline model (Paper I) capable of automatically detecting
and mitigating common faults, contributing to improved data management.
As an upgraded version of the above model in Paper H, we introduced an AI-
powered 4-stage model for automated fault recovery in data pipelines (Paper J).
We also validated the proposed fault recovery model using industrial datasets,
demonstrating its effectiveness and applicability in real-world scenarios. It not
only provides empirical evidence of the model’s performance and reliability but
also bolsters confidence in its adoption for improved data management.
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4.2 Included publications

4.2.1 Paper A: Data management for production quality
deep learning models: Challenges and solutions

4.2.1.1 Summary of the Paper

The paper discusses the challenges encountered in data management for deep
learning models in real-world industrial settings. Through a multi-case study
and a systematic literature review, the authors identified data management
challenges across various phases of the data lifecycle. Challenges such as
lack of labeled data, data granularity, shortage of diverse data samples, data
sharing and tracking methods, and data storage compliance with GDPR were
highlighted. The study also classified these challenges based on the data
lifecycle phase in which they occur and provided insights into the implications
and empirical basis of each challenge.

4.2.1.2 Research Method

The research employed a three-step approach consisting of an interpretative
multi-case study, a systematic literature review, and a validation study. The
interpretive multi-case study involved interviews with experts working on
deep learning systems across different domains to identify data management
challenges. A systematic literature review was then conducted to identify
potential solutions for the challenges. Finally, a validation study was conducted
with the same experts to validate the solutions identified in the literature.

4.2.1.3 Main Results

The main results of the study include the identification of key data management
challenges faced by practitioners developing deep learning systems. These
challenges were categorized based on the data lifecycle phase in which they
occur, providing a comprehensive understanding of the issues encountered. The
study also highlighted the solutions proposed in the literature for addressing
these challenges, along with their limitations and applicability in practical
settings. Overall, the research contributes to the ongoing discussion on data
management challenges in deep learning models and provides insights for future
research directions in this field.

4.2.2 Paper B: From Ad-Hoc Data Analytics to DataOps

4.2.2.1 Summary of the Paper

The paper discusses the evolution of data analytics processes from ad-hoc
methods to DataOps, which aims to automate and optimize data collection,
validation, and verification processes. It provides insights from a case study at
Ericsson on how multiple data analytic teams evolved their infrastructure and
processes towards DataOps. The paper also presents a stairway model showing
the different stages of evolution in data strategy.
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4.2.2.2 Research Method

The research methodology adopted for the study includes a Multivocal Liter-
ature Review to gather insights on DataOps, interviews with experts in the
field, and an interpretive single-case study at Ericsson. The study focused
on defining DataOps, analyzing the evolution of data analytic processes, and
identifying challenges and requirements at each stage.

4.2.2.3 Main Results

DataOps is defined as an approach that accelerates the delivery of high-quality
results by automating and orchestrating the data lifecycle stages. It incorporates
best practices from Agile software engineering and DevOps for efficient analytics
governance. Further, the study identified five stages in the evolution of data
strategy, from ad-hoc data analysis to fully implemented DataOps. Each stage
represents a progression in data collection, processing, and automation towards
optimizing the end-to-end data analytic lifecycle. Furthermore, the research
highlighted challenges such as organizational restructuring, lack of skilled teams,
and data silos in implementing DataOps. The study emphasized the need for
continuous testing, monitoring, automation, collaboration, and orchestration
in the data analytics process to achieve the goals of DataOps.

4.2.3 Paper C: Data Pipeline Management in Practice:
Challenges and Opportunities

4.2.3.1 Summary of the Paper

The paper explores the challenges and opportunities of implementing and
managing data pipelines in real-world settings. It discusses the importance
of data pipelines in data-driven organizations, the challenges faced in their
implementation, and the benefits they bring in terms of automating data-related
activities. The research includes a qualitative multiple-case study with three
companies in the telecommunication and automobile domains to identify key
challenges and benefits associated with data pipeline management.

4.2.3.2 Research Method

The research methodology adopted for conducting the study involved a qualitat-
ive approach through a case study. Data was collected through interviews and
meetings with representatives from the companies. The study aimed to answer
the research question on practical opportunities and challenges associated with
the implementation and maintenance of data pipelines at the industry level.

4.2.3.3 Main Results

The main results of the study included the identification of challenges in data
pipeline management, such as data quality issues, infrastructure challenges, and
organizational barriers. The study also highlighted the benefits of data pipelines
in terms of data accessibility, time and effort savings, improved traceability,
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and standardized data workflow. The research emphasized the importance of
data pipelines in supporting DataOps culture within organizations. Challenges
and opportunities in integrating new data sources, scalability, infrastructure
complexity, data quality, and operational errors in data pipelines were discussed.

4.2.4 Paper D: Impact of ML Use Cases on Industrial
Data Pipelines

4.2.4.1 Summary of the Paper

The paper explores the impact of Machine Learning (ML) use cases on industrial
data pipelines by analyzing six data pipelines from different companies. It
addresses the importance of data quality, data preprocessing, data storage
requirements, data pipeline elements, performance efficiency, and continuous
monitoring for both ML-influenced and non-ML data pipelines. The study
categorizes the use cases based on criticality and purpose, identifying ML use
cases as having a significant impact on data pipelines.

4.2.4.2 Research Method

The research methodology employed a multiple-case study approach involving
interviews, observation, and document analysis to study the six data pipelines.
Data were collected through semi-structured interviews and weekly meetings
with company representatives. The data collected was analyzed, categorized,
and validated through follow-up meetings and feedback from diverse teams
within the companies. Guidelines for conducting interviews and focus groups
in a virtual setting were followed to ensure the validity and reliability of the
study.

4.2.4.3 Main Results

The main results of the study indicate that ML use cases and high-criticality
non-ML use cases demand more sophisticated data pipelines compared to low-
criticality non-ML use cases. Determinants such as big data requirements, data
preprocessing efforts, data quality standards, data storage needs, data pipeline
elements, performance efficiency, and continuous monitoring play crucial roles
in assessing the impact of ML use cases on data pipelines. The study emphasizes
the significance of continuous monitoring, fault detection, and mitigation for
ensuring the smooth operation of data pipelines serving ML models.

4.2.5 Paper E: Maturity Assessment Model for Indus-
trial Data Pipelines

4.2.5.1 Summary of the paper

The paper discusses the importance of data pipelines in data-driven organiz-
ations and the challenges faced in assessing and enhancing the maturity of
data pipelines. It introduces a maturity assessment model for evaluating the
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maturity of data pipelines in a staged manner from level 1 to level 5. The
research focuses on developing the maturity assessment model based on five
determinants and aims to help organizations assess their current data pipeline
maturity, identify challenges, and provide recommendations for improvement.

4.2.5.2 Research Method

The research methodology involved conducting multiple qualitative case studies
with organizational units of industrial enterprises. Semi-structured interviews
were conducted with practitioners working on data pipelines to identify de-
terminants for assessing the maturity of data pipelines. The research followed
a structured approach to develop the maturity assessment model based on
empirical data from the case studies.

4.2.5.3 Main results

The main results of the research include the development of a staged matur-
ity assessment model for data pipelines based on five determinants: security,
scalability, resiliency, robustness, and dependability. The findings show the
evolution stages of data pipelines from level 1 to level 5, with each level repres-
enting a different maturity stage. Practical challenges and recommendations
for improving data pipeline maturity were also identified based on the case
study findings.

4.2.6 Paper F: Bidirectional Data Pipelines: An Indus-
trial Case Study

4.2.6.1 Summary of the paper

The paper delves into the role and importance of bidirectional data pipelines in
modern data-driven environments, focusing on the differences between unidirec-
tional and bidirectional data pipelines. Through a qualitative multiple-case
study approach, the research explores the benefits, challenges, and consid-
erations essential for transitioning from unidirectional to bidirectional data
pipelines. The study highlights the significance of bidirectional data pipelines in
enhancing data consistency, improving workflow efficiency, facilitating real-time
data synchronization, and facilitating seamless integration of disparate systems.

4.2.6.2 Research Method

The research methodology employed a qualitative approach centered around a
multiple-interpretive case study with professionals from a multinational tele-
communications vendor. Data collection involved semi-structured interviews,
analysis of meeting notes, documentation, and presentations. Thematic coding
using NVivo was used for data analysis, following a six-phase thematic ana-
lysis process. The study design and data collection were guided by software
engineering case study guidelines to ensure a systematic and comprehensive
exploration of bidirectional data pipelines within industrial contexts.
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4.2.6.3 Main Results

The study identified key distinctions between two unidirectional data pipelines
without a shared data transmission channel and bidirectional data pipelines.
It highlighted challenges such as conflict resolution, data consistency, latency,
and security concerns associated with bidirectional data pipelines. The paper
emphasized the significance of bidirectional data pipelines in enhancing data
consistency, improving workflow efficiency, facilitating real-time data synchron-
ization, and enabling seamless integration of disparate systems. Additionally,
the study underscored the role of bidirectional data pipelines in accelerating
decision-making, facilitating data-driven strategies, and ensuring real-time data
synchronization for informed decision-making in organizations.

4.2.7 Paper G: Modelling Data Pipelines

4.2.7.1 Summary of the paper

The paper discusses the importance and challenges of data pipelines in managing
and processing data efficiently. It highlights the need for automation and fault
detection in data pipelines to address the complexities involved in handling
high-quality data from various sources. The research focuses on proposing a
conceptual model of an end-to-end data pipeline that can be used as a standard
language for communication between different data teams, enabling automation
of monitoring and mitigation processes.

4.2.7.2 Research Method

The study adopts an exploratory case study approach to understand the chal-
lenges faced by practitioners in managing data and existing data pipelines.
Qualitative data is collected through interviews and meetings with industry
professionals from multiple companies in different domains. The research
methodology involves formulating research questions, developing a conceptual
model, and conducting validation studies internally within the telecommunica-
tion company and externally with two manufacturing companies. The study
aims to validate the proposed conceptual model of the data pipeline through
feedback and discussions with industry experts.

4.2.7.3 Main Results

The conceptual model of the data pipeline is validated through interviews
with industry professionals, leading to agreements on the necessity of standard
pipeline models and the automation of monitoring processes. The study identi-
fies challenges in data management that can be partially or completely solved
by implementing the proposed data pipeline model. While some challenges like
data availability and data dependencies can be completely solved, others such
as unreliable data pipelines and low storage capacity may require further en-
hancements. The research highlights the potential of fault-tolerant, automated,
and traceable data pipelines in addressing data management challenges faced
by data-driven companies.
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4.2.8 Paper H: On the Trade-off between Robustness
and Complexity in Data Pipelines

4.2.8.1 Summary of the Paper

The paper discusses the trade-off between the robustness and complexity of
data pipelines in the context of data management processes such as data
analytics and machine learning. It highlights the importance of ensuring robust
data pipelines to maintain data quality and reliability. The study identifies
essential components for robust data pipelines and analyzes the balance between
robustness and complexity in order to optimize data pipeline performance.

4.2.8.2 Research Methodology

The study utilizes a multi-case study approach with an interpretive methodo-
logy to explore and understand real-world cases of data pipelines in various
organizations. Data collection methods include semi-structured interviews and
weekly meetings with experts from three case companies. The data analysis
involves identifying stages of data pipelines, main purposes, similarities, and
differences between use cases, and developing themes from interview transcripts
to understand common components.

4.2.8.3 Main Results

The research findings demonstrate the crucial need for robust data pipelines
to ensure high-quality data products in data-driven organizations. The study
introduces a conceptual model for robust data pipelines, emphasizing the
inclusion of connector capabilities such as fault detection, mitigation strategies,
and authentication mechanisms. It highlights the challenges of balancing
robustness and complexity in data pipelines and emphasizes the importance of
prioritizing robustness to maintain data quality and reliability.

4.2.9 Paper I: Towards Automated Detection of Data
Pipeline Faults

4.2.9.1 Summary of the paper

The paper discusses the importance of maintaining fault-tolerant and self-
healing data pipelines in the context of large software-intensive organizations.
It emphasizes the need for automated fault detection mechanisms and mitigation
strategies to ensure the smooth flow of data and reduce the impact of faults at
various stages of the data pipeline. The study explores real-world data pipelines
in two companies, identifies common faults at different steps, and proposes
corresponding mitigation strategies to improve data pipeline reliability and
performance.
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4.2.9.2 Research Method

The study employs an action research approach to investigate four data pipelines
used in two companies. Through close collaboration with practitioners, the
researchers explore the faults encountered during the development and main-
tenance of data pipelines. Conceptual modeling of fault-tolerant data pipelines
is presented, focusing on automated fault detection and mitigation strategies
at different stages. The researchers conduct weekly meetings, workshops, and
discussions with data scientists, software developers, and other stakeholders to
gather insights and feedback on the fault detection and mitigation mechanisms.

4.2.9.3 Main Results

The study identifies common faults such as data source failure, incompatible
ingestion methods, unexpected data, changes in data formats, and human errors
at various stages of the data pipeline. Mitigation strategies include sending
alarms, data validation, defining standard schemas, lossless data transformation,
and collaboration with subject-matter experts for accurate data interpretations.
The implementation of fault detection components and mitigation strategies
in a small slice of the data pipeline shows promising results in automating
the recovery process and improving data pipeline resilience. This research
contributes valuable insights for companies looking to enhance the reliability
and fault tolerance of their data pipelines.

4.2.10 Paper J: AI-Powered Fault Tolerance in Data
Pipelines

4.2.10.1 Summary of the Paper

The significance of preserving self-healing and fault-tolerant data pipelines
in the context of AI-enhanced embedded systems is covered in the paper. It
highlights how important automated fault detection systems and mitigation
techniques are, particularly in settings where data is constantly changing. A
four-stage model that can identify anomalies, pinpoint the fault, and suggest
mitigation techniques is presented in the study. Through action research
conducted at two companies, the 4-stage model is validated.

4.2.10.2 Research Method

To integrate AI-powered fault detection in data pipelines from two companies,
the study uses an action research methodology. The researchers investigate
the difficulties in locating errors in data pipelines through close collaboration
with practitioners, proving the necessity of AI-powered procedures for fault
detection and recovery. To get advice and comments on AI-powered fault
recovery in data pipelines, the researchers held conferences, workshops, and
talks with data scientists, software engineers, and other stakeholders.



4.2. INCLUDED PUBLICATIONS 35

4.2.10.3 Main Results

The AI-powered fault recovery in data pipelines is validated through interviews
with industry professionals, leading to agreements on the necessity of imple-
menting automated recovery of data pipelines. The study identifies challenges
in detecting fault detection in the data pipelines using conventional methods,
especially when the data is constantly evolving. While some familiar faults can
be completely solved, other faults need special treatment. The research high-
lights the potential of fault-tolerant, automated, and traceable data pipelines
in addressing data management challenges faced by data-driven companies.
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