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Abstract
The use of hydrocarbon based fuels and the high temperatures generated during combustion
processes are major sources of gaseous pollutants that are detrimental to human health
and the environment. Emission legislation is increasingly becoming stringent to mitigate
the harmful effects of emissions. Exhaust Aftertreatment systems are a group of catalytic
devices that convert these harmful emissions into products like carbon dioxide and nitrogen.
Space limitation in the exhaust line creates nonuniform flow in terms of flow through
bends and dead volumes. This limits the performance of the EATS. The flow from the
engine does not proceed uniformly to the EATS, creating a flow maldistribution at the
inlet of the EATS. Consequently, velocity, temperature, and concentrations at the exit
are influenced by the flow distribution at the inlet.

Accurate models that capture the spatial and temporal variations of the flow distribution
in EATS, specifically during cold start conditions and real driving emissions (RDE) tests,
are essential to comply with stringent emission standards. 1D and 3D-computational fluid
dynamics (3D-CFD) models are used to predict the conversion of species at the exit of
EATS. While 1D models are robust, they lack accuracy, whereas, 3D-CFD models offer
higher accuracy, but require significant computational resources. This study addresses
these challenges primarily through Computational Fluid Dynamics (CFD) simulations
and proposes a methodology for developing reduced-order models.

Firstly, characterizing and quantifying flow distribution in EATS under transient
conditions with realistic geometry is performed using non-reactive simulations. Flow
uniformity index is used to characterize the extent of variation of the flow parameters
in any catalyst plane. In addition to the uniformity index, contours and histograms are
employed to demonstrate the non-uniform flow field.

The effect of inlet pulsations on the mixed cup conversion at exit of catalyst is studied
using transient reactive simulations. Four transient inlet profiles, viz., constant flowrate,
sinusoidal, rectangular, and triangular pulse profiles, are chosen to describe the inlet
pulsations. The results show that the fluctuations and pulsations in the incoming flow to
a monolithic reactor in an aftertreatment system, affect both the transient response of
the reactor as well as its time-averaged performance. The method of specifying the inlet
boundary conditions also influences the solutions.

A methodology for developing a reduced-order model by combining physics-based
CFD solutions with multivariate data analysis methods is proposed. This method is
demonstrated by combining CFD solutions of transient reactive simulations on a diesel
oxidation catalyst with chemometric techniques. Performance evaluations validate the
efficacy of the multi-channel model over single-channel models. Computational efforts for
creating the multichannel model are comparable to single-channel models, when utilizing
available CFD data and coupling chemometrics analysis. This enables rigorous control
applications with improved accuracy. The methodology can be extended to real-world
emissions aftertreatment systems with complex geometries.



Further, predictions of species conversions in systems with flow maldistribution are
made by performing steady state reactive 3D-CFD simulations and mapping the same
with 1D-SCM. A pseudo-channel is envisaged that provides the same species conversion
as the 3D-CFD, by formulating an objective function, which is the difference of species
conversions of 3D-CFD and 1D-SCM. The error of the objective function is minimized by
iteratively varying the velocity that will provide the same conversion in a 1D-SCM. The
pseudo-channel model outputs agree closely with the CFD results in various steady-state
and transient test cases.

Detached eddy simulations were carried out under nonreactive conditions on the
geometry with bends to confirm the validity of RANS simulations, as RANS simulations
are computationally more effective than DES. Flow uniformity indices were of the same
order in both cases, however, DES showed fluctuations.

This thesis aims at developing reduced order models combining CFD simulations and
regression and chemometric techniques. It also highlights the limitations of a single
channel model in a realistic geometry case. The thesis also attempts to predict species
conversion of transient reactive simulations, from the solution of steady state reactive
simulations, as the former is computationally more expensive than the latter. The
developed pseudo-channel model and multi-channel model can be used for realtime
monitoring and control applications. These two methodologies require a computational
load comparable to that of 1D models. Validation of these models using EATS experiments
under transient conditions is recommended for future research.

Keywords: Exhaust AfterTreatment Systems, CFD Simulations, Flow maldistribution,
Transient, Uniformity index, Catalyst, Reactive flows, Single channel model, Multi-channel
model, Principal component Analysis, D-Optimal design, Weighted least squares,
Nonlinear least squares optimization
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1 Introduction
This chapter briefly reviews emissions from automobiles, the need for ’aftertreatment’, and
the operational characteristics of exhaust aftertreatment systems (EATS). The objectives
and contents of the thesis are presented in this chapter.

1.1 Background
The global surface temperature has increased by approximately 1.1 ◦ C above pre-industrial
levels (1850-1900) during the last decade, with a warming trend observed to be higher
over land (1.50◦C) compared to the ocean (approximately ∼ 0.88◦C) in the last decade [1].
This increase in surface temperature is predominantly attributed to human anthropogenic
activities, particularly the release of green house gases (GHG) such as carbon dioxide
(CO2), methane (CH4), nitrous oxide (N2O). A 54 % increase in GHG emissions equivalent
to 21 Gt CO2 was seen in 2019 as compared to the 1990 levels, and this trend is expected
to continue further. The primary contributor to this increase was the CO2 emissions from
the combustion of fossil fuels and industrial processes. In the same year, 79 % of the GHG
emissions originated from energy, industry, transport and building sectors combined, with
the remaining 21 % coming from agriculture, forestry and other land use changes [1].

The year 2023 has been a very warm year breaching the 1.5 ◦ C mark and ocean
temperatures have also reached record highs [2]. Global warming has triggered widespread
and rapid changes in the atmosphere, oceans, and biosphere, resulting in adverse impacts
on global weather patterns and climate extremes. Climate change has warmed the
atmosphere, ocean, and land, contributing to rising sea levels and an increased frequency
of extreme events such as heatwaves, heavy precipitation, droughts, and tropical cyclones
[1]. These changes have caused substantial damage and irreversible losses to ecosystems,
reduced food and water security, and hindered efforts to achieve sustainable development
goals (SDGs). Additionally, the rise in extreme heat events has led to human mortality
and morbidity, as well as the spread of climate-related diseases.

1.2 Emissions from automobiles and their effects
Internal combustion engines (ICE) have been popular until recent times due to their
compact and robust nature, as well as the range and applicability they offer. Despite
their many advantages, the emissions from ICEs are a cause of serious concern. The
use of fossil hydrocarbon fuels in automobiles releases gases like carbon dioxide (CO2),
carbon monoxide(CO), unburnt hydrocarbons HC, particulate matter (PM) and oxides
of nitrogen (NOx). CO and HC are formed due to incomplete combustion of the fuel
and imperfect mixing within the cylinder, whereas NOx is formed due to the reaction
between oxygen(O2) and nitrogen(N2) at high temperatures [3], consisting of nitric oxide
(NO), nitrogen dioxide (NO2), and small amounts of nitrous oxide (N2O), and other
species containing nitrogen and oxygen. These emissions are harmful to human life and
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environment. They are linked to several short- and long-term health effects, including
chronic obstructive pulmonary disease (COPD), cancer, wheezing, asthma, coughing,
allergic reactions, and cardiovascular diseases. Additionally, they impact the ecosystem
by affecting ambient air quality and influencing climate change [4].

1.3 Legislations

The California Air Resources Board (CARB) was set up in 1966 in California, pioneering
emissions standards and catalytic converter development. Other states and countries
subsequently adopted similar emission control legislation [5]. Setting up of CARB was a
result of severe air pollution and smog in the 1940s. Initially, the source of the smog was
attributed to gases from a butadiene plant. However, even after shutting down the plant,
the smog persisted. It was later discovered that automobile emissions were the primary
contributors to smog, leading to the formation of CARB.

The Euro emission standards, established by the European Union (EU), have undergone
significant evolution from Euro 1 to Euro 6 [6], aiming to reduce harmful pollutants
emitted by vehicles. Euro 1, introduced in 1992, mainly targeted carbon monoxide
(CO) and hydrocarbon (HC) emissions. Subsequent standards, such as Euro 2 and Euro
3, incorporated stricter limits on nitrogen oxides (NOx) and particulate matter (PM)
emissions, reflecting growing concerns over air quality and public health. Euro 4 introduced
emission limits for PM for light duty diesel vehicles, but the same was introduced in
Euro 5 for light duty gasoline cars. Thus, in Euro 5b, comprehensive emission standards
covering PM measurement, PN limits for diesel vehicles and low temperature emission
testing for flex fuels and bio fuels were specified [7]. Euro 6, the most stringent standard
to date, implemented tighter limits on NOx and PM emissions for both gasoline and
diesel vehicles, requiring advanced emission control technologies. Additionally, Euro 6
introduced on-board diagnostics (OBD) systems to monitor vehicle emissions in real-time.
Both steady-state testing and transient testing are employed to assess vehicle compliance
with Euro standards [7]. Steady-state testing involves running the vehicle under specific
conditions to measure emissions, while transient testing simulates real-world driving
scenarios to evaluate emissions during dynamic driving conditions, ensuring that vehicles
meet emission standards under various operating conditions. These testing methods aim
at better air quality and ensure that vehicles adhere to Euro standards. Similar norms
exist for heavy-duty vehicles too; the difference between the light-duty standards and
the heavy-duty standards is that the former is expressed as grams per kilometer run by
the vehicle, whereas the latter is expressed as grams per kilowatt-hour [8]. The emission
norms are specified in Roman numerals, such as Euro VI. In the forthcoming Euro 7
legislation, other types of emissions like non exhaust emissions (NEE) like particles from
brake wear and tyres and gaseous emissions like nitrous oxide(N2O), will also be regulated
[9]. Both heavy duty and light duty vehicles will be included in the same legislation [9].
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1.4 Composition of engine exhausts
The combustion of hydrocarbon based fuels or other fuel (H2) with air in the Internal
Combustion Engines (ICE) can be complete or incomplete. When hydrocarbon fuels are
used, CO is the product of incomplete combustion, whereas CO2 is formed under complete
combustion conditions. The large fuel molecule also produces small but significant amounts
of smaller hydrocarbons and PM. The composition of typical diesel engine exhaust and
gasoline engine exhaust is given in Table 1.1 [10]. Fuels may have trace amounts of
sulphur that produce sulphur oxides (SOx) in the exhaust. The emissions also depend on
the air-fuel ratio. The engine-out emissions require to be converted to CO2 and water.
Oxides of nitrogen that are formed in the combustion process have to be reduced to N2.
To achieve these products, catalytic converters are used [11]. Other possible options to
reduce emissions are by modification of the engine design, use of exhaust gas recirculation
(EGR) and use of alternate fuels and lubricating oils [12].

Table 1.1: Emissions from Diesel and Petrol Engines [10].

Mode Range of Component Units
Diesel petrol

CO2 7 10 %
CO 10 − 15 0.5 %
H2O 1.4 − 7 10 %
CO 300 − 1200 5000 ppm
NOx 350 − 1000 900 ppm
HC 50 − 330 350 ppm
H2 100 − 400 1700 ppm

SOx 10 − 100 ppm
PM 65 mg/m3

N2 Remaining Remaining %

1.5 Driving conditions
A vehicle can be driven under carefully controlled laboratory environment, for example,
on a chassis dynamometer, or on-road. The emissions are then measured using portable
emission measurement systems (PEMS) [13]. Three driving conditions are important
from an emissions point of view. The first of these is coldstart driving, which occurs
when the vehicle is started from rest. During coldstart, emissions are highest, as the
catalyst is yet to light-off. The plot of species conversion as a function of temperature is
termed the light-off curve. The engine exhaust warms up the EATS during operation; the
time required depends on the thermal inertia. The second, real driving emissions (RDE)
cover a wide variety of driving conditions and measuring the associated emissions using
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PEMS. This procedure depends on the driving cycle adopted and is carried out to bring
down the gap between the third category, ’laboratory condition emissions’ and actual
on-road driving condition emissions. Under Euro VI (d), the vehicle must comply with
the emission legislation under cold start and RDE [7].

1.6 Exhaust aftertreatment systems
To comply with the legislation norms, emissions from the engine should be treated. This
is achieved through catalytic reactions, as the energy barrier for a catalyzed reaction is
much smaller than that of its uncatalyzed counterpart. One or more catalytic devices
are used to treat engine-out emissions, often referred to as the exhaust treatment system.
To suit the nature of diesel exhaust, which is rich in NOx and PM, the aftertreatment
system consists of one or more of the following in series: Diesel Oxidation Catalyst (DOC),
Diesel Particulate Filter (DPF), Selective Catalytic Reduction Unit (SCR), and Ammonia
Slip Catalyst (ASC). The sequence of exhaust aftertreatment systems for a petrol engine
would be either a Three-Way Catalytic converter (TWC), Gasoline Particulate Filter
(GPF), oxidation catalyst and NOx adsorber catalysts [14].

The transport processes that occur in catalytic converters are very complex and span
different timescales [15]. Various measurements are essential for understanding and
optimizing their performance, including velocity, temperature, and species concentrations.
These measurements provide valuable insight into the flow dynamics, heat transfer, and
chemical reactions that occur within the converter. However, obtaining measurements
under transient conditions presents challenges due to limitations in instrument sensitivity
and the speed at which these measurements can be taken relative to the transient timescale
of the system.

Modeling allows for the exploration of a wide range of scenarios that may be challenging
or impractical to investigate experimentally, thereby facilitating the optimization of
catalytic converter design and operation. Furthermore, simulations can aid in predicting
and understanding the impact of transient phenomena such as flow maldistribution and
fluctuations, which are crucial for enhancing converter efficiency and meeting stringent
emission regulations. Depending on the complexity and dimensions considered in modeling,
the popular models are 1D models and 3D-CFD models.

1D models are widely used for simulating catalytic converters due to their simplicity, but
accuracy diminishes in systems with flow maldistribution. Conversely, 3D computational
fluid dynamics (CFD) simulations offer a more detailed representation of flow dynamics,
including maldistribution effects, yet they come with significant computational costs.
This thesis aims to bridge this gap by developing reduced-order models that balances
computational efficiency with accuracy, thereby enabling more realistic simulations of
catalytic converter performance under transient conditions, that can be used for design
and control.

4



1.7 Objectives of the thesis
The objectives of this work are:

• To perform non-reactive simulations in order to quantify flow maldistribution in
terms of uniformity index.

• To evaluate the effect of spatio-temporal fluctuations at the catalyst inlet on the
time-averaged conversion at the catalyst outlet through reactive simulations.

• To develop a multi channel model by combining CFD solution and multi variate
data analysis (MVDA) methods and compare its performance over full 3D solution
and 1D solutions.

• To examine whether it is possible to predict species conversion accurately in systems
with flow maldistribution, under steady state and under transient conditions, using
steady state reactive 3D simulations at a lower computational effort.

1.8 Organization of the thesis
This thesis is organized as follows: firstly, a catalytic converter is introduced, and
subsequently, several important transport phenomena and the operation of a catalytic
converter are reviewed. This follows the discussion of the necessary theory to understand
flow maldistribution and the factors that influence it, as well as the literature available
for understanding it. An overview of modeling aspects of a catalytic converter is then
presented, including 1D and 3D-CFD models, as well as chemometric modeling. The
contents of the included papers are then summarized in the Chapter 4. Chapter 5 presents
the conclusions and future prospects of the work. Chapter 6 discusses the contribution of
this thesis to reduced order modeling of catalytic converters. Annexure gives details of
the experimental details.
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2 Background
The theoretical aspects of catalytic converter and flow maldistribution are presented in
this chapter.

2.1 Working of catalytic converter
The goal of an aftertreatment system is to convert components from the engine-out gases
to less harmful ones. The catalytic converter is a honeycomb monolith, as shown in
Figure 2.1. Monoliths are produced from porous materials such as cordierite, and have
numerous parallel channels. The walls of the channels are "washcoated" with precious
metals dispersed on the highly porous substrate. The washcoat offers a large active
surface for the catalytic reactions. The thickness of the washcoat varies from 10 µm to
150 µm [14]. The monolith is usually held in a metallic cage that serves to protect it from
fracture.

Figure 2.1: Commercial catalytic converter (diameter 12 cm and 16cm long)

The gases from engine travel through the catalytic converter.The cross section of
catalytic converters are larger than the connecting exhaust pipe, cones are provided with
smooth flow. The entry section has cones leading to the catalytic section. The hydraulic
diameters are very small, and hence the flow of the engine-out gases in these channels is
laminar and experiences small pressure drops. As they traverse the channels, they come
into contact with the catalytic walls, where catalytic reactions occur. The advantages of
using the monolith is multifold. Firstly, it offers a large surface-volume ratio. Secondly,
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the pressure drop experienced by the gas flow is small [16].

Monoliths are manufactured in various cross sections, viz., circular, square, hexagonal,
etc. They also have different sizes. Cells per square inch (CPSI) is a measure of the
cell density or the number of channels in the monolith. Cordierite, metal foams, alloys
are some of the materials of support for the monolith. The vibrations from the engine,
thermal gradients and flow surge affect the ceramic substrated monoliths.

2.2 Transport processes in a catalytic converter

Figure 2.2: Transport Processes in a catalytic converter.

Figure 2.2 shows the different transport processes that occur in a catalytic converter.
The transport processes that happen inside the monolithic catalytic converter are complex
and they span different timescales [15]. The channels provide an open structure facilitating
the flow of gases through the channel. Engine-out gases that have to be treated are
fed to the catalytic converter. These gases transfer momentum, mass and energy in
the channels. Reactants diffuse towards the inner channel wall, coated with a porous
structure (washcoat) supporting catalytic material, where surface reactions occur. Gas
phase reactions occur in bulk. The species move axially by convection and radially by
diffusion. The radial movement of species towards the wall allow the species to adsorb
onto the active catalytic sites, for surface reactions. Radicals, intermediates can also
react on the surface or in the gas phase. The products desorb and diffuse back to the
bulk flow. Temperature field inside the monolith is influenced by the heatS of reactions
of the homogeneous and heterogeneous chemical reactions[14]. Temporal and spatial
variation of the gases at the inlet can affect the temperature field across the monolith
and channel-to-channel variation.
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The performance of a catalytic converter is a function of temperature. The range of
temperatures upto which the performance (conversion) of the catalyst is maximum is
termed the catalyst window. The conversion of the reactants depends on the size of the
catalyst, active metal loading and the residence time of reactants in the catalyst [11].
This residence time is expressed as gas hourly space velocity (GHSV), which has units
of inverse of time (h−1). GHSV is defined as the ratio of volumetric flow at standard
conditions to the volume of the catalyst [17]. Another important characteristic of the
monolith is the light-off temperature. This is the temperature at which at least 50 % of
the reactants are converted.

Energy is transferred within the monolith and to the ambient. Heat is convected along
the axial direction by the gas flow through the monolithic channels. The solid walls are
heated by the hot gases and by the heat generated from the exothermic catalytic reaction,
which in turn exchange heat with the ambient and flowing gases. Catalytic converters
are usually insulated with multiple layers of insulation. Radiative heat transfer becomes
significant after light-off temperatures. Conduction is the energy transport in the solid
region, whereas convection is the transport in the fluid phase. Radiation is significant at
high temperatures.

Various physical phenomena affect the performance of catalytic converters, including
temperature variations, fluctuations in the composition and pressure of the combustion gas,
ageing and degradation of the catalyst, poisoning by contaminants, physical damage, and
vibrations. These factors can affect catalytic reactions, flow dynamics, and overall efficiency.
This thesis will comprehensively address the challenges posed by flow maldistribution,
fluctuations, and pulsations in engine exhaust. Additionally, it will focus on developing a
reduced-order model (ROM) that accurately captures the complex interactions within the
catalytic converter, considering the multitude of physical phenomena involved.

2.3 Flow distribution in catalytic converters
The flow to the catalytic converter from the engine is usually transient and has fluctuations.
As a result of space constraints in the vehicle design, complex flow patterns are introduced
in the manifold and at the catalytic converter inlet. These factors contribute to
non-uniform flow, resulting in flow distribution at the inlet of the catalytic converter.

2.3.1 Effects of flow maldistribution
The flow maldistribution is primarily occurs exhaust manifolds in the engine leading to
the inlet of the EATS. Flow maldistribution is important to be given attention due to the
following reasons [18]:

(i) Flow maldistributions leads to differences in flowrates within the catalytic converter.
1D-models have limited accuracy in representing flow maldistribution. 1D-models
assume all channels in the catalytic converters behave exactly similar in terms
of conversion and temperature. This assumption does not hold when there are
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differences in flow or when there is flow maldistribution. Differences in flowrates
introduces variable residence times in the channels. This manifests as varying
conversion in the channel. Analysis of flow maldistribution are explained in Paper I
and the definitions of uniformity index for different flow variables such as velocity
and temperature are discussed.

(ii) Certain regions of the catalyst experience lower flowrates, leading to non-uniform
utilization of catalyst.

(iii) Flow maldistribution also leads to temperature distribution in the monolith. Some
channels experience higher temperatures. The temperature distribution also affects
the light-off characteristics and conversion. It also affects attrition and ageing of
catalysts.

2.3.2 Factors affecting flow maldistribution
The activity of catalytic converters is directly linked to the temperature. The catalytic
converter attains its rated performance above its light-off temperature. This is achieved by
hot exhaust gases from the engine heating the catalytic converter. The two most common
placements for catalytic converters involve positioning them either near the engine-out
exhaust exit (referred to as close-coupled catalysts) or further downstream (known as
under-body catalytic converters). The placement of the catalytic converters significantly
influences the flow distribution at their inlet. Inlet and exit cones in catalytic converters
serve as mixing regions, with the cone angle designed to minimize flow separation, a
constraint driven by automotive design compactness (Figure 2.3). Holmgren et al [19]
demonstrated the impact of inlet cone design on flow uniformity. The inlet fluctuations
also affect the uniformity of flow to the monolith, altering the mass flow to the catalyst.
CFD simulations are also used in optimization of cone angles. Nonuniform rational
B-splines (NURBSs) have used to design and optimze the cone angles and improve flow
uniformity in diesel particulate filters, gasoline particulate filters [20, 21]. Experiments
and simulations are performed to design optimal cone connection shapes [21, 22] In a
classical monolith, there is no mass transfer between channels. Once flow maldistribution
sets in, improving distribution is challenging. A way to promote flow between channels is
by using periodic open cellular substrates (POCS) and hence improve flow distribution
[23].

Figure 2.3: Bends in a catalytic converter.
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2.4 Flow uniformity index
Flow uniformity index (UI) is used to quantify the nature of distribution of flow in a
catalytic converter. The UI is a dimensionless scalar, and is an averaged ratio that is
calculated at any plane in a catalytic converter. Exit plane of the monolith and exit of
the EATS are usually chosen to assess the uniformity of flow in terms of UI.

UI gives the deviation of a flow variable from the mean value of the flow variable. The
definition UI is given by the formula [24]:

γa = 1 − 1
2


n∑

i=1
| ϕi − ϕa |Ai

ϕa

n∑
i=1

Ai

 (2.1)

where

ϕa =

n∑
i=1

ϕiAi

n∑
i=1

Ai

(2.2)

where ϕi is the flow variable (velocity, temperature) in the face i, ϕa is the area-weighted
average of the flow variable, and Ai is the area of face i.

The range of UI values ranges from 0 to 1. The flow is considered to be very uniform
for values of UI closer to 1. A 20% relative deviation in the flow from the mean (term
within the brackets), will give a flow uniformity index of 0.9. UI is affected by the angle
of the inlet cones of the monolith, pulsations or fluctuations in the inlet velocity, inlet
conditions such as the velocity, temperature and concentration. It is noteworthy that a
difference of flow variable from the average value is used in the definition. The choice of
the definition of flow variable influences the value of UI. Several definitions are used by
researchers to express the UI [19, 25, 26]. Since the simulations in this work are carried
out in ANSYS Fluent, the definition followed in ANSYS Fluent is used in this work [24].

UI can be estimated by experimental techniques or by simulation. Measured value
of the flow variable is required, techniques like hot wire anemometry can provide the
velocity at a point. Thermocouples can be used to record temperature measurement. The
limitation of measurements is that the probe for measurement should not interfere with
the flow path or flow field. Non-destructive techniques like Particle Image Velocimetry
(PIV) or Laser Induced Fluorescence (LIF) can come handy in getting the distribution
at the inlet and/or exit in optically transparent rigs. UI can also be obtained through
simulations. To this end, solutions to the equations of momentum, energy, and species
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are required. The advantage of CFD is that the UI can be calculated at any plane of
interest in the monolith.

2.5 Modeling of catalytic converters

2.5.1 Single channel model (SCM)
1D models are the simplest mathematical description of a catalytic converter. One such
model is called the single channel model (SCM). Here, it is implicitly assumed that the
flow is evenly distributed among all channels and that there is no exchange of heat, mass,
or momentum between the channels. Under conditions where the flow distribution is
uniform and the heat exchange is negligible, each channel will exhibit similar behavior in
terms of reactive transport processes. This means that every channel experiences identical
flowrate, temperature, and concentration of species at the inlet. The species conversion is
then a function of residence time and the temperature and kinetics. Thus, one channel
is considered representative, and modeling this channel alone is sufficient to predict the
performance of the entire monolith [27]. The washcoat and channels operate on different
timescales and length scales due to variations in aspect ratio and nonuniform thickness of
the washcoat. To represent these transport processes that range such varying timescales
requires fine resolution. Energy and species transport are described by partial differential
equations (PDE) with specified inlet velocity and concentration of species.

2.5.2 3D-CFD models
3D-CFD modeling of catalytic converters offers a more detailed representation of flow
dynamics and chemical reactions compared to 1D-SCM. Advantages include the ability to
capture complex geometries and flow phenomena, such as flow maldistribution, coldstart
and RDE, which are crucial for accurate predictions of converter performance. Unlike
the 1D-SCM, radial heat transfer is accounted, which becomes important to be included
in realistic geometries with flow maldistribution. Additionally, 3D-CFD models can
provide insights into temperature and species concentration distributions throughout
the converter. However, 3D-CFD simulations are computationally expensive and require
significant computational resources and time, compared to their 1D counter parts

2.6 Existing literature and knowledge gap
Various modeling approaches have been employed to understand the transport processes
in catalytic converters and to predict the concentration of gases at the tail pipe. The
tailpipe gas concentration holds significant importance for two primary reasons: first, to
comply with emission regulations, and second, to enhance overall performance. Frequently,
a catalytic converter is succeeded by an additional emission control device, such as a
Selective Catalytic Reduction (SCR) system following a Diesel Oxidation Catalyst (DOC).
The DOC plays a crucial role in oxidizing NO to NO2, thereby improving the efficiency
of the SCR system [28]. While measuring tailpipe gas concentrations is feasible, transient

12



operations present challenges to accurate measurements. Consequently, there is a growing
necessity to predict tailpipe concentrations through numerical simulations, providing a
dependable method for predicting emissions across diverse operating conditions.

It is crucial for such simulations to incorporate a comprehensive mathematical model
that accurately represents the complex coupled physico-chemical processes in a catalytic
converter. To be effective, these simulations must meticulously consider the physical
design attributes and operating conditions typical of real-world systems. Mathematical
models range from simplistic one-dimensional (1D) representations to more complex
3D-CFD simulations. Each modeling approach offers unique advantages and limitations,
influencing its applicability for predictive modeling, optimization and control purposes.
The classification of modeling for these devices is based on assumptions regarding flow
distribution and the interactions of heat and mass within them. Solutions for these models
are obtained using 1D models and higher-dimensional models, each with their own set of
assumptions.This section presents the various modeling approaches in the literature.

Further, kinetic rate expressions play a crucial role in modeling the chemical reactions
occurring within catalytic converters. These expressions describe the rate at which
reactants are transformed into products on the catalyst surface. Two main types of rate
expression are commonly used: global rate expressions and microkinetic rate expressions.
Global rate expressions provide a simplified representation of the overall reaction kinetics,
typically assuming a single-step reaction mechanism with an empirically determined rate
constant. In contrast, microkinetic rate expressions offer a more detailed and mechanistic
description of the individual elementary steps involved in the reaction pathway. These
expressions account for factors such as adsorption, desorption, and surface reaction energies,
providing insights into the underlying molecular-level processes [29]. Understanding and
accurately parameterizing these kinetic rate expressions are essential for developing
predictive models of catalytic converter performance and optimizing catalyst design.

A distributed parameter 1D model of a catalytic converter is the heterogeneous model
[14], where a single channel is modeled by solving the energy balance and species
conservation equations. Taking Cig , Tg as the concentration of species i and the
temperature of the gas phase and Cis , Ts as the concentration of species i and temperature
of the solid phase, these two phases are connected by a film model using mass transfer and
heat transfer coefficients. This results in a system of differential algebraic equations (DAE).
Alternatively, the heterogeneous model can be simplified assuming that the concentration
of the species i and the temperature are identical in the wall and in the gas phase. This
requires an effectiveness factor to relate the inherent kinetics to the apparent kinetics.
This is termed as the pseudo homogeneous model.

Earliest works with the reference of SCM can be attributed to the works by Young
and Finlayson [30, 31] and Oh and Cavendish [32]. These works described 2D variations
in temperature field and the solution to convection diffusion reaction (CDR) model
respectively. Authors have used detailed kinetics and global kinetics to model reactions
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in catalytic converters [33–36]. Further improvements with modeling of the monolith
were attempted, viz., effectiveness factor to include the species diffusion in the washcoat
[37, 38], oxygen storage in 1D model [39], prediction of light-off curves using detailed
kinetics [33], or the use of 1D heterogeneous model with global kinetics [34], capturing
mass transfer effects on a 1+1D model [40–43], with internal mass transfer resistances
were incorporated in the SCM model by using effectiveness factor [37, 44–46], a model
that captures the washcoat geometry effects [47], the effects of upstream turbulence on
the heat and mass transfer effects in a single channel monolith [48]. To include heat and
mass transfer effects, correlations of Nusselt number and Sherwood number have been
used to relate the transport processes with the monolith wall and the interior [39, 49].

Weltens et al showed that 3D simulations are necessary to capture performance
characteristics in complex geometries with bends [50]. Mei et al. conducted a comparison
between experiments and simulations of the catalytic combustion of the methane-air
mixture in a monolithic reactor, revealing that the 3D model provided a closer match
to the experimental data compared to the single-channel model [51]. Similar findings
were reported by Kumar and Mazumder [52]. Some authors have modelled all channels
of the catalytic converter [53–55], and in some cases, an axisymmetric assumption was
utilized to reduce the computational load. A porous media approximation for the catalyst
can help reduce computational complexity [56], the pulsating inlet conditions of EATS
were simulated using 3D CFD with the assumption of porous media [57]. A multizone
permeability approach is also used to describe the catalytic part of the monolith [58].

Several works have reported the steady state uniformity index analysis in catalytic
converters using CFD simulations [19, 55, 56]. These works either resolvemonolith channels
individually by modeling a limited number of channels [55] or by following a porous media
approach to describe the monolith [56] or by describing the pressure drop relation in a
more detailed manner [59]. Some studies have attempted transient simulation [59–61].
Other studies describe the turbulence generation and decay inside the catalytic converters
[62, 63].

In scenarios characterized by flow maldistribution, the inlet of the catalyst experiences
a non-uniform flow field, thereby limiting the applicability of Single Channel Models
(SCM). In such cases, 3D Computational Fluid Dynamics (CFD) simulations offer a viable
alternative. However, for large geometries, conducting transient reactive simulations
through 3D-CFD entails significant computational effort. This leads to prolonged
solution times, consequently constraining their utility in design and control applications.
Phenomena like coldstart, RDE, geometries with bends pose challenges in obtaining
simplified reactor models. A lower-dimensional model, such as a "few 1D" model, would
be very desirable, as it allows for the utilization of multiple inlet locations with varying
velocities, temperatures, and species concentrations by combining their contributions. This
approach can yield results with accuracy comparable to that of CFD while maintaining
simulation times comparable to those of an SCM. Alternatively, a parameter can be
identified that can correlate the actual channel/catalytic converter with a fictitious reactor.
Multichannel models have been referred in literature like the works of Chakravarthy et al
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[59] and Aslanjan et al [60]. In the former, channels were lumped by employing coarse
mesh grid, and in the latter specific channel locations were chosen to have position-varying
inlet temperature specification. In these two approaches, efforts have been made to
specify position dependent properties, but they do not offer a generalized methodology
for determining the number of such positions to be specified.

Methods of multivariate data analysis (MVDA) have been previously employed in
computationally demanding processes such as combustion kinetics [64, 65] and estimation
of parameters of heterogeneous catalytic reactions [66]. However, such a method has not
been applied on EATS, or in developing a multi-channel model for a catalytic converter.
This study proposes to develop multi-channel model and "few 1D" channels by combining
the CFD solution and applying chemometric techniques on the CFD solutions. "Few 1D
channels" with inlet parameters specified at multiple inlet locations can be referred to as
multi-channel models. The next chapter gives an account of all the modeling procedures
used in this thesis, followed by the simulation conditions.
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3 Modeling
Exhaust emissions are converted to less harmful products using catalytic converters. The
conversion efficiency of a species in a catalytic converter is influenced by temperature and
residence time. Coldstart emissions contribute significantly to the overall accumulated
emissions from vehicles. Therefore, models must be robust to be able predict generic as
well as challenging conditions like pulsations, flow maldistribution and coldstart. To this
end, 1D and 3D simulations are used to obtain the flow field solution.

While 1D simulations are robust and computationally effective, phenomena like
flow maldistribution, coldstart and RDE limit their accuracy. Conversely, 3D
simulations perform better in depicting the multiphysics in catalytic converters, however,
computational effort poses a constraint. The primary goal of this thesis is to derive a
multi-channel model (MCM) for a catalytic converter and this is achieved predominantly
through numerical simulations.

The chapter describes the model equations that characterize the flow field in a catalytic
converter. The flow field is characterized by velocity components, temperature and
species concentrations. This chapter discusses the model equations that are solved in the
numerical simulations.

The following assumptions are made in the model development:

(i) Non reactive simulations utilize air as the working fluid.

(ii) Reactive simulations utilize a gas mixture of the exhaust gas consisting of CO, CO2,
O2, C3H6, NO, NO2, H2, H2O and N2 as the fluid.

(iii) Gas phase behavior is assumed to be ideal and Newtonian under the operating
conditions.

(iv) The monolith is assumed cylindrical with circular cross section.

(v) The fluid flow is incompressible.

(vi) Radiation effects are deemed insignificant given the operating conditions.

(vii) Laminar flow is enforced in the catalyst section.

(viii) Gravity effects are not included in the model.

3.1 Flow field
In the catalytic converter, the fluid is comprised of a gas mixture, and the continuum
assumption is adopted in this study. The flow field is characterized by velocity components,
temperature, and species concentrations. The flow field fulfills the laws of conservation of
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mass, momentum, and energy within the flow field. These fundamental principles result
in a set of differential equations governing the balance of these variables within a control
volume. Specifically, the conservation of mass leads to the continuity equation, while the
momentum balance equation stems from Newton’s second law of motion. In the case of
Newtonian fluids, this equation is commonly referred to as the Navier-Stokes equation.

The law of conservation of energy yields the energy equation, while the mass balance
on the species gives species continuity equation. To obtain the values of the flow field
at any plane, the solution of Navier-Stokes equation is to be sought for the components
of velocity, the energy equation for temperature and species continuity equation for the
species concentrations. These equation are collectively termed as equations of change, as
they are cast in the differential form. Solution of these equations gives the spatial and
temporal description of the flow field. The energy and species continuity equations may
have source terms like heat loss or presence of a reaction term [67].

The equations of change are partial differential equations. They require appropriate
initial and boundary conditions for the solution. The no-slip conditions are enforced on
the wall, where the velocities are zero for a stationary wall. Other specifications may
include Dirichlet or Neumann or mixed boundary conditions. The outlet can be specified
as a pressure outlet with zero gauge pressure. Zero gradients are specified for other
variables.

3.1.1 Governing equations in differential form
The following are the equations of change for fluid flow [67] :

Equation of continuity
This states that mass cannot be created or destroyed, and is given by

∂ρ

∂t
+ ∂(ρui)

∂xi
= 0 (3.1)

where t and x represent temporal and spatial coordinates respectively, and ρ is the
density of the fluid and ui is the velocity of fluid in the coordinate direction xi.

Equation of momentum
This states that the rate of change of momentum over time within the control volume
is the net sum of external forces acting on the control volume minus the net rate of
momentum out of the control volume. When this is applied for a Newtonian fluid, the
resulting equations are termed as Navier-Stokes equations, and is given by:

∂(ρui)
∂t

+ ∂(ρuiuj)
∂xj

= − ∂p

∂xi
+ ∂τij

∂xj
+ ρgi (3.2)

Here, τij is the stress tensor, p is the pressure and gi is the component of gravity in the
coordinate direction xi.
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Equation of energy
This states that energy cannot be created or destroyed but can be transformed from one
form to another, and is given by :

∂(ρEt)
∂t

+ ∂(ρuiEt + p)
∂xi

= ∂

∂xi

(
k

∂T

∂xi

)
+ ∂

∂xi
(τijuj) + Ṡi (3.3)

where, E is the total energy, T is the temperature of the fluid, Ṡi is the source term.

Equation of continuity for species

This equation is the conservation of mass of species:

∂(ρYk)
∂t

+ ∂(ρuiYk)
∂xi

= ∂

∂xi

(
Dk

∂Yk

∂xi

)
+ Rk (3.4)

Here, Yk is the mass fraction of the species, Dk is the mass diffusivity and Rk is the net
production of the species by chemical reaction.

These equations are partial differential equations. Owing to their non-linear and coupled
nature, analytical solutions are but, available for very simplified cases. For a realistic
problem, solution methodology can be obtained numerically. Experimental observations
can also provide solutions, more often, for a limited number of cases. The numerical
solutions are usually termed as computational fluid dynamics (CFD) solutions. A number
of software, commercial or open source are available for getting CFD solutions. The
original differential equations are converted to algebraic equations by discretization process
[68]. The solutions are usually obtained iterative algorithms. CFD simulations offer
flexibility in exploring complex flow phenomena and scenarios that may be challenging to
replicate in experimental setups, allowing for more in-depth investigation and analysis of
fluid flow problems. The validation of these solutions can be done with experimental data
and /or physical laws.

3.1.2 Steps in obtaining solution using CFD
The numerical simulations are performed using computational fluid dynamics (CFD)
technique. In the CFD approach, the steps are as follows: defining the geometry of interest,
discretizing into computational nodes / cells, discretizing the equations of change and the
inital and boundary conditions. There are three different CFD approaches, depending on
the methodology adopted by the solution. They are the finite difference method (FDM),
finite volume approach [69] and the finite element method (FEM) [70]. In this work,
finite volume approach is adopted and a commercial software ANSYS FLUENT is used
for the CFD solutions. In this work, finite volume method (FVM) is the discretization
method. FVM discretizes the computational domain into a finite number of control
volumes. These control volumes, often polyhedral or Cartesian in shape, enclose portions
of the domain where the governing equations are integrated. The method inherently

19



conserves mass, momentum, and energy within each control volume, making it well-suited
for simulating physical processes governed by conservation laws. By applying appropriate
boundary conditions and spatial discretization schemes, such as central differencing or
upwind schemes, the governing equations are discretized and solved iteratively over the
discretized domain. This iterative process allows for the accurate prediction of flow
properties, including velocity, pressure, and temperature distributions, providing valuable
insights into complex fluid flow phenomena.

3.1.3 Turbulence in fluid flows

Solution of the equations Eq. 3.1 to 3.4, as function of time using iterative
procedure,provides the information of the flowfield. Truncation error arises due to
the approximation methods used in the discretization [68]. To be able to get the solution
of instantaneous variable u = u(t), the discretization needs very fine resolution of the
computational cells. The solution method is direct numerical simulation (DNS), the
computational cost is prohibitively large. This computational cost exponentially increases
as the cube of the Reynolds number[71]. To be able to reduce this overwhelmingly
computational load, approximations are introduced and these are referred to as turbulence
modeling.

In this work, the mean field solution of flow field is obtained by applying an
approximation that is termed as Reynolds averaged Navier Stokes equations, as described
in 3.2. A brief section on the validity of URANS is tested by doing detached eddy
simulations (DES), this is explained in 3.9.

3.1.4 Unsteady Reynolds averaged Navier-Stokes equations

The instantaneous solution variable u(t), is expressed as a sum of mean of the variable,
(ui), and a fluctuating component that captures the time varying nature, (u′i). This is
called Reynolds decomposition. By applying Reynolds Averaging procedure,we focus only
on the averaged components. The chosen time scale for averaging should be much larger
than the frequency of fluctuations but smaller than the time period of the mean flow.
This procedure leads to the emergence of a term called Reynolds Stresses. Turbulence
models are then used to appropriately handle these stresses [72].

The time-averaged Navier Stokes equations obtained through Reynolds averaging
procedure are referred to as Unsteady Reynolds averaged Navier-Stokes (URANS)
equations. These equations allow us to obtain the flow field variables. Turbulence
is modeled using appropriate turbulence models [72]. The URANS formulation reduces
the computational load quite significantly. The limitations of a turbulence model are wall
bounded flows, turbulent fluctuations and geometries of non-circular cross section [73].
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3.1.5 Turbulence Modeling
In the laminar part of flow, the shear stress is proportional to the velocity gradient.
Molecular viscosity serves as the proportionality constant. Similarly, we can assume that
the Reynolds stresses have the same form as the laminar counterparts. The apparent
turbulent shear stress is proportional to the mean strain. This is the Boussinesq hypothesis
[72]. The proportionality constant in this case is the turbulent viscosity or eddy viscosity.
Computing turbulent viscosity is done by a turbulence model, in terms of turbulent
kinetic energy (κ) and turbulent dissipation rate (ε) or specific dissipation rate (ω). The
turbulent viscosity can then be used to compute the Reynolds stresses [74].

In this work, shear stress transport SST κ−ω model is chosen to compute the turbulent
viscosity. The advantages of SST κ − ω model are: it is suited to handle low Reynolds
number flows, and, it can handle the viscous sub-layer and transition flows.

3.2 Governing equations for URANS
The equations of continuity, momentum, energy and species concentration in the RANS
form are presented in this section.

3.2.1 Non-catalytic section
The equations that are solved are the continuity equation, momentum balance equation
for the velocity components, the energy balance equation. The equations of continuity,
momentum and energy are time-averaged by Reynolds Averaging procedure and are
presented below in the differential form. The time-averaged variables are denoted with
the overhead bars.

The equation of continuity in the time-averaged form is given below.

∂ρ

∂t
+ ∂(ρūj)

∂xj
= 0 (3.5)

Here, x and t represent spatial and temporal coordinates respectively, the fluid density is
given by ρ in (kg/m3), and uj is the velocity (m/s) in coordinate direction xj .

The time-averaged momentum balance equation is

ρ

 ∂ūi

∂t︸︷︷︸
local acceleration

+ ūj
∂ūi

∂xj︸ ︷︷ ︸
Convective acceleration

 = − ∂p̄

∂xi︸ ︷︷ ︸
Pressure gradient

+ ∂τij

∂xj︸︷︷︸
Gradient of Stress

+ Si︸︷︷︸
Sourceterm

(3.6)
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where p is the pressure (Pa), Si is a source term representing the presence of the monolith
brick on the flow (kg/m·s), and τij is the stress tensor:

τij =
(

µ
∂ūi

∂xj
+ ∂ūj

∂xi

)
︸ ︷︷ ︸

Laminar Shear Stress Contribution

− ρu′iu
′
j︸ ︷︷ ︸

Reynolds Stress (Turbulent Contribution)

(3.7)

µ is the dynamic viscosity of the fluid (Pa.s).

3.2.2 Turbulence modeling
The SST κ − ω model is used for turbulence closure, to estimate the Reynolds stresses.
The Reynolds stresses are estimated via the turbulent viscosity. Two equations, one each
for the turbulent kinetic energy k (m2/s2), and the specific dissipation rate ω (1/s) are
needed to model turbulent viscosity [74]. The transport equation for k is

∂(ρκ)
∂t

+ ∂(ρūjκ)
∂xj

= P − β∗ρωκ + ∂

∂xj

[
(µ + σκµt)

∂κ

∂xj

]
(3.8)

where P is the production limiter, β∗ is the closure constant used in the model, and σκ is
the turbulent Prandtl number for the turbulent kinetic energy (κ) and µt is the turbulent
viscosity. The transport equation for ω is

∂(ρω)
∂t

+ ∂(ρūjω)
∂xj

= γ

νt
P − βρω2 + ∂

∂xj

[
(µ + σωµt)

∂ω

∂xj

]
+

2(1 − F1)ρσω2

ω

∂κ

∂xj

∂ω

∂xj

(3.9)

where β is a closure constant, γ is the ratio of β and β∗, νt is the turbulent kinematic
viscosity, σω is the turbulent Prandtl number for ω, σω2 is also a closure constant, and F1
is a damping function.

More specifically,

P = τij
∂ūj

∂xj

τij = µt

(
2Sij − 2

3
∂ūκ

∂xκ
δij

)
− 2

3ρκδij

Sij = 1
2

(
∂ūi

∂xj
+ ∂ūj

∂xi

) (3.10)
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The following formula is used to compute the turbulent viscosity:

µt = ρa1κ

max(a1ω, ΩF2) (3.11)

The damping functions and other constants required to compute the turbulent viscosity
are obtained as shown below:

ϕ = F1ϕ1 + (1 − F1)ϕ2

ϕ1 and ϕ2 are the inner constants 1 and 2.

F1 = tanh(arg4
1)

arg1 = min

[
max

( √
κ

β ∗ ωd
,

500ν

d2ω

)
,

4ρσω2κ

CDκωd2

]

CDkω = max

(
2ρσω2

1
ω

∂κ

∂xj

∂ω

∂xj
, 10−20

)

F2 = tanh(arg2
2)

arg2 = max

(
2

√
κ

β ∗ ωd
,

500ν

d2ω

)
In the above expressions, d is the distance to the nearest wall from the field point. Ω is
the vorticity magnitude and is given by

Wij = 1
2

(
∂ūi

∂xj
− ∂ūj

∂xi

)
Default constants from ANSYS Fluent were used in the work. Additional description and
details about the terms and functions in the SST κ − ω model are provided by Menter
[74].

The time-averaged energy equation is

ρCp

(
∂T̄

∂t
+ ūi

∂T̄

∂xi

)
= − ∂qi

∂xi
+ Φ̄ (3.12)
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where the dissipation function Φ̄ is given by

Φ̄ = µ

2

(
∂ūi

∂xj
+ ∂u′i

∂xj
+ ∂ūj

∂xi
+

∂u′j
∂xi

)2

and

qi = −λ
∂T̄

∂xi
+ ρCpu′iT

′.

The time-averaged species continuity equation that governs the spatio-temporal evolution
of the reactant mass fraction Ȳ is as follows:

(
∂ρȲ

∂t
+ ūi

∂ρȲ

∂xi

)
= −∂J̄i

∂xi
+ R (3.13)

The term J̄i represents the species flux due to diffusion and R represents the source term
due to chemical reaction.

The turbulent contributions to qi and J i are handled within the SST k − ω framework.

3.3 Flow field equations for the catalytic section

The catalytic section features a monolith structure characterized by its density of channels
per square inch. External porosity is measure of the area (or volume) available for the
fluid flow. The flow within the monolith predominantly exhibits laminar behavior. As
the fluid transitions from the non-catalytic section to the catalytic section, it undergoes a
shift from a turbulent to a laminar regime. In an actual honeycomb monolith, there is no
mass transfer between the channels, this means that flow in every channel progresses in
the axial direction and the radial flow is prohibited because of the presence of channel
walls.

The monolith channels can be modeled individually to obtain the flow field in the
monolith. This approach would be very computationally-intensive owing to the large
number of channels. Another alternate approach is to use a lumped parameter approach.
In this method, the monolith is approximated as a porous media. The porous media is
approximated as momentum sink. The turbulence viscosity and turbulent production are
set to zero.
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ANSYS Fluent uses superficial velocity formulation [24]. The porous media is modeled
by a source term in the momentum equations. The flow experiences pressure drop as
it passes through the monolith. This pressure loss source term is a sum of two terms:
viscous term and inertial term [24]. The inertial pressure drop is proportional to the
square of velocity and the viscous term is proportional to the velocity.

Si = −

 3∑
j=1

Dijµvj +
3∑

j=1
Cij

1
2ρ|v|vj

 (3.14)

For the inertial term, the pressure drop is given by

∇P = − µ

α
v⃗ (3.15)

For the viscous term, the pressure drop is given by

∇P = −
3∑

j=1
C2ij

1
2ρ|v|vj (3.16)

The inertial term coefficient provides a correction factor for inertial losses in the porous
medium. This allows the pressure drop to be specified as a function of dynamic head. To
model the flow only transmitted in the axial direction and very negligible in the radial
direction, these coefficients are specified much higher in the radial direction than in the
axial direction. The resistance direction and hence, the flow direction is specified through
direction vectors. The physical properties of the monolith can be specified as anisotropic.

The energy transport equations in this work uses a equilibrium model. This means
that the flowing fluid and the porous media are in thermal equilibrium with each other.
The properties used are effective properties, that are functions of porosity of the porous
media.

To allow for heat transfer between the catalytic converter and the ambient, a shell
conduction model is used. The value of thickness of material and the heat transfer
coefficient are specified. A tuned value of heat transfer coefficient that is obtained from
the measured temperatures from the catalytic converter is used in the simulations, in
Paper 1 and Paper 3. Other simulations are adiabatic simulations.

3.3.1 Estimation of porous media resistances
The inertial and viscous resistances can be obtained via experiments. Experimental
pressure drop measured at various flowrates is plotted against the flowrate (velocities), as
shown in figure 6.2 in the Appendix. An empirical model can be fit to the data with the
independent variable as velocity. The coefficients of the linear term and quadratic term
give the values of the viscous and inertial resistances respectively.
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3.4 Source term for reactions in the monolith
Reactions occur in the catalytic section and porous media approximation is used in
all the simulations in this thesis. In an actual monolith, the flow is unidirectional and
laminar, with no flow between channels. This is realized in the simulation by specifying
large resistances to flow. Viscous and/or and inertial resistances can be inputs to the
porous media model for the monolith. In all the simulations, the viscous resistance in
the flow direction is specified and a resistance that is larger by three orders magnitude
is specified for the non-flow directions. Porosity and material of the catalyst are also
specified. Equilibrium is assumed in the porous media representation, which assumes
thermal equilibrium in the catalyst.

Both reactive simulations and non-reactive simulations are performed in this work.
Kinetic expressions are written using user defined functions (UDF) to represent the species
source terms for reactions. The simulations described in Paper 1 and Paper 3 are non
reactive, while Papers 2, 4 and 5 involve reactive simulations. The description of the
kinetics is described in the next subsections.

3.4.1 First order heterogeneous reaction scheme
In paper 2, to demonstrate the effect of pulsations on the mixed cup species conversions,
a first order heterogeneous reaction is specified as source term through an Arrhenius type
rate expression as shown below:

R = −Ȳ ρSA exp (EA/RgasT ) , (3.17)

where S is the specific area (wall surface available per reactor volume, m2/m3), is the
Arrhenius frequency factor (1/s), EA is the activation energy (J/mol), and Rgas is the
universal gas constant (J/K · mol). The values are S = 4 · 103 m2/m3, A = 2 · 106 s-1 and
EA = 100 kJ/mol.

3.4.2 Diesel oxidation catalyst kinetics
Reactions like CO oxidation, C3H6 reduction of NO, oxidation of C3H6, reversible
oxidation of NO and oxidation of H2 are the common reactions in a catalytic converter,
involving species in the exhaust (CO, O2, C3H6, NO, H2, NO2, CO2, H2O and N2).
Global rate expressions for these reactions are used [75] in reactive simulations in Paper
4 and Paper 5. Reduced order model (ROM) is developed combining CFD solutions
and multi variate data analysis (MVDA) procedures such as the principal component
analysis (PCA), D-optimal design, multiple linear regression (MLR). To demonstrate
the methodology, reactive CFD simulations are performed with oxidation catalyst. The
kinetic rate expressions are given in Table 3.1.
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Table 3.1: DOC kinetics and global rate expressions by Pandya et al. [75]. Xi represents
the mole fraction of species i, kj are rate coefficients, Kj are adsorption equilibrium
constants, and Gj are inhibition terms. Rgas is the universal gas constant, T is the
temperature (K).

Reaction Global rate expression (kmol/mcat
2, s)

R1: CO + 1
2 O2 −−→ CO2

k1XCOXO2
G

R2: C3H6 + 7
2 O2 + 2 NO −−→ 3 CO2 + 3 H2O + N2

k2XC3H6 XNOXO2
GG4

R3: C3H6 + 9
2 O2 −−→ 3 CO2 + 3 H2O

k2XC3H6 XO2
G

R4: NO + 1
2 O2 ←−→ NO2

k3
(

XNOX0.5
O2 − P −0.5XNO2 /KEQ

)
G

R5: H2 + 1
2 O2 −−→ H2O

k1XH2 XO2
G

Adsorption inhibition factors
G = T G1G2G3
G1 = (1 + K1XCO + K2XC3H6 )2

G2 = 1 + K3 (XCOXC3H6 )2

G3 = 1 + K4XNO
G4 = 1 + K5XO2

Kinetic Constants
k1 = 1.93× 1011 exp

(
−51873

Rgas
[ 1

T −
1

450 ]
)

;

k2 = 1× 109 exp
(

−90000
Rgas

[ 1
T −

1
450 ]

)
;

k3 = 2.83× 107 exp
(

−21341
Rgas

[ 1
T −

1
450 ]

)
;

K1 = 648.6 exp
(

6574
Rgas

[ 1
T −

1
450 ]

)
;

K2 = 2.21× 104 exp
(

13226
Rgas

[ 1
T −

1
450 ]

)
;

K3 = 5.792× 1013 exp
(

40000
Rgas

[ 1
T −

1
450 ]

)
;

K4 = 3.63× 104 exp
(

4482
Rgas

[ 1
T −

1
450 ]

)
;

K5 = 3.679 exp
(

−67207
Rgas

[ 1
T −

1
450 ]

)
;

ln(KEQ) = 5.0462 + 6343.4
T − 2.2973 ln(T ) + 3.0315 ×

10−3T − 8.2812× 10−7T 2 + 1.1412× 10−10T 3

3.5 Description of the geometry
Two specific geometry configurations are used in this thesis. The first geometry, is named
as academic muffler, as shown in Figure 3.1. This is used in the simulations reported in
Papers 1, 3 and 5. This structure emulates an actual catalytic converter. Vertical section
contains the inlet at the top and leads the flow to the horizontal section through a 90◦
bend. This bend creates a significant flow distribution at the inlet of the monolith. The
dimensions of the geometry of the muffler are given in Table 3.2. The horizontal section
extends asymmetrically more on the right than the left, The left sections ends as a wall
with no outflow. The geometry is partitioned into 700,388 hexahedral cells.

A second structure represented by Figure 3.2 is used in the reactive simulations of
Paper 2. Here, a monolith with inlet and outlet cones along with connecting ducts is
considered for the reactive simulations. The monolith is 90 cm in diameter and 140 mm
long. This central section is connected to 45◦ cones on either sides. 30 mm pipes transport
the reactants and products. The geometry has radial and angular symmetry. A schematic
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Figure 3.1: Schematic of the academic muffler for the simulations in Papers 1, 3, and 5.
The hatched section represents the catalytic section. The blackened region represents the
non-catalytic section. The flow is from top to bottom and from left to right. The domain
is half-symmetric (the illustrated cross-section represents a symmetry plane).

of the geometry is shown in Figure 3.2. The meshed geometry has 11093 cells, with a
resolution in the range of 0.06 − 0.6 mm at mesh-independent conditions.

For the reactive simulations in a DOC, as described in Paper 4, a scaled version of
Figure 3.2 is used, preserving the overall structure. The catalyst measures 25.4 mm in
diameter and 76.2 mm in length. The length of the converter with cones included is
around 220 mm.
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Table 3.2: Geometry Details of the Academic
Muffler

Parameter Variable Value
Diameter of Inlet section Dinlet 3 cm
Length of the inlet section linlet 60 cm
Diameter of horizontal section Dhor 10 cm
Length of horizontal section lhor 25 cm
Diameter of DOC with insulation Dcat 10 cm
Length of DOC (cm) lcat 15 cm

Figure 3.2: Overview of the computational geometry used for reactive simulations. The
flow goes from left to right. The domain is 2D axisymmetric and the horizontal line from
the middle of the inlet represents the axis of symmetry. The dark yellow section is the
monolith brick.

3.6 Multivariate Data Analysis
Computational fluid dynamics simulations (CFD) provide velocity, temperature, and
species concentrations as functions of time and spatial coordinates. The solution set
describing the flow field constitutes a multivariate dataset denoted as (X). Depending
on the mesh resolution, total simulation duration, and data logging time steps, the
dataset size can become significantly large. Additionally, generating transient CFD
solutions is computationally intensive. Therefore, a methodology is necessary to reduce
the dimensionality of this CFD dataset (X) while maintaining accuracy. Principal
Component Analysis (PCA), a statistical Multivariate Data Analysis (MVDA) technique,
serves this purpose [76]. Introduced by Pearson in 1901, PCA has become a standard
tool in data analysis [77]. It captures dataset information in terms of covariances through
orthogonal linear transformation, expressing them as fewer variables known as "principal
components (PCs)" which are orthogonal to each other. For a matrix with K variables and
N observations, there will be A PCs, where A ≤ min(K, N), which adequately explains
the data. The solution set that is termed as data matrix will then be expressed in terms
of scores and loadings and a residual matrix.

X = TP ′ + E ≈ TP (3.18)
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Scores help visualize the distribution of data points in the reduced-dimensional space
defined by the principal components. Loadings are the coefficients that define the
relationship between the original variables and the principal components. They indicate
the contribution of each original variable to the creation of the principal components.
Loadings help in understanding/identifying the variables that contribute the most to
the variation captured by each principal component. The residual matrix represents the
part of the original data that is not explained by the retained principal components.It is
computed as the difference between the original data matrix and the reconstructed data
matrix obtained using the retained principal components.

Figure 3.3: Schematic representation of the PCA. The dataset which is to be dimensionally
reduced has a size of N × K. K and N are the number of variables and observations.
Scores matrix contains the significant principal components. P and E are the loading and
residual matrices.

Prior to PCA, the solution dataset needs to be scaled. Unit variance (UV) scaling is
the scaling method used, where every variable in the matrix is transformed by subtracting
column wise mean and normalized by column wise standard deviation [78]. This procedure
changes the origin to zero and makes all variables contribute equally to the variance and
prevents data points with larger scales from dominating the variance of the model. The
scaled solution set, representing the data matrix, is then expressed in terms of a scores
matrix and a loading matrix. The resulting matrix will have the same number of rows as
the scaled matrix, but reduced to p columns, representing p principal components.

The principal components are arranged such that the first component captures the
highest variance within the data, while subsequent components capture diminishing
amounts of variance. This arrangement enables a balance between retaining information
and reducing dimensionality. The degree of reconstruction depends on the number
of principal components retained. Heuristic rules exist to determine which principal
components should be retained [79–81]. The identified principal components from the
scaled CFD solution data will provide the number of channels that can explain the
maximum variance of the dataset. These channels can then be used as representative
channels.
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3.6.1 D-Optimal Design
D-Optimal design is a concept commonly used in experimental design, and it plays a
crucial role in selecting an optimal set of experimental conditions or data points to
maximize information about a system [82]. From the scores matrix, a smaller set is chosen,
depending on the maximum number of PCs required. This subset is called the candidate
set or the information matrix, represented by X. D-optimality criterion states that the
determinant |XT X| should be maximized. With a fixed design size, it can be asserted
that an increased determinant of the information matrix implies a dispersion matrix that
is more closely aligned with orthogonality. Orthogonality ensures the independence of
model coefficients, proving particularly valuable when assessing the significance of these
coefficients [83]. D-Optimal design then gives the location of the channels (obtained from
PCs).

3.6.2 Weighted Least Squares
Weighted least squares (WLS) regression is the final step in model reduction and MCM.
A common assumption in both linear and non-linear regression is that each data point
contributes equally precise information to the model. This implies that the dataset has
a constant standard variation. However, this assumption may not be valid in many
applications. For example, in the CFD solution dataset, the center regions of the monolith
might have a different temperature and flowrate than the walls. This variation will be
pronounced in cases of flow maldistribution. In these situations, where treating every
observation equally may not be reasonable, weighted least squares often proves beneficial
for enhancing the efficiency of parameter estimation [84]. This involves assigning each
data point an appropriate level of influence over parameter estimates, recognizing that
a uniform treatment of all data points could disproportionately impact less precisely
measured points and inadequately influence highly precise points. Regression is applied
on the specific channels picked up by the D-optimal design, on a weighted basis.

An objective function y represents the response variable, that we aim to predict for the
multichannel model. This response variable y is typically a function of several variables
that are a part of the CFD solution set. For example, consider the response variable
y representing the heat content of the fluid on any plane. The heat content Q can
be expressed as product of mass flowrate, specific heat capacity and the temperature
difference of the fluid over the reference temperature. The mass flowrate is the product of
area, velocity and density. All these are obtained from the solution set.
The predicted variable Ŷ , for a multichannel model, is the weighted average of the
objective function at the channels given by the D-optimal design. The response variable
(Ŷ ) is expressed as the product of weights and function of the solution variables (X), and
differs from the exact solution by the error (ε), as given by

Ŷ = Xω̂ + ε

The goal is to find the weights (ω̂) that minimizes the sum of squared residuals

minω̂||Ŷ − Xω||22
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The estimates of ω̂ are obtained by least squares regression and are given by:

ω = (XT X)−1XT Y

Thus, the combination of scaling, PCA, D-optimal design and weighted least squares on
the full CFD solution forms the basis of the MCM.

3.6.3 Working Procedure
An in-house code is written in MATLAB for PCA. First, CFD solution is collected

and arranged in the required form of observations and variables at the catalyst outlet,
as this plane of the catalyst is of interest. From the set of nodes (cell centers) at which
the data are collected, a subset of the nodes become the principal components, this is
the output from PCA. NIPAL’s algorithm is the method used in getting the principal
components [85]. Scaling, checking for columns that have zero variance and iterative
method of getting scores and loading values are coded and the output of the PCA code is
the number of principal components.

The scores matrix is the input (candidate set) for the D-optimal design procedure.
Here, candexch function of MATLAB is used to identify the exact nodes (channels),
with the maximum number of iterations specified [86]. The size of the scores matrix on
which D-optimal design procedure is applied depends on the principal components. Least
squares regression is performed on the objective function and weights are the output from
the regression. Heat content of the fluid and species conversion can be used as objective
function. Metrics like residuals and root mean square of the error are used to quantify
the efficiency of the model.

3.7 Single Channel Model
A catalytic converter, also known as honeycomb monolith, consists of hundreds of parallel
channels, with walls coated with active catalytic material. The fundamental assumption
of the single channel model is that all these channels are identical and the flow through
each of the channels is equal. Further, the inlet conditions at each of these channels
is identical. The walls are impervious to flow, but can conduct heat by conduction.
Therefore, only energy is transferred between channels, but not mass. Heat transfer is
possible by convection (inside the channels) and by conduction (through the walls) and
by radiation. In SCM, the radial heat transfer in the channel and thermal interaction
between channels are neglected. The flow within the monolith is primarily laminar. The
monolith’s behavior is depicted using a pseudohomogeneous model for reactions, wherein
the bulk species concentration is assumed to be equal to concentration of the species on
the (catalytic) wall. This approach aligns with the porous media assumption adopted
in the Computational fluid dynamics (CFD) model. Additionally, the solid temperature
is assumed to be same as the gas phase temperature, and is similar to the thermal
equilibrium assumption in the CFD model.
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The species and energy balance equations for a single channel under transient conditions
are given by [87]:

∂Ci

∂t
+ ∂ (uCi)

∂z
= νijRj (3.19)

and

∂ [ερg + Cp,g + (1 − ε)ρsCp,s] T

∂t
+ ∂ (uρgCp,gT )

∂z
= νijRj∆Hr,j (3.20)

where, Ci is the concentration of species i (mol/m3), u is the axial velocity of the fluid
through the catalyst channel (m/s), z is the axial coordinate direction, ε is the volume
fraction of gas (-), T is temperature (K), and subscripts g and s refer to gas and solid,
respectively.

3.7.1 Tanks-in-series model
A tubular reactor like the single channel of the monolith can be solved using tanks-in-series
model [88] as shown in Figure 3.4. The partial differential equations as in 3.19 and 3.20
will be converted to ordinary differential equations (ODE), as the model is a 0D-model,
where the concentrations and temperature in any tank is a function of time alone. The
size of the tank is identical to the number of cells in the catalyst in the CFD mesh, this
ensures identical numerical dispersion in both 1D-SCM and 3D-CFD models.

The initial and boundary conditions applied here as same as in the CFD models.

Figure 3.4: Reactor Volume V is assumed to be composed to n tanks having equal volume.
Tanks are completely mixed, the concentration of species and the temperature of the gas
phase is a function of time alone.

The species and energy balance equations in the tanks-in-series representation are:

dCi,n

dt
= q

Vt
(Ci,n−1 − Ci,n) + Σnrxn

j=1 νijRj,n (3.21)

and:

d

dt
[ερgCp,g + (1 − ε)ρsCp,s] T = q

Vt
ρgCp,gTn−1 − q

Vt
ρgCp,gTn + Σnrxn

j=1 νijRj,n∆Hr,j

(3.22)
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Here, q is the volumetric flow rate (m3/s) corresponding to u in the governing PDEs,
Vt is the volume of a tank (obtained by dividing the total catalyst volume by the total
number of tanks in series), and subscripts n and n − 1 refer to the current and upstream
tank, respectively. For the first tank, Ci,n−1 and Tn−1 are given by the inlet boundary
conditions. The rate expressions used in this work for 1D-SCM are given in Table 3.1.

3.8 Nonlinear least squares regression

In a chemical reactor, the species conversion is a nonlinear function of the reaction rate
and the residence time. Reaction rate is generally expressed in terms of Arrhenius form,
as a function of temperature and concentration of the reactant. This is given by

χi = f(v, e
−Ea
RT , [CA]a) (3.23)

where χi is the conversion of species and is defined as (CA0 − CAi
)

CA0

, which is the ratio of

moles of reactant A reacted to that of moles of A fed initially. v is the residence time, Ea

is the activation energy, Rgas is the universal gas constant and T is temperature. [CA]a
is functional form of species concentration.

SCM assumes flow to all channels is uniform and every channel experiences uniform
inlet conditions. Under adiabatic conditions, the heat of reaction, if exothermic, heats
up the gases to increase the temperature. When there is flow maldistribution, some of
the channels experience a larger flow, and some channels experience a smaller flow. This
causes differences in inlet temperatures and residence times. Hence, the conversion is a
function of the flow maldistribution in addition to residence time and temperature as
given in Eq. 3.23.

The conversion in more realistic systems is a mass weighted average of spatially
distributed concentration at the outlet. Applying SCM to realistic system will have
different outlet predictions as radial heat transfer is not accounted for in the SCM and
the assumption of uniform inlet conditions. This will then predict conversions different
from the 3D models. At constant temperature, a pseudo-channel model can be envisaged
as a SCM that will give same conversion as the system with flow maldistribution, at a
different residence time.

Thus, for realistic systems with flow maldistribution,

χi = f(v, e
−Ea

RgasT [CA]a, geometry) (3.24)
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The objective function can then be formulated as follows: find the residence time of
a SCM that will provide the same conversion of chosen species at steady state reactive
conditions at constant temperature.

vSCM = min
nsp∑
i=1

f(χiCFD − χiSCM)2 (3.25)

As the conversion is a non-linear function of residence time and temperatures,
Levenberg-Marquardt algorithm can be employed to obtain the solution of Eq. 3.25.
This algorithm is widely employed in nonlinear least squares optimization [89, 90]. It
combines the advantages of Gauss-Newton Algorithm and gradient descent algorithm, by
interpolating between these two approaches, making it particularly effective for minimizing
the sum of squared differences between observed and predicted values. At each iteration,
the algorithm calculates a step direction by combining the Gauss-Newton step (which is
efficient but can be unstable) and the gradient descent step (which is stable but slow).
The Levenberg-Marquardt method introduces a damping parameter that controls the
trade-off between these two steps, allowing for adaptive adjustments based on the local
curvature of the objective function. The algorithm iteratively updates the parameters of
the model until convergence criteria are met, typically by minimizing a merit function
that quantifies the discrepancy between observed and predicted values.

In the formulation of pseudo-channel model, the objective function is given by Eq. 3.25
and is solved using lsqnonlin function in MATLAB [91]. This method needs an
appropriate initial guess and bounds are not needed to be specified. The initial guess for
the Levenberg algorithm can be the mixed cup values at the inlet of the catalyst from the
CFD results.

3.9 Detached eddy simulations
The RANS equations are presented in Section 3.2. The RANS equations operate under
the assumption that all variables can be decomposed into mean (time-averaged) and
fluctuating components. RANS models require the specification of turbulence closure
models, which introduce additional uncertainties and assumptions into the simulations.
Large Eddy Simulations (LES) use volume averaging, unlike RANS. LES directly simulate
or resolve the larger turbulent structures while modeling the smaller scales. This allows for
a more accurate representation of turbulent flows, particularly in regions where large-scale,
unsteady phenomena play a significant role. Detached eddy simulations (DES) is a blend
of both LES and RANS models, where RANS is applied near the boundary layers (walls)
and LES to resolve large eddies.

The SST κ − ω model of turbulence is used in DES too. For RANS, the length scale

is proportional to
√

κ

ω
and that in LES is the mesh resolution ∆. When the mesh is

sufficiently fine, enabling the DES switching from RANS length scale at the walls to a
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LES length scale at the bulk is done by a new blending function FDES by changing of
the term β∗κω in the κ equation of SST - κ − ω model, to β∗κωFDES , where FDES is
given by:

FDES = max
{

Lt

CDES∆ , 1
}

(3.26)

where Lt =
√

κ

β∗ω
and ∆ = max {∆x1, ∆x2, ∆x3}. The value of β∗ and CDES are 0.09

and 0.61 respectively.
By implementing this modification, one can ensure that the appropriate turbulence scales
are being modeled rather than resolved. As illustrated in Equation 3.26, the parameter
∆ defines the grid location where the transition between RANS and LES takes place,
emphasizing the importance of selecting a suitable grid.
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4 Results and Discussion
This chapter provides a summary of the key findings presented in the included papers as
a short summary of every paper. A table summarizing the simulations is presented in
Table 4.1. An overview of the operating conditions (inlet profiles, boundary conditions
and initial conditions) are presented first, the discussions and results follow later.

Table 4.1: Summary of inferences in the included papers

Paper # Simulations Geometry Inference

I Non Reactive Geometry 1 Histogram of Temperature and
Velocity, Limitation of SCM under
Flowmaldistribution

II Reactive Geometry 2 Effects of inlet pulsations on mixed
cup conversions at catalyst outlet

III Non Reactive and
DES, Steady State

Geometry 1 Applicability of RANS

IV Reactive and MVDA Geometry 2 Methodology of reduced order model
development using DOC kinetics

V Reactive, Steady
state and Transient

Geometry 1 Methodology for pseudo-channel
model using steady state reactive
simulation and using nonlinear least
squares optimization for EATS with
flow maldistribution

4.1 Summary of Paper I - Transient flow uniformity
evolution in realistic exhaust gas aftertreatment
systems using 3D-CFD

Paper I is focused on demonstrating the limitations of the Single Channel Model. It
also explains the analysis of flow non-uniformity as histograms and contours. A complex
geometry with a 90◦ bend and a partial dead volume is the chosen geometry. Transient
step input is applied to the inlet of the geometry. The evolution of the flow field and
temperature field is obtained through the solutions of Unsteady Reynolds-Averaged Navier
Stokes Equations for continuity, velocity and temperature. The catalyst section is modeled
using porous media model. The resistances that are used in the porous model are obtained
through the flow - pressure drop measurements done on the experimental rig, with hot air
at various flowrates. The heat loss magnitude is also obtained by logging temperatures
at several locations at the inlet and outlet of the monolith using thermocouples. These
measurements gave an estimate of the heat transfer coefficient value for describing heat
loss.

4.1.1 Operating conditions and simulation cases
Two sets of transient simulations are designed to study the evolution of uniformity the
development of flow field. The operating conditions are shown in Table 4.2.
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Table 4.2: Operating Conditions

Flow parameter Steady state 1 Steady state 2
Volumetric Flowrate at STP (lpm) 500 948
Operating Temperature (°C) 100 93
Velocity at Operating conditions (m/s) 11.8325 22.0135
GHSV of the catalyst (h-1) 39189 74302
Residence time (s) 0.181 0.097

4.1.2 Boundary conditions
The inlet boundary conditions are listed in Table 4.3. A step change is introduced at
t = 0s and t = 20s in the two cases to a velocity of 22.0135 m/s from 0 s and 11.8325
s respectively for the first and second simulation. The changes are also effected in the
inlet temperature. The simulation is performed until steady state is attained in both
cases. Turbulent intensity of the order of Iturb = 0.16Re

1
8 and length scale at 7 % of the

hydraulic diameter are specified as inlet turbulent conditions. Temperature and velocity
are passed through time dependent user defined function (UDF) to the simulation.

Pressure outflow is specified at the outlet boundary condition, with zero gauge pressure.
The backflow turbulent intensity and viscosity ratio are set at 5 and 10 % respectively.
Walls are specified with no-slip boundary condition. Symmetry plane reduces the
computational load.

Table 4.3: Simulation cases

Case name 0 to SS1 SS2 to SS1
Starting time (s) 0 0
Initial velocity (m/s) 0 11.8325
Initial Temperature (°C) 20 100
Step Change Time (s) 0 20
Velocity at Step Change (m/s) 22.0135 22.0135
Temperature at Step Change (°C) 93 93
Simulation Stop time (s) 35 35

4.1.3 Solution methodology
The symmetry plane is located in the middle plane of the muffler. Iterative solution
strategy for handling the pressure velocity coupling by the semi-implicit pressure linked
equation (SIMPLE) method. First order upwind scheme is used for discretising the
convective terms. Second order accurate central differencing scheme is used for diffusional
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terms. Under relaxation factors were used for pressure, momentum, specific dissipation
rate and turbulent kinetic energy. Default values were retained for the turbulent model
constants and the damping functions. Convergence was ensured when the residuals
dropped to atleast three orders of magnitude from the starting values. Refinement of the
grid was done in the regions that showed substantial gradients. A timestep of 0.005s is
chosen for the solution scheme.

4.1.4 Temperature and velocity histograms

Figure 4.1: Histogram of velocity over the monolith (left) and contour of velocity in the
center plane of the monolith at the end of 35s.

Figure 4.2: Histogram of temperature over the monolith (left) and contour of temperature
in the center plane of the monolith at the end of 35s.

In the simulations, hot air at a certain velocity and temperature is passed over a cold
catalyst. Heat loss from the muffler to the ambient is specified using a heat transfer

39



coefficient. One important aim of this work is to understand the interaction of the flow
field with the temperature field. The fluid in the flow straightener emerges as a jet and
the lower section experiences a larger flow than the upper section in the horizontal section
of the muffler. The flow then squeezes into the monolith and emerges out. The heating
of the muffler along with monolith competes with the heat loss from the muffler. The
pressure drop experienced by the flow and the heat loss aid the evolution of uniformity.
This process is captured by the contours at three locations inside the monolith and at the
exit. Velocity and temperature contours show the circulation of heat inside the monolith
in Figures 4.1 and 4.2. This variation is captured spatially and temporally.

Figure 4.3: Transient variation of uniformity indices. The top panels (a) and (b) represent
the temperature and velocity UI plots for the simulation 0 to SS1 case and the lower
panels (c) and (d) represent the same for the simulation SS2 to SS1. The location of the
red line is at the entry of the catalyst, blue and black are the planes in the middle and
outlet of the catalyst respectively.
The histograms and contour plots of velocity and temperature illustrate a lack of uniformity
in both the velocity field and temperature distribution. Moreover, the distribution
displayed in the histograms is influenced by the inlet temperature and velocity. Due
to this wide-ranging distribution, relying on a single representative channel within the
SCM to explain the behavior of all channels, especially under transient conditions, will be
limited in accuracy.

Another important outcome of this study is the implication of the value of uniformity
index. In the study, a value of uniformity index was obtained for velocity and temperature.
Identical values of UI does not mean identical levels of uniformity of flow field and
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temperature fields. A plot of UI for velocity and temperature for the two simulations
cases is shown in Figure 4.3. The value of UI is decreases with increase in velocity. Lower
temperature values improve uniformity. The flow parameters at the inlet increase in
velocity, but decrease in temperature at t = 0. The UI value for temperature improves to
a higher value whereas there is a dip in velocity UI.

4.2 Summary of Paper II - Numerical assessment of
flow pulsation effects on reactant conversion in
automotive monolithic reactors

Transient reactive simulations were carried out with the inlet velocity varying with time
as specified graphically in Figure 4.4. The effect of the inlet pulsations on the mixed cup
species conversion is studied.

4.2.1 Boundary conditions

The inlet pulsations are specified as a constant inlet velocity, a square inlet velocity, a
sinusoidal inlet velocity and a triangular inlet velocity. The variations are specified either
as a velocity inlet or as a pressure inlet. Inlet reactant concentration is also specified as
mass fraction. The outlet conversion is calculated using X = 1 − Ȳout/Ȳ0, where Ȳout is
the mass-weighted average of the reactant mass fraction on the system outlet.

4.2.2 Solution Methodology

The simulations are solved using a double precision based solver, on a colocated grid. The
temporal derivatives are discretised by a implicit discretisation. A coupled scheme is used
to handle pressure-velocity coupling . Convective terms are discretised using a third order
Monotonic Upstream-centered Scheme for Conservation Laws (MUSCL) scheme. The
diffusion terms are discretised using a second order central differencing scheme. Reaction
source terms are handled explicitly. Time step is chosen as 0.001s, to ensure that it is
significantly smaller than pulsating frequencies.

Figure 4.5 shows the variation of reactant conversion as a function of time for the
cases 1, 2, 3 and 4. Table 4.4 shows the time-averaged conversion, UI for all the eight
cases. From the Figure 4.5 and the Table 4.4, the time-averaged conversion and UI are
different for the various inlet velocities. There are subtle variations within a case, when
the inlet flow is specified as velocity inlet or a pressure inlet. The retention time and
specification method affects the conversion at the outlet. In these cases, the extremum
points in velocities do not coincide with the extrema in the conversion. The dispersion
mechanisms, the movement of plug within the monolith and the eventual mixing in the
end cones strongly affect the outlet conversion.
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Figure 4.4: Inlet velocities and temperatures over time as obtained in cases 1, 2, 3 and 4.
The blue lines and the red lines represent velocity and temperature respectively.
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Figure 4.5: Conversion of Reactant at the system outlet over time as obtained in cases 1
(black), 2 (red), 3 (blue) and 4 (green).
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Table 4.4: Time-averaged results for inlet velocity, conversion at system outlet and
uniformity index inside the monolith brick. The variation intervals reported are the
standard deviations. Averages and standard deviations are recorded for the last second of
a 10-second run.

Case Velocity [m/s] Conversion Uniformity
index

Temperature
[K]

Case 1 10.0 0.538 0.9967 573.0
Case 1C 10.0 ± 0.00 0.498 ± 0.001 0.9971±1.64·10−4 573.0 ± 35.36
Case 2 10.0 ± 5.00 0.503 ± 0.090 0.9966±2.79·10−4 573.0
Case 2B 9.60 ± 4.52 0.519 ± 0.085 0.9966±2.45·10−4 573.0
Case 3 10.0 ± 3.54 0.514 ± 0.073 0.9967±8.71·10−5 573.0
Case 3B 9.66 ± 3.25 0.528 ± 0.069 0.9967±8.83·10−5 573.0
Case 4 10.0 ± 2.89 0.522 ± 0.060 0.9967±6.19·10−5 573.0
Case 4B 9.68 ± 2.66 0.535 ± 0.056 0.9967±6.41·10−5 573.0

t = 9.16s

t = 9.19s

t = 9.22s

t = 9.13s

t = 9.10s

Figure 4.6: Five snapshots of the reactant mass fraction fields for case 2 (at t = 9.10 s,
t = 9.13 s, t = 9.16 s, t = 9.19 s, and t = 9.22 s).
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Figure 4.6 shows the movement of the reactant plug in the axial flow direction at
various times as contours for the case where the inlet velocity is varying sinusoidally (Case
2).The inlet velocity decreases from 10 m/s to 5 m/s at t = 9.10 s and increases to 10
m/s again at t = 9.20 s. The existence of a low-mass-fraction region emerging from the
end of the monolithic reactor is clearly visible at times t = 9.13 to 9.19 s, indicating that
the reactant mass fraction is not monotonically decreasing along the streamwise direction
when the inlet velocity is fluctuating. The times at which low reactant concentration
stream emerges is between the times 9.13 to 9.19s. The other times show somewhat
higher reactant concentrations. The flushing rate of the reactants is influenced by the
inlet velocity.

Figure 4.7: Inlet velocity ( upper panel) and Uniformity index of reactant field half-way
through the monolith brick (lower panel) over time as obtained in cases 1 (black), 2 (red),
3 (blue) and 4 (green).

Figure 4.7 shows the temporal variation of uniformity index based on reactant
concentration for the simulation cases 1, 2, 3 and 4, along with the inlet velocity variation
over time from 9 to 9.4s. The local variation of uniformity indices strong variation
depending on the specification of inlet velocity. The UI remains constant with time, only
in the case of a constant inlet velocity. All other time dependent inlet velocities show
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strong variation of UI. Lower velocities yield high UI and better uniformity in reactant
concentration. It is also interesting to note that the peaks and valleys in the UI are out
of phase with the inlet velocity. The variation in UI is strongest for pulse inlet velocity
specification than the other time varying velocities. The dispersion mechanisms influence
the UI and conversion in a non-trivial way, that are very distinct functions of the time
dependent inlet velocities.

4.3 Summary of Paper III - Turbulent uniformity
fluctuations in automotive catalysts – A RANS vs
DES assessment

The primary aim of Paper III was to evaluate the applicability of RANS simulations in
comparison to DES. This evaluation focused on assessing the differences in uniformity
indices of mean flow between DES and RANS simulations. Additionally, the study aimed
to investigate the magnitudes of fluctuations in uniformity index induced by turbulence
under specified steady state conditions. Furthermore, the research aimed to assess the
cost and utility associated with using DES instead of RANS. The parameters set in the
RANS and DES simulations are shown in Table 4.5.

Table 4.5: Summary of initial and boundary conditions and solver settings in the RANS
and DES simulations.

Setting RANS DES
Turbulence model SST k-ω SST k-ω based
Inlet Velocity (m/s) 25 25
Inlet Temperature (K) 423 423
Wall Flow Modeling Standard Wall Treatment

[24]
Standard Wall Treatment

[24]
Wall energy boundary
condition

Heat losses through shell
conduction and an external

heat transfer coefficient
matched to experiments

Heat losses through shell
conduction and an external

heat transfer coefficient
matched to experiments

Outlet gauge pressure 0 Pa 0 pa
Outlet boundary condition
for other quantities

Zero gradient Zero gradient

Time stepping None (steady state) ∆t = 0.0001s
Solver Coupled Coupled
Temporal discretization
scheme

None (steady state) Bounded Second Order
Implicit

Discretization scheme for
convective terms

First Order Upwind Bounded Central
Differencing

Discretization scheme for
diffusive terms

Central Differencing Central Differencing

Fluid Air Air
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Figure 4.8: Area-Wighted uniformity index of mean and instantaneous velocity in the
middle of the catalyst (z = 0.1). t = 0 is the time at which statistical sampling was
initialized.

The DES solution exhibits fluctuations of varying amplitudes and frequencies. Figure 4.8
illustrates high-frequency fluctuations with an amplitude of approximately 0.03 in the
UI. Additionally, lower frequency fluctuations with an amplitude of around 0.06 are also
observed in the figure.

Figure 4.9: Comparison between RANS and DES results - Area-Weighted uniformity index
of mean velocity across the seven cross-sections within the monolith.

The findings indicate that across all monolith cross-sections, DES simulations yield a
more uniform flow compared to RANS simulations as in Figure 4.9. The difference
in uniformity index (UI) ranges between approximately 0.010 and 0.015 across all
cross-sections. However, as depicted in Figure 4.8, there may be occasional oscillations
present at timescales exceeding the temporal scope of the conducted simulation. Moreover,
the same figure illustrates that the regular oscillations (approximately 0.03) are at least
twice the magnitude of the difference between the averaged DES and RANS results
(approximately 0.015) for the uniformity index. Following Equation 2.1, the the deviation
in the flow from the mean is 15 % and 17% for RANS simulations and DES respectively
and the difference is 2%.
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4.4 Summary of Paper IV - Methodology for
reduced-order multi-channel modeling of a
catalytic converter

The aim of the Paper IV was to develop reduced order models combining solutions from
transient reactive CFD simulations and multivariate data analysis techniques. Transient
reactive CFD simulations are carried out on a catalytic converter with the geometry shown
in Figure 3.2. The catalytic converter is fitted with 45◦ cones at the inlet and outlet.
Global kinetics accounting for the oxidation of carbon monoxide, hydrogen, hydrocarbon
(propylene), nitric oxide are adapted from the work of Pandya et al. [75] for a Diesel
Oxidation Catalyst (DOC). The space- and time-resolved state variables at the catalyst
outlet are then approximated using Principal Component Analysis (PCA) [76]. By
applying a D-optimal design criterion on the resulting score matrix, a few representative
channels are selected to be combined to predict the mixed-cup average values from CFD.
Thus, this combination of CFD, PCA and D-optimal design offers dimensional reduction,
yet has the potential to preserve the core features from a full CFD prediction, as shown
in Figure 4.10.

.
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Figure 4.10: Schematic representation of the reduced order model development process.

The calibration case includes temperature and velocity transients. A time-shifted
transient of the calibration case serves as the test case. Figure 4.11 shows the results of
multi-channel model with five retained principal components. Here, conversions of the
three species, namely, CO, C3H6 and NO are plotted against time for CFD, MCM and
SCM. The predictions of MCM match very closely with that of CFD and better than the
SCM predictions. Additional test cases with variable species concentration profiles were
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Figure 4.11: Species conversion prediction using PCA, D-optimal design and weighted
least squares - Comparison of CFD, MCM and SCM for the time shifted case and constant
species concentration at the inlet, predicted values of species conversion plotted against time.
Five principal components were retained. Panels (a), (b), and (c) show the percentage
conversions for CO, C3H6, and NO, respectively. MCM predictions match accurately with
that of CFD predictions and better than the SCM predictions.

also predicted from the calibration set. The heat content and species (CO, C3H6, NO,
and H2) conversion are used as predictor variables. The results of the full CFD simulation
are compared with the results predicted of reduced model, in terms of the root mean
square error (RMSE) as in Figure 4.12.

4.4.1 Computational efficacy of MCM
The simulations for Paper 4 were carried out on a desktop computer installed with an
i7 processor and RAM capacity of 64 GB. Fixed time-stepping was used for all the
transient simulations. Depending on the transient inlet conditions (constant vs variable
inlet concentration), the completion time for CFD simulations were about 17-27 hours per
case. 1D-SCM simulations were solved using MATLAB ode15s solver and required 2.5 -
19.2 minutes for completion per case. With the available CFD output data, the processes
of data preparation for MVDA, PCA, D-optimal design and least squares regression
required 2 minutes for the combined steps. Thus, MCM is feasible with available data,
which can be obtained from CFD or from measurements. MCM has clear advantages in
terms of computational efficiency and accuracy.
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Figure 4.12: Performance comparison of the developed MCM and the 1D-SCM against
the 3D-CFD for heat content and species conversion. Panels (a), (b), (c), (d) are the
RMSE comparisons for the heat content, conversions of the species CO, C3H6 and NO
respectively. Logarithmic axis is used as the SCM RMSE is much larger in magnitude
than the RMSE of the MCM.
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4.5 Summary of Paper V - A reduced-order
pseudo-channel model accounting for flow
maldistribution in automotive catalysis

In realistic systems, the inlet and outlet planes of the catalyst have a distribution of
flowfield, unlike uniform distribution assumed by 1D-SCM. A probability density function
plotted against the velocity at the inlet and outlet is shown in Figure 4.13. The distribution
has variation depending on GHSV and temperature values. This distribution translates
as distribution of species conversions at the catalyst outlet.
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Figure 4.13: Distribution of the velocity at the inlet and outlet planes at low and high
values of GHSV and temperature.

4.5.1 Mapping of 3D-CFD with 1D-SCM to obtain
pseudo-channel model

A pseudo-channel is envisaged that provides the same species conversion as the 3D-CFD,
by formulating an objective function which is the difference of species conversions of

Figure 4.14: Schematic of steps in the steady state reactive simulation sequence.
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3D-CFD and 1D-SCM. The mapping can be formulated on steady state conditions, as
steady state reactive simulations do not require large computational effort for a 3D-CFD
case. This methodology is demonstrated using the geometry (Fig 3.1) and DOC kinetics
(Table 3.1).

A matrix of test case for mapping consisting of ten temperatures and four GHSVs is
used as the test matrix to perform reactive steady state 3D-CFD simulations. Species
conversion of the three species namely, CO, C3H6 and NO were chosen as candidates for
the objective function. The mixed cup average values of the velocity at the catalyst inlet
were used as starting guess for the nonlinear least squares optimization process. 1D-SCM
solution was sought at the temperatures, with these velocities and inlet concentration as
input to the 1D-SCM. The optimization solver lsqnonlin iterates until the error of the
objective function is minimum. Temperature matrix consists of ten temperatures from
350 K to 575 K in 25K intervals. Light-off temperatures of the three species are within
this temperature range. Four GHSVs were chosen to represent low and high velocities.
The summary of the procedure is shown in Figure 4.14.

The value of mixed cup velocity at the inlet plane of the catalyst is used as the initial
guess in the nonlinear least squares optimization. The desired conversions of the three
species were obtained from the outlet plane of the catalyst. lsqnonlin was run for all
the 40 operating points and the corresponding velocity of the pseudo-channel is plotted
against the mixed cup inlet velocity as shown in Figure 4.15. The values of the three
models and the corresponding velocities at inlet an outlet can be tabulated as look-up
table, in addition to the plot in as shown in Figure 4.15.

From the Figure 4.15, we can see that the pseudo-channel is well correlated with the
inlet mixed cup velocity of the 3D-CFD. Thus, a one-parameter model can adequately
explain the flow maldistribution effects providing equivalent conversion of a 3D-CFD.
The pseudo-channel also needs to have a smaller velocity for increased residence time to
convert the species equal to 3D-CFD values. With different initial guesses, the model
converged to the same end result, assuring unique solution for a set of temperature and
conversion values in the objective function.

4.5.2 Performance of pseudo-channel under steady state reactive
simulations

The performance of pseudo-channel is compared with that of 3D-CFD and 1D-SCM
in terms of outlet temperature and species conversion. Light-off trends of temperature
matched well with the CFD trends. The temperatures were slightly overestimated in
the SCM and pseudo-channel cases, as the thermal mass is lumped and the radial heat
transfer is not accounted in terms of solid conduction. However, species conversion values
matched more closely with the CFD values and are better than the SCM results, for
CO, C3H6 and NO. Figure 4.16 shows the comparison of performance of pseudo-channel
in terms of NO conversion versus CFD and 1D-SCM results. One other observation is
that the senstivity of the model with respect to temperature. As temperature varies
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Figure 4.15: Mapping of velocity of the pseudo-channel with the corresponding mixed cup
inlet velocity from 3D-CFD simulations.

from 375 K to 575 K, the species light-off of CO, followed by C3H6 occur and NO has
a maximum conversion and the reversible oxidation to NO2. As one of the species is
completely converted, this species does not contribute to the gradients of the objective
function, yet the pseudo-channel clearly predicts the values and trends of conversion and
light-off temperatures. The model is effective in predicting the steady state results.

4.5.3 Performance of pseudo-channel under transient reactive
simulations

After assessing the effectiveness of the pseudo-channel model, the subsequent step involves
evaluating its performance during transitions between steady states, specifically in terms
of velocity and temperature. In this regard, the transient analysis examines the response
to step changes in both parameters at 2 seconds. Specifically, the velocity undergoes a
step increase from 0.018 kg/s to 0.028 kg/s, while maintaining a constant temperature of
475 K. Similarly, the temperature experiences a step rise from 375 K to 475 K, with the
mass flowrate held constant at 0.028 kg/s throughout.

The results of velocity step transient show that the performance of the pseudo-channel
is better than the conventional SCM model in terms of outlet temperature. The species
conversion predictions of the pseudochannel closely align with the CFD results, and
the timing of the step change is accurately captured as a sharp jump in the values.
Furthermore, the pseudo-channel values match very closely with 3D-CFD predictions
both before and after the step, significantly outperforming the conventional SCM.
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Figure 4.16: Comparison of performances of 3D-CFD, 1D-SCM and pseudo-channel in
terms of C3H6 conversion at the catalyst outlet in steady state reactive simulations.

As observed in the velocity transients, the pseudo-channel predictions agree well with
3D-CFD predictions both before and after the step and is significantly better than
conventional SCM for the temperature transients too, as shown in Figure 4.17. An
interesting feature is the thermal lag behaviour. One would expect that 1D-SCM variants
will have faster response than the CFD. The order of lag between the CFD and SCM
variants is of the order of ten seconds. The dynamic response is a natural outcome of the
3D-CFD model as the radial heat conduction is well accounted for. The thermal mass
is lumped in terms of the SCM variants and is not sensitive to the dynamic response of
the changing temperature. This implies that as the inlet temperature changes, the CFD
model is sensitive enough to predict the variation and retention times and the change is
felt sooner than the SCM variants. However, due to the larger thermal mass, the final
temperature attained is lower than the SCM variants. Thus, a one-parameter model is
inadequate to capture the variation in retention times and sensitivity of temperature
changes.

4.5.4 Computational Efficiency
An i7 processor powered desktop computer with 64 GB RAM was used for all
simulations, both 1D-SCM and 3D-CFD. Simulations of reactive steady states were
performed progressively from low temperatures (350K) to high temperatures (575K). The
initialization was performed at 350K, and the converged solutions were then used for the
next higher temperature setting, to reduce the CFD simulation times. Initially, the steady
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Table 4.6: Comparative computational costs for steady state and transient simulations
and other associated processing steps.

Details 3D-CFD 1D-SCM Pseudo-Channel

Steady state reactive simulation 30 minutes 2 minutes 2 minutes
lsqnonlin NA 5 minutes NA
Transient reactive simulations 3 hours 5 minutes 5 minutes

state solutions were obtained in 18 minutes; however, the time to obtain steady state
solutions for other temperatures was of the order of 30 minutes (the longer simulation
times at higher temperatures are due to stiff kinetics. The solver ode15s in MATLAB and
lsqnonlin were used to obtain the species conversions in the 1D-SCM and perform the
mapping using nonlinear least squares optimization. The simulation time for the 1D-SCM
cases were of the order of 2 minutes. Mapping procedure using nonlinear least squares
was completed in 2-5 minutes for low temperatures (temperatures less than 450K) and
high temperatures respectively (temperatures from 450K). The simulation duration for
the 1D-SCM instances averaged around 2 minutes. The mapping process using nonlinear
least squares took between 2 to 5 minutes, depending on whether the temperatures
were low (below 450K) or high (450K and above). The computational time is shown in
Table 4.6. As illustrated in Table 4.6, the ratio of computational times between CFD and
the pseudo-channel SCM stands at 102 : 1, offering versatile applications such as virtual
calibration platforms, monitoring, and control [92].
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Figure 4.17: Comparison of performances of 3D-CFD, 1D-SCM and pseudo-channel in
terms outlet temperature and species conversions for a transient temperature step at the
inlet.
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5 Conclusions and Future Work
5.1 Conclusions
In Paper I, a procedure was developed to understand and analyse the flow distribution in
the academic muffler, using transient non-reactive simulations. To this end, a geometry
with bend and a partial dead volume is chosen to study the flow profiles in the academic
muffler. Two different transients were used, to understand the evolution of the uniformity
index when the system moves from steady state to another steady state. Histograms
and contours were used to demonstrate the non-uniform distribution of temperature and
velocity in both the simulations. Pathlines also demonstrated that the few fluid streams
had travelled longer paths than some of the other fluid streams in the muffler. Another
interesting result was that the value of temperature uniformity index was dependent on
the definition of temperature that was used as the flow variable. Scaled temperature
values with different scaling were used to evaluate temperature uniformity index. A value
of 0.95 for uniformity index in temperature and velocity do not mean the same level of
distribution of velocity and temperature. The temperature field evolution is slower than
the velocity field because of the larger thermal mass. The temperature field influences
the velocity field through the change in fluid properties. The main outcome of the study
is the validity of single channel model in the presence of flow maldistribution, as the flow
in such devices under transient and even steady state conditions are very complex. This
study can be used to build reduced order 3D models.

The conversion in EATS is influenced by the fluctuations and pulsations in the flow
to the inlet of EATS. This is the focus of Paper II. A simple reactor geometry with a
catalyst is used in this study. The geometry gas cones at the inlet and outlet, these
create environments for mixing. Transient reactive simulations are performed with four
different inlet velocities, namely, constant, pulse, sinusoidal and triangular ramp forcing
functions. It was found that the time-averaged conversions and uniformity indices are
dependent on the specifications of the inlet velocity. In a reactive case, the pulsations
influences the retention time in the catalyst. The retention time distribution is influenced
by flow distribution in the EATS. The mixed cup conversion is found to be a function of
the inlet pulsations. The nature of the transient inlet velocities influences the dispersion
of the gases in the catalyst. Fluctuations in temperature also affect the reaction rates.
Reaction rate is non-linearly dependent on temperature. This dependence is altered by
the fluctuations in the transient inlet conditions. When the inlet velocity is specified as a
pressure value, flow discontinuity propagation is minimized. The mixing in the cones is
also influenced by the fluctuations.

The validity of RANS simulations is checked using DES in Paper III. Unlike RANS,
the large-scale turbulence is resolved in space and time in DES. The uniformity indices at
various planes in the DES showed fluctuations, which could be significant during catalyst
light-off behavior. However, the computational cost of DES is significantly higher by three
orders of magnitude than that of RANS.
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In Paper IV, a methodology was illustrated for the development of a multi-channel
model for catalytic converters through the integration of multivariate data analysis
techniques such as Principal Component Analysis (PCA) and D-optimal design, along
with weighted least-squares regression from a CFD solution set. To demonstrate and
evaluate the performance of the multi-channel model, a diesel oxidation catalyst with
diverging cones and axisymmetry serves as the base model. A set of five reactions covering
nine species was used in the reactive transient simulations. A porous media approximation
was used to represent the catalyst. Transient profiles of mass flowrate, temperature and
species concentration were applied at the inlet and the solution variables were collected
at the outlet. A calibration case and three test cases were used in model order reduction
procedure. The calibration dataset was rearranged and scaled for applying chemometric
techniques. Five components were sufficient to explain most of the variance in the solution
data. The D-optimal design procedure applied to the scores of the selected principal
components determined the locations of the channels in the outlet plane. Out of the
five channels identified through the D-optimal design, three were positioned closer to the
wall, while one was situated at the center and another in the interior. Performances were
compared in terms of the root mean square of the error of the objective functions, through
weighted least squares regression. The performances of multi-channel model of all the
test cases compared closer to the CFD results than the SCM, which cannot adequately
capture spatio-temporal variations in inlet conditions arising from flow maldistribution.
The computational effort needed to develop the multichannel model is similar to that of
SCM, assuming the base CFD data is accessible.

As the procedure identifies the number of channels and their respective locations, it
is possible to run SCM for these specific locations. The inlet conditions are identical
for reactive and non-reactive cases. However, these channels then need to be combined
using weights to get the model of the whole catalytic converter. One approach could
be to use the temperature profiles of these channels and the mixed cup temperatures
as the prediction set. The exotherms from the reactions alter the functional forms of
the objective function. For example, the heat content is a monotonic function of the
velocity and temperature, whereas conversion has a different functional form, with the
same variables velocity and temperature. Alternatively, one can think of using steady
state non-reactive simulations. Here, the variable that provides variance information
for the PCA is velocity alone as heat effects do not influence the steady state results.
These factors limit the use of chemometric modeling using non-reactive simulations for
reduced-order model.

Multi-channel model developed in Paper IV showed improved performance than a
1D-SCM. However, this method needs large dataset for the chemometric analysis. Transient
3D-CFD simulations provide the base dataset for MVDA consuming huge computational
load. 1D-SCM being advantageous with lower computational load, is less accurate as
the thermal interactions and radial heat transfer are not modelled. These affect the
performance of realistic systems with flow maldistribution. Steady state reactive 3D-CFD
simulations are cheaper in terms of computational load. These also hold the information
of flow maldistribution.
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In Paper V, steady state reactive 3D-CFD simulations are used to map the 3D-CFD
simulations with 1D-SCM. A pseudo-channel model is a fictitious SCM that will represent
the operation of a realistic catalytic converter. To obtain the residence time or the velocity,
steady state CFD results can be used to formulate an objective function, which would
deliver the same conversion as the 3D-CFD. To this end, steady state conversion values
are obtained at different GHSV, holding temperature constant. This helps to identify
”the parameter(s)” required for formulating for the pseudo-channel. The computational
costs associated with the pseudo-channel model are of the same order as the 1D-SCM.
Performance assessment of this model is compared with the 3D-CFD solutions and the
conventional SCM results, with steady state and transient test cases with velocity step
and temperature step cases. In all the cases, the performance of the pseudo-channel model
is significantly better than the conventional SCM model. Pseudo-channel model results
agree very closely with the 3D-CFD results for steady state conditions and for velocity
transient case. However, the sensitivity to capturing variation in retention times in a
temperature step is limited due to lumping of thermal mass and absence of radial heat
transfer modeling. The final steady states predicted by the pseudo-channel agree well with
the 3D-CFD results. There is no restriction in terms of temperature ranges of velocity
values in obtaining a stable, converged optimal value from lsqnonlin function. This
model seems to be promising for other EATS like TWC and SCR. For systems involving
multiphysics phenomena like evaporation and reaction, as in the SCR, a more detailed
kinetic model needs to be used in the base CFD. For example, there can be accumulation
of ammonia by adsorption on the monolith walls, leading to stiff changes in temperature
and NOx conversion. In these cases, a microkinetic model solved by CFD solution can
provide the base results for nonlinear least squares optimization.

5.2 Reflections from the results

Throughout this thesis, 3D-CFD simulations played a central role, both with and without
reactions. As we know, 3D-CFD simulations offer great accuracy, but they come with a
trade-off: extensive computation times. This limitation restricts their practical use in
real-time applications such as hardware-in-the-loop testing, on-board diagnostics, and
control operations in EATS. The primary motivation was to develop computationally
efficient, yet accurate models derived from the detailed 3D-CFD simulations. To
achieve this, techniques like chemometrics and nonlinear optimization were employed
to create reduced-order models. These models significantly reduce computational load
while maintaining fidelity. The benchmarking of the reduced-order models, viz., the
multi-channel model and the pseudo-channel model — revealed their suitability for
real-time applications. Additionally, the thesis also explored how multivariate data analysis
(MVDA) and optimization techniques could be combined with 3D-CFD solutions to obtain
flow field variables at the catalyst outlet, in realistic systems with flow maldistribution.
In summary, the thesis work aspires to provide systematic methodology to create reduced
order models for systems with flow maldistribution.
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5.3 Future work
The current work is focused on understanding flow distribution in EATS and developing
reduced order models from 3D-CFD simulations.

To validate simulation results, measured flow field data is essential. Thermal data
and velocity data can be obtained from thermocouples, Prandtl tube measurements,
and hot wire anemometry. Laser techniques, such as Particle Image Velocimetry (PIV)
and NO-LIF, can be used to provide velocity and concentration data. Additionally, LIF
(Laser-Induced Fluorescence) can yield temperature measurements. By applying laser
techniques, we can assess flow information at the monolith inlet, providing information
about flow maldistribution.

This work can be extended to other EATS like SCR and ASC. Performance of SCR is
dependent on the mixing of the sprays and the hydrolysis of urea to produce ammonia.
The developed method of CFD simulations with chemometric techniques can be used to
elucidate better injection locations and conditions. This information will be helpful for
improved performance of SCR systems and optimise the performance of ASC.

Flow maldistribution is pronounced in EATS used in marine vessels owing to their large
capacity engine exhausts. Scrubbers with amine solution of alkali solutions are used to
convert CO2, SOx and NOx. A uniform spray enhances the efficiency of the scrubbers. It
would be interesting to investigate this methodology for optimizing the sprays for effective
conversion of the exhaust gases from a marine vessel.
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6 Contribution to the field
This main contribution of this work can be summarized as:

6.1 Paper I
"Transient predictions of flow uniformity evolution in realistic exhaust gas aftertreatment
systems using 3D-CFD"

The main contributions of this work is the demonstration of the limitations of SCM
via histogram representation of velocity and temperature and the evolution of uniformity
index when a system moves between two states. This work is one of the fewer works
that addresses flow distribution under transient and non-reactive conditions. The role of
thermal mass and pressure drop in the flow uniformity evolution are also studied. This
analysis is a potential way to develop reduced order 1D+ models. I performed all the
simulations and wrote the first draft of the paper. I performed the analysis and evaluation
of the results together with my co-authors.

6.2 Paper II
"Numerical assessment of flow pulsation effects on reactant conversion in automotive
monolithic reactors"

The influence of pulsations and fluctuations on the time-averaged conversion and
time-averaged uniformity index are studied. This study showed that even with the
same time-averaged inlet velocity, there are stark differences in the time-averaged outlet
conversion. I performed all the simulations and prepared the results for the draft. I
together with my advisors, evaluated the results and analysed them.

6.3 Paper III
"Turbulent uniformity fluctuations in automotive catalysts–A RANS vs DES assessment"

CFD simulations were performed on geometry with bends. Uniformity indices were
predicted for DES turbulence models and were compared with RANS results. DES
provides turbulent UI fluctuations that were not resolved using RANS, this could be
significant for the catalyst light-off behavior. I with my advisors developed the project. I
performed simulations with other authors. I performed the analysis and evaluation of the
results together with my co-authors. I wrote the first draft of the paper.
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6.4 Paper IV
"Methodology for reduced-order multi-channel modeling of a catalytic converter"

A reduced order model for an oxidation catalyst was developed through the application
of multivariate data analysis methods (PCA, D-Optimal Design and Weighted least
squares) on transient reactive CFD simulation output. Performance of test cases were
compared against the SCM in terms of residuals and RMSE. This methodology integrates
CFD models with chemometric techniques to develop multi-channel models. I performed
all the simulations, prepared the results for the draft, and wrote the first draft of the
paper. I performed the analysis and evaluation of the results together with my co-authors.

6.5 Paper V
"A reduced-order pseudo-channel model accounting for flow maldistribution in automotive
catalysis"

Predictions of conversion for reactive simulations for systems with flow maldistribution
were made by developing a pseudo-channel concept. The residence time of the equivalent
pseudo-channel was obtained by nonlinear least squares mapping of species conversions
between CFD and SCM simulations at steady state temperatures and inlet velocities. In
terms of species conversion, the performance of the pseudo-channel was assessed for both
steady-state and transient test cases. In all the test cases, pseudo-channel predictions
were in close agreement with the CFD simulations. The methodology aimed at obtaining
reduced-order models for catalytic converters with flow maldistribution from steady-state
simulations. I performed all the simulations and prepared the results for the draft. I
together with my advisors, evaluated the results and analyzed them. I wrote the first
draft of the paper.
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Appendix - I
Experimental features and modeling methodology are described in this chapter. For
further information, publications I and II can be referred to. The construction of the
experiment rig along with its associated instrumentation are presented in this section.

A1.1 Experimental Rig
The EATS rig used in this study is designed to capture the relevant features of an
industrial EATS fitted in a vehicle, that it should have bend and/or a dead volume, that
creates a recirculation zone. The experimental rig should also be operated in transient
condition. The rig should also operate under cold and warm conditions. Figure 6.1 shows
the experimental rig.

Figure A1.1 Experimental Rig

The experimental rig is called as "Academic Muffler". It has a vertical section and a
horizontal section. The vertical section has the inlet port. The vertical section is fitted
with a catalyst that acts as a flow straightener. The section is long enough so that the flow
is fully developed in the vertical section. The inlet section is 3 cm in internal diameter
and 50 cm long. The material of construction is stainless steel (SS310). The horizontal
section is connected to the vertical section by a 90◦ bend. The right side of the horizontal
section houses the catalyst.

The catalyst is a diesel oxidation catalyst (DOC). This is kept insulated by layers of
glass wool. The dimensions of the catalyst are 9.5 cm in diameter and 15 cm in length.
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This is the main catalyst. The inlet pipe is also fitted with a small catalyst, that serves
to dampen the flow. This small catalyst is also wrapped inside layers of insulation.

The muffler is provided with ports for the passage of working fluids. The working
fluids are air and nitric oxide. Air is the working fluid for flow and temperature profile
visualization. Nitric oxide (NO) gas along with air will be used for species profile
visualization. Air is injected from the vertical section, whereas small circular nozzles in
the horizontal will be the entry port for nitric oxide. The role of nitric oxide is more of
a tracer that will be illuminated via laser to get concentration profiles in the catalyst.
Expanding mat is used to hold the catalyst in place and to minimize heat losses.

A1.2 Associated Instrumentation
Three mass flow controllers (MFC) of capacities 1000 slpm, 200 slpm and 2 slpm
(Bronkhorst) are used to regulate the flowrate of air, diluent air and nitric oxide gas
respectively. The flowrates are specified at STP 1. K-type thermocouples are inserted at
the front and rear ends of the catalyst in the horizontal section to measure temperatures
in the channels of the monolith. Three more thermocouples are placed on the vertical pipe
for further measurements that are required for controlling the temperature and tuning the
heat transfer coefficients. The fluids that are used in the experiment are heated by using
a Eurotherm fitted with controllers for close control of temperatures. Positive drought is
ensured for flow of gases from the muffler, by calibrating the pressure drop across the
ventilation lines. The data acquisition is accomplished by in-house LabVIEW module.
This also helps in running automated flow experiments. the muffler is attached to an
optically active chamber for use of laser diagnostics. Gaskets and seals used in the muffler
and optical chamber are chosen that they are compatible with NO gas. The experimental
rig is enclosed in a ventilated hood.

The nitric oxide gas cylinders are stored in gas cabinets that can withstand high
temperature for a period of 90 minutes. The gas line is secured with multiple regulators
and non-return valves for safe flow of nitric oxide. Leak alarms are placed inside the
hood and in the experimental area. This is because the allowable leak for NO gas is very
stringent.

A1.3 Calibration Experiments
Pressure drop in the horizontal section was measured by manometer by varying the
flowrate at the inlet. This information is required in the porous media to specify the
resistance to the flow in the monolith in the simulations.

1Standard Temperature and Pressure (STP) 273.15 K and 101.325 kPa
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Figure A1.2 Pressure drop Vs Flowrate Calibration
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