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A B S T R A C T

Propeller Open Water (POW) performance of a non-ventilating and fully-submerged propeller in model-scale
is investigated in calm water and regular head waves using experimental tests (EFD) and Computational
Fluid Dynamics (CFD). Laminar flow dominance is observed in calm water, particularly at higher advance
ratios. Nevertheless, the findings in waves suggest increased turbulence, stemming from both the wave orbital
velocities and the presumably increased turbulence level produced by the wave maker in the towing tank.
Analysis of the CFD results obtained from the incident flow field and single-blade force and moment leads to
the speculation that the observed discrepancies are associated with the inevitable asymmetric conditions and
mechanical interference in the experiments which were absent in CFD. These can potentially alter the flow
over the blades resulting in a different flow transition, separation, and coherent turbulent structure formation
and hence forces and moments. The altered propeller performance in waves in comparison to calm water
underlines the significance of waves on the propulsive factors and propeller design.
1. Introduction

Today, there is a growing tendency to study the hydrodynamic
performance of ships in more realistic environmental conditions rather
than traditional calm water considerations. Waves are playing a crucial
role on the ship performance in an actual seaway. The interactions be-
tween waves, hull and the propulsion system of a ship may significantly
affect the ship motions, resistance, wake and propeller/engine load in
comparison to calm water operational conditions, ITTC (2017). It is
well-established, e.g., by Gerritsma et al. (1961), Moor and Murdey
(1970), Van Sluijs (1972) and Nakamura and Naito (1975), that the
propulsive factors for ships operating in waves deviate from those
in calm water, which may lead to a noticeable ship performance
degradation.

While the operational condition for a ship’s propeller in real seas
is inherently complex due to the ship motions and wake variations, it
remains necessary to study the propeller performance under controlled
operational conditions to gain insights into performance deviations in
complex in behind conditions. These controlled operational conditions
for the propeller without the hull interactions are often called ‘‘open
water’’ in the context of marine engineering and propulsion.

Evaluation of the Propeller Open Water (POW) performance is
essential because it provides primary insights into the propeller’s per-
formance characteristics such as thrust, torque and efficiency. The
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POW performance has been widely investigated experimentally and
numerically. The common experimental approaches, which are known
as Experimental Fluid Dynamics (EFD), are the performance predictions
using model tests, for example in towing tanks or cavitation tunnels.
These experiments are called POW tests henceforth. Although the POW
tests are expensive and time-consuming, often they provide a high level
of accuracy in the predictions of the POW characteristics.

There are numerous studies on the evaluation of the POW perfor-
mance through numerical methods. Generally, one major advantage
of numerical methods over the POW tests is the possibility of acquir-
ing in-depth information about the fluid flow, which is challenging,
costly, and extremely cumbersome to achieve through the tests, if even
possible. Each numerical method has a different level of fidelity with re-
spect to its computational costs and accuracy. Generally, the approach
in these methods is based on either Potential Flow methods (Vor-
tex Methods or Three-Dimensional Panel Methods) or Computational
Fluid Dynamics (CFD) techniques. The benefit of using state-of-the-art
CFD methods lies in their more accurate predictions through high-
fidelity nonlinear computations with fewer simplifications related to
flow physics compared to the potential flow methods. However, CFD
methods are often computationally expensive and time-consuming.
Today, with the accessibility of large computational resources and the
development of sophisticated computational tools, there is a growing
029-8018/© 2024 The Authors. Published by Elsevier Ltd. This is an open access ar
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Nomenclature

(𝑃∕𝐷)0.7𝑅 Pitch ratio at 𝑟∕𝑅 = 0.7 (–)
𝛼 Multiplication constant in uncertainty anal-

ysis tool
𝛼(𝑟, 𝜃) Incidence angle at position (𝑟, 𝜃) on pro-

peller disk (deg)
�̄� Mean (time-averaged) of quantity under

study in Fourier analysis
𝛽(𝑟, 𝜃) Geometric advance angle at position (𝑟, 𝜃)

on propeller disk (deg)
𝛥𝑡 Time step (s)
𝛿𝑛 First layer cell thickness of prism layers in

grid 𝑛 (m)
𝜂𝑂 Propeller open water efficiency (–)
𝛾𝑛 Growth ratio between layers of prism layers

in grid 𝑛 (–)
𝜆 Wave length (m)
𝜇 Heading angle (deg)
𝜈 Kinematic viscosity of water (m2/s)
𝛺 Propeller rotational angular velocity

(rad/s)
𝜔 Fast Fourier Transform frequency (rad/s)
𝜔𝐸 Encounter wave frequency (rad/s)
𝜔𝑤 Wave frequency (rad/s)
𝛷0 Estimated exact solution in uncertainty

analysis tool
𝛷𝑖 Solution of the 𝑖th grid in uncertainty

analysis tool
𝜓(𝑡) Time series of the quantity under study in

Fourier analysis
𝜓𝑖 The 𝑖th harmonic amplitude of quantity

under study in Fourier analysis
𝜓𝜀𝑖 The 𝑖th harmonic phase of quantity under

study in Fourier analysis
𝜌 Water density (kg/m3)
𝜃 Azimuthal position on propeller disk (deg)
𝛩(𝑟) Geometric pitch angle at radius 𝑟 on

propeller disk (deg)
𝜃𝑠𝑘 Skew angle (◦)
𝜁 Free surface elevation (m)
𝐴 Wave amplitude 𝐻∕2 (m)
𝐴𝐸∕𝐴𝑂 Blade area ratio (–)
𝐶0.7𝑅 Chord length at 0.7𝑅 (m)
𝐷 Propeller diameter (m)
𝐷ℎ𝑢𝑏 Hub diameter (m)
𝐹𝑟 Froude number (–)
𝑔 Gravitational acceleration (m/s2)
𝐻 Wave height (m)
ℎ𝑖 Typical cell size of the 𝑖th grid in uncer-

tainty analysis tool
𝐽 Advance ratio (–)
𝑘 Wave number 360∕𝜆 (deg/m)
𝐾𝑄 Propeller torque coefficient (–)
𝐾𝑇 Propeller thrust coefficient (–)
𝐿 Length between perpendiculars (m)
𝑛 Grid refinement level (–)
2

𝑁𝑛 Total number of layers of prism layers in
grid 𝑛 (–)

𝑛𝑃 Propeller rotational speed (rps)
𝑝 Observed order of grid convergence in

uncertainty analysis tool
𝑄 Propeller torque (N m)
𝑄𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 Pressure component of the torque around

the axial axis of the Cartesian coordinate
system (N m)

𝑄𝑠ℎ𝑒𝑎𝑟 Shear component of the torque around the
axial axis of the Cartesian coordinate system
(N m)

𝑄𝑌 Moment around the transversal axis of the
Cartesian coordinate system (N m)

𝑄𝑍 Moment around the vertical axis of the
Cartesian coordinate system (N m)

𝑅 Propeller radius (m)
𝑟 Radial position on propeller disk (m)
𝑅ℎ𝑢𝑏 Hub radius (m)
𝑅𝑒 Reynolds number (–)
𝑇 Propeller thrust (N)
𝑡 Time (s)
𝑇 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 Pressure component of the thrust in the ax-

ial axis of the Cartesian coordinate system
(N)

𝑇 𝑠ℎ𝑒𝑎𝑟 Shear component of the thrust in the axial
axis of the Cartesian coordinate system (N)

𝑇𝐸 Wave encounter period (s)
𝑇𝑌 Force in the transversal axis of the Cartesian

coordinate system (N)
𝑇𝑍 Force in the vertical axis of the Cartesian

coordinate system (N)
𝑈 Ship velocity (m/s)
𝑢𝑤𝑎𝑣𝑒𝑎𝑥𝑖𝑎𝑙(𝑟, 𝜃) Axial velocity component of the wave or-

bital velocities at position (𝑟, 𝜃) on propeller
disk (m/s)

𝑢𝑤𝑎𝑣𝑒𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙(𝑟, 𝜃) Vertical velocity component of the wave or-
bital velocities at position (𝑟, 𝜃) on propeller
disk (m/s)

𝑢𝑟 Radial velocity component at position (𝑟, 𝜃)
on propeller disk (m/s)

𝑢𝜃 Azimuthal velocity component at position
(𝑟, 𝜃) on propeller disk (m/s)

𝑢𝑎𝑥𝑖𝑎𝑙(𝑟, 𝜃) Axial velocity at position (𝑟, 𝜃) on propeller
disk (m/s)

𝑦+ Non-dimensional wall distance for a wall-
bounded flow (–)

𝜂𝑂𝑖 The 𝑖th harmonic amplitude of open water
efficiency at wave encounter frequency (–)

𝐾𝑄𝑖 The 𝑖th harmonic amplitude of torque
coefficient at wave encounter frequency (–)

𝐾𝑇 𝑖 The 𝑖th harmonic amplitude of thrust coef-
ficient at wave encounter frequency (–)

𝑁𝑐𝑒𝑙𝑙 𝑖 Total number of cells of the 𝑖th grid in
uncertainty analysis tool

SDR Specific dissipation rate (kg/m3 s2)
TKE Turbulent kinetic energy (kg/m s3)



Ocean Engineering 302 (2024) 117703M. Irannezhad et al.

o
𝑈
v
s
K
s

trend towards utilization of CFD methods for the POW performance
analysis, due to their capabilities in providing comprehensive flow field
information. The so-called Reynolds-Averaged Navier–Stokes (RANS)
approach is the most common CFD method in the context of ship
hydrodynamics.

The vast majority of investigations in the literature are focused on
assessing the POW performance in calm water conditions, and the iden-
tification of the effects of wave dynamics on the POW characteristics
is seldom examined. Even when the effects of waves are taken into
account, the studies predominantly concentrate on the propeller emer-
gence and ventilation. Ventilation is a phenomenon where a propeller
interacts with the free surface and pulls down air when it operates
beneath the free surface, Califano and Steen (2011). This phenomenon
depends on many conditions, such as the propeller loading, advance
speed and the propeller submergence depth, i.e., the distance from the
propeller to the free surface. For instance, the investigations carried out
by Faltinsen et al. (1980), Minsaas et al. (1983), Politis (1999), Koushan
et al. (2009), Xin (2012) and Eom et al. (2021a) are mainly focused on
the ventilation occurrence and its effects on the POW characteristics in
waves.

One of the initial investigations about the effects of waves on fully-
submerged and non-ventilating propellers was carried out by McCarthy
et al. (1961) through POW tests in calm water and regular head waves.
It is illustrated that the fluctuations in the open water thrust and torque
in regular head waves are in good agreement with the calm water
uniform flow propeller performance curves, when the mean orbital
velocities of the waves are taken into account in the advance ratio.
Similar observations are also reported by Nakamura et al. (1975).

Although the experimental and numerical investigations performed
by Zhao et al. (2017) on the POW performance in regular waves include
the non-ventilating conditions, the main conclusions are made based
on the propeller performance under ventilating conditions. Moreover,
only one wave condition (wave length and height) is considered in this
study, hence it lacks an assessment of the POW performance across
various wave conditions.

Tokgoz et al. (2017) compared the CFD predictions of the POW
performance in waves against the EFD data for two different pro-
pellers under various submergence depths, advance ratios and wave
conditions. However, the discussions mainly focused on the propeller
ventilation effects on the propeller performance and the discrepancies
of the POW characteristics between the calm water and waves in the
non-ventilating conditions are overlooked.

Jang et al. (2019, 2020) and Eom et al. (2021b) studied the POW
performance in calm water and regular waves under various opera-
tional conditions, e.g., heaving propeller, pitching propeller, propeller
with constant inclination angles and different submergence depths. The
aim was to develop a performance prediction method for the propeller
that follows the ship motions in waves. Although very interesting
observations are reported in these investigations, they fail to illustrate a
clear picture of the effects of different waves on the POW characteristics
in comparison to calm water condition.

Kan et al. (2023) performed CFD investigations of the effects of
waves on the propeller wake through the large-eddy simulation frame-
work. In this study, the influences of incident waves on the propeller
wake characteristics including turbulent kinetic energy and power
spectral density are analyzed, but only in one wave condition.

Aside from the work by McCarthy et al. (1961), the studies by Zhang
et al. (2021a,b) are among the most relevant investigations for the
current paper, concerning the POW performance in waves. Although
these studies are more focused on the ventilation effects from the
perspective of the coupled oblique flow and free surface effects in var-
ious submergence depths, they include a brief analysis of the propeller
performance in the non-ventilating condition. The dynamic behavior
of the propeller thrust and torque, including the integral load vari-
ations in the entire period of encounter, single-blade load variations
3

in different time intervals, as well as instantaneous loads at different s
azimuthal positions and instants are analyzed. It was concluded that,
under the fully-submerged and non-ventilating condition, due to the
wave orbital velocities, the propeller experiences non-uniform inflow
with periodically varying magnitude and incidence angle. Therefore,
the instantaneous load distribution on the propeller disk as well as
the single-blade load variations are unsteady due to the non-uniform
and unsteady oblique flow environment. The shortcomings of these
investigations are the considerations of a limited number of wave
conditions and advance ratios, hence lacking a complete analysis of the
effects of waves in different operational conditions.

The main motivation behind this study stems from the limitations in
current literature in offering comprehensive insights into the effects of
waves on the POW performance in various operational conditions for
propellers under fully-submerged and non-ventilating conditions. The
key objective of the current paper is to perform systematic experimental
and numerical (RANS) investigations of POW performance in calm
water and regular head waves to study the impacts of waves on the
POW characteristics of a propeller. The KP458 propeller, originally
designed for the KVLCC2 tanker, is chosen as the case study in this
paper. The choice of regular head waves is made because of their com-
paratively simpler effects on the POW performance and the involved
flow physics. In order to obtain the objectives, the POW performance is
studied in a wide range of operational conditions consisting of different
advance ratios and wave conditions (wave heights and wave lengths),
in which the effects of different contributing factors are studied. The
submergence effects are also examined briefly through the comparison
of the POW performance in waves between two different submergence
depths. The advance ratios, wave conditions and submergence depths
are selected to avoid propeller ventilation and remain fully-submerged
during the whole encounter period, while still being affected by the
incident waves.

The investigations include analysis of the instantaneous, time-
averaged and harmonic amplitudes of propeller thrust, torque and
efficiency as well as the single-blade load variations together with
an incident flow field analysis from the numerical methods. To this
end, suitable convergence criteria and post-processing techniques are
utilized and then a formal verification and validation (V & V) procedure
is applied to understand and control the numerical and modeling
uncertainties/errors in the CFD computations. Verification is a purely
mathematical exercise that intends to show that we are solving the
equations right, whereas validation is an engineering practice that in-
tends to show that we are solving the right equations, Roache (1998). In
this paper, the main focus of such verification (uncertainty analysis) is
on systematic grid convergence study. The POW performance analyses
from this paper can shed more light onto the propeller–wave interaction
effects and help the ship/propeller designers optimize their designs for
more realistic environmental conditions than only calm water.

2. Propeller geometry and operational conditions

The employed propeller geometry in this study is the KP458, orig-
inally designed by Korea Research Institute of Ships and Ocean Engi-
neering (KRISO, formerly MOERI) for the second variant of the MOERI
tanker (KVLCC2). The propeller in model-scale with the scale factor of
approximately 45.714 appended with a shaft and a dummy hub cap is
considered. The main particulars of the propeller geometry are given
in Table 1.

The Propeller Open Water (POW) performance operating in fresh
water with the density of 𝜌 = 998.83 kg/m3 and the kinematic viscosity
f 𝜈 = 1.089 × 10−6 m2/s is investigated. Different advance ratios 𝐽 =
∕(𝑛𝑃𝐷) are considered, in which 𝑈 is the advance velocity (carriage
elocity in the POW model tests) and 𝑛𝑃 is the propeller rotational
peed in revolution per second rps. The design Froude number of the
VLCC2 hull is 𝐹𝑟 = 𝑈∕

√

𝑔𝐿 = 0.142, hence resulting in the design ship
peed of approximately 1.177 m∕s for the 𝐿 = 7 m long hull with the
ame scale factor as of propeller (≈45.714). Although a wide range of
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Table 1
Main particulars of the propeller geometry in model-scale (scale factor ≈ 45.714).

Symbol Value/Type Unit Denotation

𝐷 0.2157 (m) Propeller diameter
𝐷ℎ𝑢𝑏 0.155𝐷 (m) Hub diameter
(𝑃∕𝐷)0.7𝑅 0.721 (–) Pitch ratio at 𝑟∕𝑅 = 0.7
𝐴𝐸∕𝐴𝑂 0.431 (–) Blade area ratio
𝜃𝑠𝑘 21.15 (◦) Skew angle
𝐶0.7𝑅 0.0494 (m) Chord length at 𝑟∕𝑅 = 0.7
− 4 (–) Number of blades
− FPP (–) Fixed Pitch Propeller type
− Right-handed (–) Rotation direction

Table 2
Intended wave conditions from the wave calibration tests. The length of 𝐿 = 7 m and
the carriage speed of 𝑈 = 1.177 m∕s are used to calculate the non-dimensional wave
lengths 𝜆∕𝐿 and the wave encounter periods 𝑇𝐸 .

Wave condition 𝜆 (m) 𝜆∕𝐿 (–) 𝐻 (m) 𝐻∕𝜆 (%) 𝑇𝐸 (s)

WC1 3.990 0.570 0.042 1.052 1.086
WC2 3.990 0.570 0.070 1.754 1.086
WC3 3.990 0.570 0.120 3.007 1.086
WC4 7.546 1.078 0.133 1.762 1.637

advance ratios is considered in calm water, the investigations in regular
head waves mainly concern the advance ratios of 𝐽 ≈ 0.35, 0.45, 0.55
and 0.60, by considering 𝑈 = 1.177 m∕s and propeller rotational speeds
of 𝑛𝑃 = 15.62 rps, 12.15 rps, 9.94 rps and 9.11 rps, respectively.

The investigations are carried out in calm water and four regular
head waves, including two different wave lengths 𝜆 and different wave
heights 𝐻 or steepnesses 𝐻∕𝜆. Prior to the POW tests in waves, the
wave calibration tests are carried out to examine the quality of the
generated waves with regard to the wave maker’s performance and
its limitations and to document the characteristics of the actually
generated waves. Table 2 provides the wave conditions results from the
wave calibration tests. These are the four wave conditions that are used
for the POW tests as well as the simulations. All the experimental and
numerical POW studies in regular head waves are carried out with a
constant carriage speed of 𝑈 = 1.177 m∕s, in order to be consistent with
the KVLCC2 design Froude number. In Table 2, the non-dimensional
wave lengths 𝜆∕𝐿 are given using the length of 𝐿 = 7 m. The wave
encounter frequency 𝜔𝐸 and encounter period 𝑇𝐸 are computed for
each wave length based on its respective wave frequency 𝜔𝑤, heading
angle 𝜇 = 180◦ and the carriage speed of 𝑈 = 1.177 m∕s as,

𝜔𝐸 = 𝜔𝑤 −
𝜔𝑤2𝑈
𝑔

cos (𝜇), 𝑇𝐸 = 2𝜋∕𝜔𝐸 . (1)

The majority of the investigations are carried out for the propeller
in 3𝑅 submergence depth (distance of the propeller center to the undis-
turbed free surface, i.e., mean water level in calm water and waves),
while a few studies are performed in 2𝑅 submergence depth in order
to study the effects of submergence on the propeller performance. Both
submergence depths are chosen in order to avoid propeller ventilation
in the considered propeller operational conditions, while still being
affected by the encountered waves.

3. Experimental method

The propeller open water model tests are carried out at the SSPA
towing tank with a length of 260 m, breadth of 10 m, and depth of
5 m. The tank is equipped with a flap-type wave maker, capable of
generating regular and irregular waves longer than 0.4 m (up to 2 Hz
frequency) and up to 0.3 m height. The POW test setup is shown in
Fig. 1. A load cell dynamometer, with the range of 700 N and 80 N m
transducers, is installed between the shaft and the motor inside the
‘‘hull’’ of the POW device for the thrust and torque measurements.
The incident wave height was measured by a linear servo-actuated rod
wave gauge installed on the carriage at a distance of 4.68 m in front of
4

Fig. 1. Propeller geometry and POW test setup.

the propeller. The actual measured incident wave length and height
in each test may deviate from the expected waves given in Table 2
derived from the wave calibration tests, because of the performance
of the wave generator and wave dampener systems in the tank. This
will be addressed in Section 6. The sampling rate of the equipment in
all measurements is 100 Hz.

Although a wide range of advance ratios are tested in each carriage
run (from the start to the end of the towing tank) in calm water,
only two advance ratios are tested in each carriage run in regular
head waves. The quality of the generated waves might be different
depending on the distance between the carriage and the wave genera-
tor. Therefore, some POW tests in waves are repeated in the swapped
order of advance ratios in the same wave condition to account for such
uncertainties. To mitigate the disturbances in the tank, a 30-min pause
was allocated between consecutive runs.

4. Numerical method

The continuity and momentum equations, commonly referred to as
the Navier–Stokes equations, are the governing equations of a fluid flow
derived from the basic laws of mass and momentum conservation. For
Newtonian fluids, the Reynolds-Averaged Navier–Stokes (RANS) equa-
tions of incompressible viscous flow are derived from the Navier–Stokes
equations through the Reynolds decomposition of pressure and velocity
by time-averaged (𝑃 and 𝑈𝑖) and fluctuating (𝑝 and 𝑢𝑖) quantities as,

𝑃 = 𝑃 + 𝑝, 𝑈𝑖 = 𝑈𝑖 + 𝑢𝑖. (2)

The RANS equations are then expressed as,

𝜕𝑈𝑖
𝜕𝑥𝑖

= 0,

𝜕𝑈𝑖
𝜕𝑡

+ 𝑈𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗

= −1
𝜌
𝜕𝑃
𝜕𝑥𝑖

+ 𝜈
𝜕2𝑈𝑖
𝜕𝑥𝑗𝜕𝑥𝑗

+ 𝑔𝑖 −
𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

, (3)

in which 𝑖 and 𝑗 are the Cartesian coordinates, 𝜌 is the density, 𝑡
is time, 𝜈 is the kinematic viscosity of the fluid and 𝑔𝑖 represents
the gravitational acceleration and is presumed to be the only body
force considered in this equation. In this study, a closure equation for
these partial differential RANS equations is acquired from modeling
the Reynolds stress 𝑢𝑖𝑢𝑗 by an Eddy Viscosity model, i.e., Boussi-
nesq’s hypothesis, assuming 𝑢𝑖𝑢𝑗 to be proportional to the mean strain
rate tensor. A linear constitutive relation is considered in the original
Boussinesq’s hypothesis as,

−𝑢𝑖𝑢𝑗 = 𝜈𝑡(
𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗
𝜕𝑥𝑖

) − 2
3
𝑘𝛿𝑖𝑗 , (4)

in which 𝑘 is the turbulent kinetic energy, 𝛿𝑖𝑗 is the Kronecker delta
and 𝜈𝑡 is the turbulent viscosity, i.e., the factor of proportionality.
Additional transport equations for other scalar quantities can be solved
to obtain 𝜈 .
𝑡
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In the current study, a commercial CFD solver, Simcenter STAR-
CCM+ (version 2020.3), is employed to perform the numerical simu-
lations applying a RANS approach. A Finite Volume method is used to
discretize the continuous equations, where a second-order spatial dis-
cretization scheme is considered. The conservation equations for mass,
momentum and turbulence quantities are solved using a segregated
approach for coupling velocity and pressure fields.

Additional transport equations for turbulent kinetic energy 𝑘 (TKE)
nd specific dissipation rate 𝜔 (SDR) are solved to model 𝜈𝑡 through

the 𝑘 − 𝜔 𝑆𝑆𝑇 turbulence model (with all 𝑦+ wall treatment con-
sideration) implemented according to Menter (1994). In the current
study, the linear Boussinesq’s hypothesis, shown in Eq. (4), is extended
by adding nonlinear functions of the strain and vorticity tensors to
obtain a quadratic constitutive relation and hence, taking into consider-
ation the anisotropy of the turbulence. More information can be found
in Simcenter STAR-CCM+ User Guide (2020).

The free surface is modeled using the Volume of Fluid (VOF) multi-
phase model in which the High-Resolution Interface Capturing scheme
(HRIC) by Muzaferija and Perić (1998) is employed to preserve a sharp
interface between the incompressible fluid phases. The 5th order Stokes
waves are used in the regular head wave simulations, as they were
found to be a better resemblance of the real-world waves, Fenton
(1985).

In both experimental tests and numerical simulations, acquiring
high-quality regular waves is a recognized challenge, as also discussed
in ITTC (2021b,c) and Tavakoli et al. (2023). An extensive study has
been performed by Irannezhad et al. (2021) and Irannezhad (2022)
to investigate the modeling errors involved in the simulation of wave
propagation and obtain a robust simulation setup for wave propagation
in the employed solver. The goal was to diminish the wave propagation
modeling errors, for instance, change of wave amplitude and period
during propagation, wave reflection at the boundaries of the compu-
tational domain and presence of disturbances (wiggles) on the free
surface. Perić and Abdel-Maksoud (2018, 2020), Berndt et al. (2021)
and Perić et al. (2022) also suggested the tuning of the case-dependent
simulation parameters to enhance the numerical wave propagation
simulations.

In the aforementioned wave propagation investigations by Iran-
nezhad et al. (2021), various user-defined simulation parameters were
tuned in order to minimize the reflections from the boundaries. An
example of such optimizations is the consideration of the angle factor of
0.15 under the HRIC scheme which influences the discretization of the
volume fraction. Moreover, various effects originated from the quality
of the cell size, local refinement zones and overset interpolations were
evaluated and the discrepancies of the numerical wave from the ana-
lytical wave were examined. As a result, the numerical configuration
proposed in Irannezhad et al. (2021) yielded numerical waves that
closely resembled the analytical counterpart, in which the discrepancies
of the 1st harmonic amplitude (i.e., the dominant harmonic component)
remained primarily under 3%.

The flexibility and hydroelasticity of the propeller in the simulations
are deemed negligible as the propeller is presumed to be rigid.

4.1. Transition modeling

A transition model is needed in the employed CFD approach to cap-
ture the phenomenon of laminar–turbulent transition in the boundary
layer of the model-scale propeller. In this paper, the 𝛾 −𝑅𝑒𝜃 transition
model is employed whenever a simulation is conducted including tran-
sition. Information about this transition model and its implementation
in STAR-CCM+ can be found in Menter et al. (2004), Langtry (2006),
Malan et al. (2009) and Simcenter STAR-CCM+ User Guide (2020).
This transition model is a two-equation, correlation-based transition
model that provides a semi-local approach to predict the onset of
transition. The model in combination with the 𝑘 − 𝜔 𝑆𝑆𝑇 turbulence
5

model predicts the onset of transition by solving additional transport
equations for the intermittency 𝛾 and the transition momentum thick-
ness Reynolds number 𝑅𝑒𝜃 that are coupled with the turbulence model
through incorporating them into the transport equation for turbulent
kinetic energy. Intermittency is a measure of the amount of time during
which the flow is turbulent. An intermittency value of 1 corresponds to
a fully turbulent flow (100% of the time) and an intermittency value of
0 corresponds to a fully laminar flow.

The sensitivity of the 𝛾 − 𝑅𝑒𝜃 turbulence model to the local tur-
bulence quantities is extensively discussed in literature, for instance
by Bhattacharyya et al. (2015, 2016), Yao and Zhang (2018), Baltazar
et al. (2018), Lopes et al. (2021) and Gaggero (2022). Turbulence
quantities can be described using Turbulent Kinetic Energy (TKE) and
Specific Dissipation Rate (SDR), or alternatively, Turbulence Intensity
(TI) and Turbulent Viscosity Ratio (TVR), which can be again inter-
preted as TKE and SDR. TI is a representation of the root mean square
of the local velocity fluctuations relative to the mean velocity. The
ratio between the turbulent viscosity and the molecular viscosity is
indicated by TVR. It influences the decay of the inflow turbulence from
the inlet of the computational domain (upstream) and consequently
its local value at the leading edge of the propeller. The decay can be
intensified in the simulations due to the numerical diffusion, Lopes
(2021) and Lopes et al. (2022).

In the current simulation setups incorporating the transition model,
TKE and SDR sources are introduced in order to maintain the inflow
turbulence from the inlet up to a distance (0.6𝐷) in front of the
propeller center. The same distance is considered in Bhattacharyya
et al. (2015), while only a TKE source is implemented in their study,
disregarding the possible effects of TKE on the SDR and hence TVR. In
the current study, to avoid the generation of disturbances on the free
surface, the sources are applied from 0.5𝐷 under the free surface (the

ean water level in calm water or regular head waves) downwards,
hile extended over the full width of the domain. Such dimensions are

hown in Fig. 3. Optimization of the region in which the sources are
ctive is out of the scope of the current investigations. These sources
re added as source terms in the TKE and SDR transport equations. The
ource terms are applied in a way to maintain the intended turbulence
ntensity TI𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 and turbulent viscosity ratio TVR𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 from the
xisting values, i.e., TI𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 and TVR𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 , in each computational cell

within the activation region at each time step 𝛥𝑡 as,

TKE𝑠𝑜𝑢𝑟𝑐𝑒 =
𝜌
𝛥𝑡

× 3
2
𝑈2 × (TI2𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 − TI2𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔),

SDR𝑠𝑜𝑢𝑟𝑐𝑒 =
𝜌
𝛥𝑡

×
TKE𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔

𝜈
× ( 1

TVR𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑
− 1

TVR𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔
). (5)

Although there might be a decay in the turbulence quantities from
the edge of the active source region to the propeller geometry, the
scope of such decay is expected to be relatively less significant than
the simulation with no source considerations. Moreover, there are
no measurements available for the turbulence quantities in the tank
and the only possible way to judge the performance of the employed
turbulence model incorporating the sources is through the comparison
of its results with the experimental thrust and torque measurements.
To this end, five different combinations of TI𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 and TVR𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 are
considered in one operational condition (𝐽 = 0.55) in calm water. The
combination with the lowest discrepancies with respect to the EFD data
is adopted for performing the remaining simulations with transition
model in all other operational conditions in calm water and regular
head waves.

4.2. Grid generation

The computational domain is discretized employing a Sliding Mesh
technique with in-place internal interface, consisting of a stationary
fluid region and a rotating mesh region for the rotation of the propeller,
considering particular treatment of cell sizes near the sliding mesh
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interface (where the information is exchanged between the stationary
fluid and rotating mesh regions). The STAR-CCM+ automatic mesh
generator is used for the grid generation. Unstructured grids including
the polyhedral meshes with local refinements near the propeller as well
as prism layer meshes along the propeller surface and sliding mesh
interface are used within the rotating mesh region. Unstructured grids
including the trimmed hexahedral meshes with local refinements near
the free surface and the rotating mesh region as well as prism layer
meshes along the sliding mesh interface, shaft and hub cap surfaces
are generated in the stationary fluid region.

For a higher computational efficiency, the height of the local refine-
ment zone near the free surface in the calm water simulations is com-
monly opted to be narrower than the regular head wave simulations.
Nonetheless, to minimize inconsistencies between these simulations,
an identical grid is used for both calm water and regular head wave
simulations in this study. Sigmund (2019) and Irannezhad et al. (2023)
also considered the same grid for studying a bare hull performance in
calm water and waves.

The primary focus of the performed uncertainty analysis in this pa-
per lies in conducting a systematic grid convergence study. As outlined
by Eça et al. (2016), for a valid grid convergence study, it is essential
to generate progressively refined grids that exhibit precise ‘‘geometric
similarity’’. Nevertheless, as it is also mentioned by Eça and Hoekstra
(2014), it is extremely cumbersome, if not impossible, to generate
geometrically similar unstructured grids. Consequently, we have con-
sidered various cautions to generate a set of ‘‘as geometrically similar
as possible’’ unstructured grids in this study through diminishing the
undesired grid refinements between two local refinement zones.

Four grids, systematically refined at different levels (𝑛 = 0.75
being the coarsest, followed by 1.00, 1.25, and 1.50 as the finest), are
generated. The introduction of an extra coarser grid with 𝑛 = 0.50
led to a notable decline in numerical wave quality, which is also
discussed in Irannezhad et al. (2021). Thus, this grid is incapable of
accurately capturing the main flow features, and its results may deviate
significantly from those of the other grids. Consequently, no further
analysis is conducted using this grid.

For isotropic volume meshes (Trimmed hexahedral meshes) in the
stationary fluid region, every two adjacent cells with the same size in
the grid 𝑛 = 1.00 are refined into 2𝑛 cells in 𝑋, 𝑌 and 𝑍 directions, thus
these two cells are replaced by 2𝑛3 cells. Therefore, the local refinement
ones dimensions as well as the refinement ratios between different
ones are chosen cautiously to lay an integer number of cells in each
irection and ensure that local refinements take place precisely within
he specified local refinement zones, thus generating geometrically
imilar isotropic volume meshes. However, the undesired transition
ones occurred while generating the grids with refinement levels of
= 0.75 and 1.25. Consequently, these grids exhibit marginal geometric
ifferences from the others when the isotropic volume meshes are
ompared.

The approach outlined by Crepier (2017) is followed to attain
eometrically similar prism layer meshes (anisotropic sub-layer), in
hich the total thickness of prism layers is maintained consistently
cross the grids but the adjustments are made to both the first layer
ell thickness 𝛿 and the growth ratio between the layers 𝛾 based on,

𝑛 = 𝛿1
1 − 𝛾1

1
𝑛

1 − 𝛾1
, 𝛾𝑛 = 𝛾1

1
𝑛 . (6)

𝛿1 and 𝛾1 are the first layer cell thickness and the growth ratio for
he grid 𝑛 = 1.00. Consequently, 𝑁𝑛 = 𝑛𝑁1 is the total number of layers

in each grid with refinement level 𝑛, where 𝑁1 is the total number of
ayers for grid 𝑛 = 1.00. Therefore, 𝑁1 is chosen in a way to yield an
nteger number of layers via multiplication 𝑛𝑁1. Fig. 2 illustrates an
verview of the grids for two refinement levels 𝑛 = 0.75 and 𝑛 = 1.00.

It is worth mentioning that the prism layers in both regions near the
sliding mesh interface are generated in order to make local refinements
(smaller cells) and thus more accurate information exchange at the
6

interface.
For the treatment of the near-wall region, a wall-resolved approach
is employed. Therefore, the considered first layer thickness of the prism
mesh in all grids results in the non-dimensional wall distance 𝑦+ < 1
over the major part of the propeller surface area.

Despite the aforementioned efforts to generate a geometrically sim-
ilar set of grids, there are inevitable differences between the generated
unstructured grids, particularly between the polyhedral meshes as well
as the zone between the last prism layers and their adjacent isotropic
cells. Furthermore, the finer grids capture the geometry more accu-
rately leading to geometrical differences between the prism layers
for different grids. Therefore, the grids are ‘‘as geometrically similar
as possible’’. Consequently, the total number of cells are 8 430 349,
16 418 462, 28 634 860 and 45 185 807 for 𝑛 = 0.75, 1.00, 1.25 and 1.50,
respectively, where more than half of the cells are within the rotating
mesh region. The calm water simulations as well as the simulations in
regular head waves of 𝜆∕𝐿 = 0.570, 𝐻 = 0.070 m (WC2), only for the
advance ratio of 𝐽 = 0.55, are carried out in all four refinement levels
(including a grid convergence study), while the rest of simulations are
only carried out using the grid 𝑛 = 1.00.

Based on the local refinement zone near the free surface, the cell
size in the vertical 𝑍 direction is (0.006 m)∕𝑛 in each grid refinement
level 𝑛. Therefore, 𝐻∕(0.006∕𝑛) cells are considered per wave height
𝐻 in each grid. For instance, in grid 𝑛 = 1.00, roughly 7, 12, 20 and
22 cells are considered per wave height for 𝐻 = 0.042 m, 0.070 m,
0.120 m and 0.133 m, respectively. The cell aspect ratio equal to 4 is
considered in the longitudinal𝑋 and transversal 𝑌 directions in relation
to the vertical 𝑍 direction. Therefore, the cell size in the 𝑋 direction is
(0.024 m)∕𝑛. Consequently, there are 𝑛𝜆∕0.024 cells per wave length for
each wave in each grid. For instance, in grid 𝑛 = 1.00, roughly 166 and
314 cells are considered per wave length for 𝜆 = 3.990 m and 7.546 m,
respectively.

4.3. Computational domain

Fig. 3 depicts an overview of the dimensions of the computational
domain (for the simulations with 3𝑅 submergence depth) and the
considered boundary conditions. To minimize the wave reflection from
the boundaries, a wave forcing function is utilized in the vicinity
(distance equal to 14.8𝐷) of two boundaries as shown in Fig. 3. The
wave forcing function forces the solution of the discretized Navier–
Stokes equations, for simulations in regular head waves, towards the
solution of the theoretical 5th order Stokes wave, and for calm water
simulations, towards the solution of the still water.

The free surface elevation in the simulations is monitored at a
wave probe located at a distance in front of the propeller. The actual
incident wave at the position of the propeller may be different from
the monitored wave due to the numerical wave propagation issues.
However, since the free surface can be influenced by the propeller
suction, the only feasible approach to evaluate the incident wave is
through the monitored wave at the probe. We expect insignificant
deviations between the actual incident wave and the analytical wave
as the simulation setup in the current study complied with the wave
propagation configurations derived by Irannezhad et al. (2021).

It is also worth mentioning that a simulation in a regular head wave
condition is carried out using much wider domain in 𝑌 direction in or-
der to examine any possible effects from the side boundaries. However,
the results remained almost identical, hence the current domain width
is found to be large enough for all of the POW simulations.

4.4. Time step

An implicit unsteady solver is utilized with a second-order temporal
discretizational scheme. The time step is chosen in order to have 1◦ of
propeller rotation per time step in grid 𝑛 = 1.00, hence time step in each
grid refinement level 𝑛 is determined as 𝛥𝑡 = 1∕(360𝑛𝑃 𝑛). The selected
time step leads to a similar Courant number between the grids with the
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Fig. 2. Overview of the grids near the propeller. Gray lines represent the trimmed hexahedral mesh in the stationary fluid region. Blue and orange colors represent the prism
layer meshes in the stationary fluid and rotating mesh regions, respectively. The green color represents the polyhedral mesh in the rotating mesh region.
same propeller rotational speed 𝑛𝑃 . Furthermore, the Courant numbers
on the free surface remain very small, hence fulfilling the ITTC (2014)
recommendations and numerical wave propagation best practices. The
maximum number of inner iterations per time step is set to 20.

A complete uncertainty analysis should include both iterative and
grid convergence studies, while the uncertainty analysis in the cur-
rent study only considers the grid convergence study. Therefore, to
perform a valid uncertainty analysis, the time step size and maximum
number of inner iterations per time step are chosen conservatively,
hence diminishing the dependency of the results on the time step. To
evaluate such dependencies, a selective set of simulations is carried out
with considerably smaller time steps, nevertheless, the results remained
almost unchanged.

4.5. Uncertainty analysis method

For the grid convergence study in the current paper, the numerical
uncertainty analysis tool developed by Eça et al. (2019) is utilized. In
the first step, the discretization error is assessed using power series
7

expansions as a function of the typical cell size ℎ𝑖 which is determined
based on,

ℎ𝑖∕ℎ1 =
3
√

𝑁𝑐𝑒𝑙𝑙1∕𝑁𝑐𝑒𝑙𝑙 𝑖, (7)

where 𝑁𝑐𝑒𝑙𝑙 𝑖 is the number of cells for the grid 𝑖. There should be at
least four grids and 𝑖 = 1 is the finest grid. Four types of expansions are
assessed through,

𝛷𝑖 −𝛷0 = 𝛼ℎ𝑖
𝑝,

𝛷𝑖 −𝛷0 = 𝛼ℎ𝑖,

𝛷𝑖 −𝛷0 = 𝛼ℎ𝑖
2,

𝛷𝑖 −𝛷0 = 𝛼1ℎ𝑖 + 𝛼2ℎ𝑖2,

(8)

where 𝛷 is the quantity under study, 𝛷𝑖 is the solution for grid 𝑖,
𝛷0 is the estimated exact solution, 𝑝 is the observed order of grid
convergence and 𝛼 is a constant coefficient. Thereafter, the best fit
to the data for each expansion is achieved in the least-squares sense
considering different formulations (weighted and non-weighted fits of
expressions). The choice of the optimal error estimate relies on the
standard deviation of the fits. Subsequently, this error estimate is



Ocean Engineering 302 (2024) 117703M. Irannezhad et al.
Fig. 3. Computational domain size, applied boundary conditions and active TKE and SDR sources region.
transformed into an uncertainty with a safety factor depending on both
the observed order of grid convergence and the standard deviation of
the fit. Further details regarding the tool and the involved methodology
can be found in Eça and Hoekstra (2014).

4.6. Convergence criteria and post-processing techniques

Prior to post-processing of the simulations results, the convergence
of the simulations should be evaluated in each time step as well as sta-
tistically for a trustworthy time period. Based on the ITTC (2014) rec-
ommendations, the convergence can be assessed through the variations
observed in the mass and momentum equations residuals (indicating
the deviations of the current estimated solution from the ideal mass
and momentum conservation).

In the current simulations, the convergence in each time step is
expected to be fulfilled due to the conservative choice of the number of
maximum internal iterations (20 iterations) per time step. While ITTC
(2014) recommends a convergence criterion based on the drop of
normalized residuals by several orders of magnitude of their initial
values, the residuals for the POW simulations show an oscillatory
behavior during the solution time due to the complexity of the problem,
thus this criterion may not be fulfilled. Furthermore, residuals may
not be directly associated with quantities of engineering interest in the
simulation, e.g., hydrodynamic forces. Consequently, in addition to the
residual monitoring in this paper, the convergence is primarily assessed
through the computed thrust and torque.

The same rotational speed as the rotating mesh region is applied to
the shaft and hub cap in the stationary fluid region (shown in Fig. 2(a)),
by specifying the wall tangential velocity boundary condition on these
surfaces. Consequently, the whole geometry in the simulations rotates
as in the towing tank experiment. The thrust and torque are obtained
over the whole geometry surfaces, i.e., blades, hub, hub cap and shaft,
8

except for the end cap of the shaft (see Fig. 2(a)) as this semi-sphere
was not present in the experiments. The pressure force is significant
on this end cap and its inclusion results in a departure from the forces
measured in the experiments. Although the shaft in experiments was
much longer (with a smaller part exposed to water and the rest in
the shaft line casing as depicted in Fig. 1), the shaft length in the
simulations is considered to be long enough to have negligible effect
on the upstream flow and hence the propeller performance. It should
be noted that a longer shaft would increase the number of cells in the
simulations, hence increasing the computational costs.

The thrust and torque coefficients, i.e., 𝐾𝑇 and 𝐾𝑄, are defined as,

𝐾𝑇 = 𝑇
𝜌𝑛2𝑃𝐷

4
, 𝐾𝑄 = 𝑄

𝜌𝑛2𝑃𝐷
5
, (9)

in which 𝑇 and 𝑄 are the propeller thrust and torque, respectively. The
propeller open water efficiency 𝜂𝑂 is then calculated as,

𝜂𝑂 =
𝐽𝐾𝑇
2𝜋𝐾𝑄

. (10)

It is worth mentioning that the mean value of the propeller ef-
ficiency in regular head waves is computed from the instantaneous
propeller efficiency employing the instantaneous thrust and torque
coefficients and not the mean values of these coefficients.

4.6.1. Convergence criterion for calm water simulations
The ideal convergence in calm water simulations requires obtaining

infinitesimal oscillations in the thrust and torque signals and hence
a single value for each quantity. Because of the unsteady nature of
the problem, achieving ideal convergence is computationally extremely
expensive and beyond a specific threshold, it might not lead to note-
worthy alterations in the magnitude of the eventual value. In order to
minimize the computational costs and attain reliable predictions from
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Fig. 4. A representative thrust/torque signal together with its periodic moving average
for explaining the convergence criteria and post-processing techniques in regular head
waves.

the simulations results, a convergence criterion on the thrust and torque
signals is established.

A calm water simulation is deemed converged when the Standard
Deviation (STD) of the thrust and torque time histories is below 1% of
its Root Mean Square (RMS) for a certain time window of the signal
tail. In all calm water simulations, a 1 s long time window is chosen.
If STD%RMS < 1 for both thrust and torque, then the simulation is
deemed converged and the calm water thrust and torque are computed
by averaging the respective signals over the time window (the last 1 s
of the signal tail).

4.6.2. Convergence criterion for regular wave simulations
The ideal convergence in regular head waves can be obtained if the

thrust and torque signals become periodic (harmonic) with respect to
the wave encounter frequency with consistent harmonic amplitudes.
Because of the unsteady nature of the problem, achieving ideal con-
vergence is almost impossible in regular head waves. Similar to calm
water, a convergence criterion on the thrust and torque signals is
established in regular head wave simulations to derive trustworthy
predictions for these quantities.

While the hydrodynamic analysis of the signals is performed for the
original time series, the convergence criterion in regular head waves
is defined on the ‘‘periodic moving average’’ of the thrust and torque
time series. The periodic moving average is extracted from the original
time series, where its value at each time instance is the average of
the original signal values over a moving average window prior to that
certain instance of time. In Fig. 4 a representative plot is illustrated for
a thrust/torque signal sample alongside its periodic moving average in
regular head waves simulations.

The horizontal axis displays the offset time, focusing solely on the
tail of the computed signal while excluding the initial segment. The
black line is the original thrust or torque signal. A moving average
window (blue rectangle) is chosen to extract the periodic moving
average signal (blue line). Selecting a time interval equal to an integer
multiple of the encounter wave period 𝑇𝐸 would be a suitable choice
for the moving average window. Based on the preliminary studies and
to keep the computational costs low, here, the moving average window
is defined as 1 × 𝑇𝐸 for each respective wave length.

Then, a time window is extracted from the original signal tail and
marked with a black rectangle. The original signal consists of a dashed
line part starting at an arbitrary instance of time and a solid line
9

part starting from the kick-off time of the extracted time window and
extending to the end of the original signal.

It is assumed that the convergence in regular head waves is achieved
when the Standard Deviation (STD) of the periodic moving averaged
signal (blue line) for the chosen moving average window (blue rectan-
gle) is lower than 1% of its Root Mean Square (RMS) over a chosen time
window (black rectangle). If the STD%RMS < 1, then the simulation is
deemed converged, and the original signal is post-processed over the
chosen time window. In the current study, the time window in each
wave length is chosen to be 2 × 𝑇𝐸 and the Fourier analysis is performed
(for each quantity being investigated 𝜓(𝑡)) as,

𝜓(𝑡) = 𝜓0+𝜓1 cos(𝜔𝐸 𝑡+𝜓𝜀1)+𝜓2 cos(2𝜔𝐸 𝑡+𝜓𝜀2)+𝜓3 cos(3𝜔𝐸 𝑡+𝜓𝜀3)+⋯ ,

(11)

in which 𝜓𝑖 is the 𝑖th harmonic amplitude, and 𝜓𝜀𝑖 is the 𝑖th harmonic
phase component. The choice of 2 × 𝑇𝐸 time window is made to
minimize the spectral leakage in the Fast Fourier Transform (FFT)
results.

4.6.3. Reconstruction of time series
In order to analyze the instantaneous values of different quantities

and their correlations during the wave encounter, the reconstructed
time series can be used. The reconstruction is carried out to derive re-
constructed time series for 1 encountered wave period 𝑇𝐸 in each wave
length. The dominant harmonic components (HC), i.e., harmonic am-
plitudes (HA) and harmonic phases, from the FFT results from Eq. (11)
over the chosen time window are employed for the reconstruction of
the time series. The origin of time 𝑡∕𝑇𝐸 = 0 in the reconstructed time
series is defined as the zero up-crossing of the analytical wave elevation
at the propeller center, to ensure compatibility for both EFD and CFD
among all the reconstructed time series.

The wave elevation time series are reconstructed considering up to
(and including) the 5th harmonic components, as the 5th order Stokes
waves are employed in the simulations. Nevertheless, the propeller
thrust, torque and efficiency are reconstructed considering up to (and
including) the 3rd harmonic components since the higher harmonic
amplitudes are negligible.

In Fig. 5, a representative plot for torque in an operational condition
in regular head waves is shown consisting the original EFD measure-
ment signal, the reconstructed EFD signal considering the dominant (up
to the 3rd) harmonic amplitudes at the wave encounter frequency, the
CFD results for the full propeller geometry and the CFD results of a
single blade multiplied by 4 (total number of blades). One of the main
differences between CFD and EFD time series lies in the presence of
the oscillations at the propeller rotation frequency (i.e., matching the
propeller rotational speed 𝑛𝑃 ) in the original EFD time series which
are almost negligible and extremely small in the full propeller CFD
time series (the comparison between the black and blue solid lines in
Fig. 5). Nevertheless, the one-blade CFD results exhibit oscillations at
the propeller rotation frequency due to the varying incident inflow at
different blade positions, but such oscillations in the full propeller CFD
time series are smoothed out. Therefore, in CFD results, the loading
variation on the blades is almost canceled out when the full geometry
is taken into account. We speculate that shaft line vibration due to the
asymmetry nature of the flow into the propeller (e.g., from the wave
orbital velocities and slight shaft inclination) in the towing tank POW
tests is the main reason for the sustained oscillations in the original EFD
results. Nevertheless, the reconstruction is performed considering solely
the harmonic amplitudes at the wave encounter frequency (similar to
a low-pass filter application), hence the oscillations at the propeller
rotation frequency are eliminated in the performed analyses in this

paper.
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Fig. 5. Representative EFD and CFD signals for explaining the oscillations in the
propeller rotation frequency.

4.6.4. Incident flow field
In this section, the incident flow field analysis techniques are pro-

vided in order to lay a foundation for the discussions regarding the
dynamic load distribution and variations. To this end, a schematic
representation of the incident flow field for a generic blade section
at radius 𝑟 (disregarding the propeller induced velocities) is shown in
Fig. 6. There are two coordinate systems defined at the propeller center:
a Cartesian coordinate system with 𝑋-axis (longitudinal axis) pointing
in the propeller advance direction and 𝑍-axis (vertical axis) pointing
upwards, and a Cylindrical coordinate system with radial coordinate 𝑟
ointing away from the propeller rotation axis and azimuthal coordi-
ate 𝜃 with its reference, 𝜃 = 0◦, shown in Fig. 6(b). The azimuthal
ositions of 𝜃 = 90◦, 180◦ and 270◦ are also illustrated in this figure.
he propeller rotational angular velocity 𝛺 is in the decreasing 𝜃
irection. The axial coordinate of the Cylindrical coordinate system is
ligned with the longitudinal axis of the Cartesian coordinate system,
ut pointing in the opposite direction.

In Fig. 6(a), the ‘‘Geometric Pitch Angle’’ 𝛩(𝑟) is defined as the
angle between the blade section chord line and the azimuthal direction.
The blade section lift and drag, and hence thrust and torque forces,
are shown at the trailing edge of the blade section. The in-plane axial
and rotational velocities faced at the leading edge of the blade section
(neglecting the propeller induced velocities) are shown in Fig. 6(a). The
axial velocity at the position (𝑟, 𝜃), i.e., 𝑢𝑎𝑥𝑖𝑎𝑙(𝑟, 𝜃), can be calculated
from the modification of the advance velocity of the propeller 𝑈 by
the axial velocity component of the wave orbital velocities 𝑢𝑤𝑎𝑣𝑒𝑎𝑥𝑖𝑎𝑙(𝑟, 𝜃)
at that position. Moreover, the rotational velocity at position (𝑟, 𝜃),
i.e., 𝑢𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙(𝑟, 𝜃), is calculated from the blade section rotational speed
𝛺𝑟 = 2𝜋𝑛𝑃 𝑟 and the projection of the vertical velocity component of
the wave orbital velocities, 𝑢𝑤𝑎𝑣𝑒𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙(𝑟, 𝜃) sin(𝜃) = 𝑢𝜃(𝑟, 𝜃), on the blade
ection rotational speed direction.

The angle between the resultant in-plane incident velocity
𝑢2𝑎𝑥𝑖𝑎𝑙(𝑟, 𝜃) + 𝑢

2
𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙(𝑟, 𝜃) and the chord line is called ‘‘Incidence

ngle’’ 𝛼(𝑟, 𝜃). Accordingly, the ‘‘Geometric Advance Angle’’ 𝛽(𝑟, 𝜃) is
efined as,

(𝑟, 𝜃) = 𝛩(𝑟) − 𝛼(𝑟, 𝜃) = 𝛩(𝑟) − atan(
𝑢𝑎𝑥𝑖𝑎𝑙(𝑟, 𝜃)

2𝜋𝑛𝑃 𝑟 + 𝑢𝜃(𝑟, 𝜃)
). (12)

The analysis of the geometric advance angle could help understand-
ing the dynamics of blade loading during the propeller performance
in regular head waves. As mentioned before, the idea is to eliminate
the propeller induced velocities when studying the geometric advance
10
angle. Therefore, the geometric advance angle is derived on a ‘‘rep-
resentative propeller disk’’ identical to the propeller disk (excluding
the hub) and located at a distance (2.4𝐷) in front of the propeller
center, which found to be negligibly affected by the induced velocities
in this study. Then, the time is offset in order to introduce an identical
condition between the representative propeller disk and the propeller
geometry with respect to the analytical wave elevation above the
propeller. In Fig. 7, the geometric pitch angle 𝛩(𝑟) on the representative
ropeller disk is shown which is purely dependent on the propeller
eometry, i.e., the blade pitch distribution in the radial direction.

The vertical component of the wave orbital velocity has another
omponent in the radial direction defined as, 𝑢𝑟(𝑟, 𝜃) = 𝑢𝑤𝑎𝑣𝑒𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙(𝑟, 𝜃)
cos(𝜃). This velocity component results in an out-of-plane velocity
component with respect to the circumferential sections. The intriguing
three-dimensional effects of this component have not been considered
in the analysis of the flow over the blades.

5. Calm water - V & V

In this section, the calm water results are provided including a
verification and validation analysis of the propeller characteristics.
Solely the propeller with the submergence depth of 3𝑅 is considered
in the calm water investigations. The convergence criterion, explained
in Section 4.6.1, is fulfilled in all of the calm water simulations in which
STD%RMS remains lower than 0.5 for both thrust and torque.

5.1. Experimental results

The model tests in calm water are carried out for a series of advance
ratios 𝐽 = 𝑈∕(𝑛𝑃𝐷). The desired advance ratios are obtained in two
ways: either by keeping the carriage speed constant 𝑈𝑐𝑡𝑒 and adjusting
the propeller rotational speed 𝑛𝑃 or by keeping the propeller rotational
speed constant 𝑛𝑃 𝑐𝑡𝑒 and adjusting the carriage speed 𝑈 . The EFD
esults for the propeller characteristics considering 𝑈𝑐𝑡𝑒 = 1.177 m∕s

or 𝑛𝑃 𝑐𝑡𝑒 = 21.9 rps are shown in Fig. 8, which also includes a data set
of previous measurements for the same propeller from SSPA database
with constant propeller rotational speed 𝑛𝑃 𝑐𝑡𝑒.

The flow over each propeller blade can be a combination of laminar,
transitional and turbulent flow, Baltazar et al. (2021). The propeller
Reynolds number based on the chord length at 0.7𝑅 defined as 𝑅𝑒 =
𝐶0.7𝑅

√

𝑈2 + (0.7𝜋𝐷𝑛𝑃 )2∕𝜈 is commonly used in order to assess the flow
regime in POW performance studies. Although the Reynolds number
in full-scale propellers often leads to a fully turbulent flow regime, the
Reynolds number in model-scale propellers may approach the laminar
flow range. It is important to note that for an identical advance ratio
𝐽 = 𝑈∕𝑛𝑃𝐷 of a propeller, both the advance velocity 𝑈 and propeller
rotational speed 𝑛𝑃 can be increased/decreased, i.e., both scaled by the
same factor, resulting in a higher/lower propeller Reynolds number.
Therefore, the way the propeller is operated may directly affect the
Reynolds number for the same advance coefficient.

In this study, due to the small size of the tested propeller diameter
and its operating conditions, the Reynolds number will approach the
laminar flow range, resulting in the occurrence of laminar flow on the
blades. The amount of laminar flow becomes more significant for the
performed model tests with constant carriage speed 𝑈𝑐𝑡𝑒, because of the
smaller Reynolds numbers in these tests. For instance, the propeller
Reynolds number in 𝑈𝑐𝑡𝑒 condition at 𝐽 = 0.35 and 0.60 is approxi-

ately 3.38 × 105 and 2.03 × 105, respectively. On the other hand, the
propeller Reynolds number in 𝑛𝑃 𝑐𝑡𝑒 condition at 𝐽 = 0.35 and 0.60 is
almost 4.78 × 105 and 4.88 × 105, respectively.

According to the ITTC (2021a) recommendations, in order to obtain
a reliable open water model test data for full-scale power prediction,
the propeller Reynolds number should be larger than 2 × 105 − 5 × 105,
depending on the propeller type. However, the aim of the current study
is to evaluate the POW performance in calm water and regular head
waves for the propeller under a similar operational condition as the
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Fig. 6. Schematic representation of the incident flow for a generic blade section at radius 𝑟 disregarding the propeller induced velocities.
Fig. 7. Geometric pitch angle distribution on a representative propeller disk.

Fig. 8. Open water curves from the calm water towing tank tests.
11
propeller experiences behind the self-propelled KVLCC2 at its design
speed, but disregarding the hull interactions. Therefore, it is decided to
perform all the POW tests and CFD simulations in regular head waves
for the propeller with an advance velocity (carriage speed) match-
ing the corresponding KVLCC2 design speed at the same geometrical
scale ratio as the propeller. Different advance ratios are then achieved
through the variation of the propeller rotational speed. The dominance
of the laminar flow regime may then become crucially important in the
current investigations.

As seen in Fig. 8, the flow regime has significant effects on the
propeller performance. For instance, at 𝐽 ≈ 0.60, the thrust and
torque coefficients, i.e., 𝐾𝑇 and 𝐾𝑄, increase approximately 12.2% and
6.5%, respectively, from the constant carriage speed condition 𝑈𝑐𝑡𝑒 to
the constant propeller rotational speed condition 𝑛𝑃 𝑐𝑡𝑒. Consequently,
𝐾𝑇 ∕𝐾𝑄 and hence propeller open water efficiency 𝜂𝑂 are increased
approximately 5.4%. Given that the experimental and numerical inves-
tigations in regular head waves in the current paper cover only the
constant carriage speed condition 𝑈𝑐𝑡𝑒, the subsequent POW perfor-
mance analyses in calm water and regular head waves will solely focus
on this condition and a constant speed of 𝑈 = 1.177 m∕s. Henceforth,
this speed which corresponds to the design Froude number for the
model-scale KVLCC2 (𝐿 = 7 m) is adopted for all the presented EFD
and CFD results.

5.2. Transition modeling

As mentioned in Section 4.1, the 𝛾 − 𝑅𝑒𝜃 transition model is em-
ployed in particular simulations in order to account for the effects of
flow regime on the propeller performance. Moreover, due to the decay
of the upstream turbulence in the computational domain, the Turbulent
Kinetic Energy (TKE) and Specific Dissipation Rate (SDR) sources are
applied in the region shown in Fig. 3. The aim is to minimize the turbu-
lence decay and maintain the Turbulence Intensity (TI) and Turbulent
Viscosity Ratio (TVR), defined at the inlet, throughout the domain until
the flow reaches the propeller.

Due to the lack of information about the turbulence quantities in
the towing tank at the time of model tests, five arbitrary turbulence
source conditions are investigated in the calm water simulations with
the transition model. The investigated conditions represent various
combinations of TI and TVR. These simulations are all carried out for
the grid 𝑛 = 1.00 at advance ratio 𝐽 ≈ 0.55, which almost corresponds
to the maximum propeller efficiency. The results are shown in Fig. 9
which also includes the fully turbulent simulation results (without the
transition model). The vertical axis is segmented into different intervals
in order to accommodate all results in a single plot without sacrificing
key features, despite significant differences in magnitude. Although the
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Fig. 9. Effects of turbulence source condition (TI and TVR) on the propeller perfor-
mance in the calm water simulations incorporating the 𝛾 − 𝑅𝑒𝜃 transition model with
rid 𝑛 = 1.00 at 𝐽 ≈ 0.55. The fully turbulent simulation results as well as the EFD
esults are also shown.

I in which the propeller operates may also affect the fully turbulent
imulation results, the significance of such effects is much lower in
omparison to the simulations considering transition model, Baltazar
t al. (2021). Here, the turbulent intensity of the flow approaching the
ropeller is around 0.2% in the fully turbulent simulation.

There is no straightforward way to compare the results of these
ive turbulence source conditions from the physical perspective, es-
ecially when there are no paint tests available as in the current
nvestigations. Moreover, the full performance analysis of the employed
ransition model with the source considerations is out of the scope of
he current investigations. Therefore, the choice of the best turbulence
ource condition is made through the comparison of the propeller
haracteristics with the respective experimental results. There are two
xperimental measurements in Fig. 9 with similar 𝐾𝑄 but different 𝐾𝑇
nd 𝜂𝑂, as it was also seen in Fig. 8, which may reflect the uncertainty
f the experimental data in this advance ratio. While 𝐾𝑇 is similar
etween the fully turbulent simulation result and EFD, 𝐾𝑄 and 𝜂𝑂 vary

significantly.
On the one hand, the comparison between each turbulence source

condition and EFD in calm water should mainly concern 𝐾𝑇 and 𝐾𝑄
because 𝜂𝑂 is a consequence of thrust and torque. As a result, depending
on the relative error of thrust and torque, their variations can lead to
small or very large errors in the resultant efficiency. On the other hand,
propeller thrust is correlated with its torque. Therefore, the propeller
open water efficiency 𝜂𝑂 can also be examined aiming at assessing the
hrust and torque correlations.

The turbulence source conditions with higher turbulence intensity
I = 5% resulted in much higher thrust and torque in comparison to
he EFD data. For the turbulence source conditions with TI = 1%, the
hrust and toque predictions are improved especially for the case with
ower TVR value. For the turbulence source condition with the lowest
urbulence intensity TI = 0.5%, a significantly better torque prediction
s observed. It is worth mentioning that a simulation with the fully
aminar flow consideration is also carried out (not presented in Fig. 9).
lthough the torque prediction from this simulation (10𝐾𝑄 = 0.1354) is
ery similar to the EFD data, the thrust is significantly under-predicted
𝐾𝑇 = 0.0949). Consequently, it is believed that although there was
aminar flow dominance in the model tests, the transition to turbulent
as occurred to some extent.

To conclude, the turbulence source condition with TI = 0.5% and
VR = 10 is found to be a better resemblance of the turbulence quanti-
ies in the towing tank, and hence it is considered for all the simulations
ith transition model henceforth. In spite of this conclusion, it is im-
ortant to emphasis that certifying the turbulence characteristics of the
12

f

low preceding the propeller remains unfeasible. Furthermore, there is
possibility of additional, unaccounted-for combined effects that could

ontribute to the observed favorable correspondence between the cal-
ulated and measured propeller quantities using the above-mentioned
I and TVR. The fully turbulent simulations and the transition model
imulations with the turbulence source condition of TI = 0.5% and
VR = 10 are hereafter tagged as ‘‘FT’’ and ‘‘TM’’, respectively.

Fig. 10 presents the effects of the adopted turbulence source con-
ition (TI = 0.5% and TVR = 10) in the calm water simulation with
he transition model (TM) by comparing different flow quantities with
hose of fully turbulent simulation (FT) in the last time step. A transi-
ional flow is characterized by intermittent bursts of turbulence within
n otherwise predominantly laminar flow. Turbulence intermittency
epresents the fraction of time during which the flow over a certain
ocation in the flow is turbulent. Intermittency in Fig. 10(a) and veloc-
ty vectors in Fig. 10(b) are shown on three cylindrical cross sections
t 𝑟 = 0.04 m, 0.06 m and 0.08 m (𝑟∕𝑅 ≈ 0.37, 0.56 and 0.74) in the
icinity of the propeller blade located at the azimuthal position 𝜃 ≈ 30◦.
he intermittency is only available in the simulations incorporating
he transition model. The constrained streamlines (limiting streamlines)
re also shown which are defined as the paths traced by imaginary
articles following the direction of the local shear stress of the fluid at
ny given point and time. The velocity vectors represent the velocity in
he rotating reference frame which is equal to the propeller rotational
peed. However, the vectors are colored by the radial velocity 𝑢𝑟
including the propeller induced velocities) non-dimensionalized by the
agnitude of the resultant velocity from the rotational speed of the
ropeller 𝑟𝛺 and the axial velocity 𝑢𝑎 (including the propeller induced
elocities).

The transition to turbulent flow in the suction side of the blade
an be perceived by the value of intermittency on the sections shown
n Fig. 10(a). The flow near the wall over the pressure side of the
lade mainly remains laminar. The constrained streamlines in a laminar
oundary layer (TM simulation) are radially directed due to the domi-
ance of the centrifugal forces. The converging constrained streamlines
n the suction side of the blade demonstrate that the laminar separation
ight play a significant role in the onset of transition. The velocity

ectors for TM simulation in Fig. 10(b) also reveal the existence of
ross-flow in the vicinity of the trailing edge across the blade, which is
lso shown by the constrained streamlines.

The velocity vectors and hence the constrained streamlines of the FT
imulation exhibit notable differences relative to TM simulation, shown
n Fig. 10(b). The limiting streamlines in a turbulent boundary layer
FT simulation) exhibit a greater circumferential orientation due to the
xistence of high shear forces. Although the constrained streamlines
n the suction side represent separation in the FT simulation, the
eparation occurs much closer to the trailing edge of the blade with

significantly smaller extension over the blade area in comparison
o TM simulation. The constrained streamlines near the tip of the
lade are more aligned with the rotation direction of the propeller in
T simulation on both suction side and pressure side of the blade in
omparison to TM simulation.

The variation of the wall shear stress magnitude over the blade,
hown in Fig. 10(c), as well as the constrained streamlines, facilitate the
low regime assessment. The dominance of the laminar flow is evident
hrough the smaller magnitudes of the wall shear stress approximately
cross the entire blade on both suction side and pressure side in TM
imulation. Lower magnitudes of the wall shear stress for TM simulation
ay account for the lower torque reported in Fig. 9. Nonetheless,

he wall shear stress magnitude is larger in the vicinity of the blade
railing edge on the suction side in TM simulation in comparison to FT
imulation. However, the shear stress in this region is mainly aligned
n the radial direction and thus will not contribute to propeller torque.

The distribution of the hydrodynamic pressure, shown in Fig. 10(d),
s rather similar between the FT and TM simulations. The main dif-

erences are seen close to the trailing edge of the blades with higher
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Fig. 10. Comparison between the FT and TM calm water simulations results (last time step), both with grid 𝑛 = 1.00 at 𝐽 ≈ 0.55 over the suction and pressure sides of the propeller
blade.
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Fig. 11. Comparison between EFD and CFD results in both fully turbulent simulations
nd the simulations incorporating the transition model, all with grid 𝑛 = 1.00 in calm
ater.

ressure values for the FT simulation on both suction side and pressure
ide. Interestingly, the more extensive separation seen in TM simulation
esulted in a larger reduction of pressure at the trailing edge on the
uction side, which is favorable in terms of thrust generation. Never-
heless, the pressure at the trailing edge in both suction and pressure
ides must be continuous, therefore, the reduction in the trailing edge
n the suction side also reduces the pressure close to the trailing edge
n the pressure side, which is unfavorable for thrust generation. This
dverse effect on the pressure side is rather significant which may be
he main reason for the smaller 𝐾𝑇 in TM simulation in comparison to
T simulation seen in Fig. 9.

Fig. 10(e) depicts the 𝑄-criterion isosurface colored by the normal-
zed helicity. Due to the more pronounced separation in TM simulation,
he propeller loading drops which leads to a weaker tip vortex for-
ation. The generated vortices near the blade trailing edge in the

eparation area on the suction side are different between FT and TM
imulations. These vortices interact considerably in the TM simulation
ue to the large radial velocities, leading to a strong trailing edge
ortex shedding. Moreover, the trailing root vortices close to the hub
s more dispersed in the TM simulation. The discontinuous pattern
f the shaft vortices emerges due to a larger separation bubble near
he blade root in TM simulation, which potentially exhibits dynamic
ehavior (unsteady flow). This unsteady flow characteristic may lead
o a fragmented hub vortex.

.3. Validation

In Fig. 11 and Table 3 the propeller characteristics extracted from
he FT and TM simulations with the grid 𝑛 = 1.00 are compared to those
f EFD data. The results of the repeated model tests at each advance
atio are also presented in Fig. 11. The EFD data at each advance
atio are averaged in order to present a single value representing the
FD data at that advance ratio in Table 3, i.e., 𝑇EFD, 𝐾𝑇 EFD, 𝑄EFD,
𝐾𝑄EFD and 𝜂𝑂EFD. Then, the errors, i.e., 𝐸𝑇 , 𝐸𝐾𝑇 , 𝐸𝑄, 𝐸𝐾𝑄 and 𝐸𝜂𝑂 , are
alculated by subtracting the averaged EFD data from the CFD values,
.e., 𝑇CFD, 𝐾𝑇 CFD, 𝑄CFD, 𝐾𝑄CFD and 𝜂𝑂CFD. Thereafter, the propeller
haracteristics errors in the percentage of the experimental values,
.e., 𝐸%𝐷𝐾𝑇 , 𝐸%𝐷𝐾𝑄 and 𝐸%𝐷𝜂𝑂 , are presented. Finally, the averaged

bsolute error |𝐸%𝐷| is computed by taking the average of the absolute
errors in all advance ratios in the respective simulation (FT or TM).

It is clear in Fig. 11 and Table 3 that the validation errors are mainly
reduced for the TM simulations in comparison to the FT simulations. As
14
Fig. 12. Grid convergence study in calm water for the simulations incorporating the
transition model (TM) at the advance ratio 𝐽 ≈ 0.55.

discussed before, the dominance of the laminar flow is more relevant
in larger advance ratios for the current investigations. Therefore, the
benefits of using the transition model are more pronounced in the
higher 𝐽 values, especially for the prediction of torque despite the
insignificant errors in dimensional form 𝐸𝑄. For instance, 𝐸%𝐷𝐾𝑄
is reduced approximately from 15.2% to 3.8% at 𝐽 ≈ 0.60 for TM
simulation. The improved thrust and torque predictions resulted in a
better prediction of efficiency in all advance ratios.

Although more accurate predictions can be achieved by refining the
turbulence source settings and its activation region, this falls beyond
the scope of the current investigations as the main objective of this
paper focuses on the effects of waves on the POW performance rather
than transition modeling. As shown in Table 3, the averaged absolute
errors, derived from averaging the absolute errors in different advance
ratios, are smaller in the TM simulations in comparison to the FT
simulations. This highlights the importance of flow regime on the POW
performance in calm water. Thus, for the CFD investigations of the
POW performance in calm water, the TM simulations are found to yield
reasonably accurate predictions of the propeller characteristics.

5.4. Verification

In the final step of the calm water investigations, the grid conver-
gence study is carried out for the TM simulation setup at the advance
ratio 𝐽 ≈ 0.55. The simulations are carried out across all of the consid-
ered grids, i.e., 𝑛 = 0.75, 1.00, 1.25 and 1.50. It is worth mentioning
that the time step is modified based on the grid refinement level, as
explained in Section 4.4, in order to keep a similar Courant number
between the grids. The results are shown in Fig. 12. The uncertainty
value for each grid is presented next to its error bar.

The uncertainty of both thrust and torque coefficients lies within
the range of approximately 6% and 8% while it is decreasing for the
finer grids. Although the fitted curves from the uncertainty analysis
tool in both 𝐾𝑇 and 10𝐾𝑄 have the form 𝛷𝑖 = 𝛷0 + 𝛼1ℎ𝑖 + 𝛼2ℎ𝑖2,
the constant coefficients for the second order term 𝛼2 are relatively
small in comparison to 𝛼1. Moreover, since the CFD results in different
grids are very similar, a linear line may be a better candidate for curve
fitting. Furthermore, the estimated exact solutions in the fitted curves
are significantly lower than the EFD results whereas the CFD results in
all grids are very similar to the EFD data.

The uncertainty of efficiency is lower than those of thrust and torque
coefficients, and the fitted curve has the observed order of grid conver-
gence 𝑝 = 2 with a rather small constant coefficient for the second order

term. Interestingly, the calculated efficiency derived from the estimated
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Table 3
Calm water results of the fully turbulent (FT) simulations and the simulations with the transition model (TM) all with grid 𝑛 = 1.00 in comparison
to the EFD data.
𝐽 ≈ 𝐸𝑇 (N) 𝐸%𝐷𝐾𝑇

(%) 𝐸𝑄 (N m) 𝐸%𝐷𝐾𝑄
(%) 𝐸%𝐷𝜂𝑂 (%)

𝑇CFD − 𝑇EFD 100𝐸𝐾𝑇
∕𝐾𝑇 EFD 𝑄CFD −𝑄EFD 100𝐸𝐾𝑄

∕𝐾𝑄EFD 100𝐸𝜂𝑂 ∕𝜂𝑂EFD

0.35 FT −1.768 −3.131 0.071 1.520 −5.219
TM 1.391 0.018 0.053 0.780 −1.419

0.45 FT −1.324 −3.595 0.045 2.793 −6.572
TM −0.758 −2.401 0.003 −0.588 −2.199

0.55 FT 0.245 0.698 0.063 9.481 −8.216
TM −0.256 −1.651 0.012 1.508 −3.315

0.60 FT 0.578 3.719 0.068 15.237 −10.250
TM −0.158 −1.719 0.019 3.847 −5.628

|𝐸%𝐷|

FT – 2.785 – 7.258 7.564
TM – 1.447 – 1.681 3.140
Fig. 13. Wall 𝑦+ distribution on suction side and pressure side of propeller in the last time step of the simulations incorporating the transition model (TM) in calm water at
𝐽 ≈ 0.55 and different grids.
exact solutions of the thrust and torque coefficients yields a value of
approximately 0.6190, which is lower than the estimated exact solution
of efficiency from the grid convergence study (0.6223, as reported in
Fig. 12) and closer to the CFD data. Overall, the largest uncertainties
are seen for the propeller thrust and torque coefficients, for which the
smallest discrepancies between CFD and EFD are observed.

The distribution of wall 𝑦+ values on the suction side and pressure
side of the propeller in the last time step of the TM simulations with
the adopted transition model in calm water are shown in Fig. 13 for
different grids at 𝐽 ≈ 0.55. The surface-averaged �̃�+ values on the
whole propeller geometry are approximately 0.38, 0.27, 0.21 and 0.18
for the coarsest grid to the finest one. On the other hand, the surface-
averaged �̃�+ values for grid 𝑛 = 1.00 at 𝐽 ≈ 0.35, 0.45, 0.55 and 0.60
are approximately 0.38, 0.32, 0.27 and 0.26, respectively.
15
6. Regular wave - V & V

In this section, the regular head wave results are provided including
a convergence assessment as well as an extensive verification and
validation analysis of the propeller open water characteristics. The
investigations are performed for a series of advance ratios 𝐽 = 0.35,
0.45, 0.55 and 0.60 in four wave conditions (WC) given in Table 2.
The CFD simulations in regular head waves are carried out across all
of the considered grids, i.e., 𝑛 = 0.75, 1.00, 1.25 and 1.50, for the wave
condition WC2 at 𝐽 ≈ 0.55, where the grid convergence study is also
carried out. However, only the grid 𝑛 = 1.00 is considered for the rest of
the simulations in different wave conditions and advance ratios. First,
the propeller with the submergence depth of 3𝑅 is considered for the
major part of the investigations, and then the propeller performance in
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submergence depth of 2𝑅 is studied in some selective operational condi-
tions. It is worth mentioning that the convergence criterion, explained
in Section 4.6.2, is fulfilled for all of the simulations where STD%RMS
remains under 0.2 for both thrust and torque.

The quality of actual incident waves plays an important role in the
POW performance operating in regular waves. Based on the preliminary
investigations in Irannezhad et al. (2021), insignificant deviations are
expected for the numerical waves compared to the analytical ones
in the current paper. However, the deviations may become notable
between the actual incident waves in the current model tests and the
analytical waves, mainly due to the performance of the wave generator
and wave dampener systems in the towing tank. Such deviations may
be counted as an important source of discrepancy in the validation of
the results.

6.1. Experimental results

The reconstructed time series, explained in Section 4.6.3, are shown
in Fig. 14 for the experimental measurements carried out in WC2 and
different advance ratios. The repeated POW tests are distinguished by
the same line color but different line style. The mean values as well as
the important harmonic amplitudes are also shown in each respective
plot’s legend.

The actual incident wave elevation at the propeller plane 𝜁𝑃𝑃
(derived from the wave elevation measurements at the wave gauge)
in different model tests are shown in Fig. 14(a). The actual incident
wave height 𝐻 (trough to crest), non-dimensional wave length 𝜆∕𝐿
and wave steepness 𝐻∕𝜆 expressed in percentage as well as the 1st
and 2nd harmonic amplitudes of wave elevation, i.e., 𝐴1 and 𝐴2, are
given in the plot’s legend. Although there are some differences seen
between the reconstructed time series in different model tests, these
discrepancies are rather insignificant and the waves are rather similar
to the analytical wave in WC2.

The reconstructed time series of 𝐾𝑇 and 10𝐾𝑄 are shown in
Figs. 14(b) and 14(c), respectively. Both thrust and torque coefficients
in all 𝐽 values decrease/increase depending on whether the analytical
wave crest or trough is located at the propeller disk. Their minimum
and maximum occur around 𝑡∕𝑇𝐸 ≈ 0.25 and 0.75, respectively. One
of the primary contributors to the oscillating torque and thrust values
is the alteration of the advance ratio, which arises from the temporal
change in advance velocity caused by the wave orbital velocities. In
the wave crest/trough the wave orbital velocity in the axial direction
becomes maximum/minimum, thus increasing/decreasing the advance
ratio resulting on the lower/higher propeller loading and hence thrust
and torque. For the repeated model tests with a similar advance ratio
𝐽 , the thrust and torque coefficients are similar and no significant
effects are observed from the differences in the actual incident wave
conditions.

The 0th harmonic amplitudes of thrust and torque, i.e., �̄�𝑇 and
10�̄�𝑄, equal to the mean values of the time series, are decreasing for the
higher advance ratios, following the same trend as of calm water. The
1st harmonic amplitude is the dominant harmonic amplitude in all of
the conditions and the higher harmonic amplitudes are relatively small.
The 1st harmonic amplitudes of both thrust and torque coefficients,
i.e., 𝐾𝑇 1 and 𝐾𝑄1, are higher for the higher advance ratios. This may
be related to the fact that in the higher advance ratios the propeller
rotational speed is lower, hence the effects of the axial component of
the wave orbital velocities become more significant on the advance
ratio. For instance, in the wave condition WC2, the analytical wave
orbital velocity in the axial direction over a representative propeller
disk located in the 3𝑅 submergence depth changes roughly between
±0.082 m∕s during one encounter wave period, resulting in the approx-
imate change of the advance ratio ±0.042 (obtained from ±0.082∕𝑛𝑃𝐷)
at 𝐽 ≈ 0.60 but ±0.024 at 𝐽 ≈ 0.35.

It is interesting that although the reconstructed time series of the
16

propeller open water efficiency, shown in Fig. 14(d), exhibit a rather
similar trend as of 𝐾𝑇 and 𝐾𝑄 with respect to the wave trough and
crest, the harmonic amplitudes are not following a similar trend in
different advance ratios. Firstly, although the 1st harmonic amplitude
of efficiency 𝜂𝑂1 is the dominant harmonic amplitude, the 2nd har-
monic amplitude 𝜂𝑂2 is not negligible, especially in the higher advance
ratios. Secondly, although 𝜂𝑂1 is increasing for the higher advance
ratios similar to 𝐾𝑇 1 and 𝐾𝑄1, such growths are much more significant
for 𝜂𝑂1 from the smallest advance ratio to the highest one. Last but not
east, the mean value of efficiency �̄�𝑂 increases from 𝐽 ≈ 0.35 to 0.55
nd again decreases at 𝐽 ≈ 0.60.

The smaller �̄�𝑂 in waves in comparison to the calm water value
t 𝐽 ≈ 0.60 can be basically perceived by looking at the calm water
fficiency curve in Fig. 8 and considering the variation of advance
atio approximately between 0.60 ± 0.042 due to the axial component

of the wave orbital velocities. The variation of 𝐽 and the non-linear
behavior of the efficiency curve around this advance coefficient leads to
a smaller mean value �̄�𝑂 compared to the calm water value. However,
one important point is that in all advance ratios a similar trend as of
𝐾𝑇 and 𝐾𝑄 is seen for 𝜂𝑂 with respect to the analytical free surface
elevation above the propeller. Nonetheless, the trend of 𝜂𝑂 at lower
advance ratios cannot be justified by considering the propeller open
water efficiency curve in calm water and the temporal change of
advance ratio due to the axial component of the wave orbital velocities.
To get the full picture, it is required to consider the possible effects
of both axial and vertical wave orbital velocities on the flow regime
as well as any alternation within the associated physical phenomena,
such as flow separation. For instance, a significant decrease in the
reconstructed time series of 𝜂𝑂 at 𝐽 ≈ 0.60 is seen close to the wave crest
𝑡∕𝑇𝐸 ≈ 0.25 which may represent a more significant deterioration of the
generated thrust at the time of the less significant torque deterioration.

The reconstructed time series in the other wave conditions also
exhibit a similar behavior to the one presented here for WC2, hence
they are provided in Figs. A.1–A.3 in Appendix, but not analyzed
individually in this paper.

6.2. Transition modeling

The POW performance in the wave condition WC2 is compared with
the calm water results in Fig. 15. The CFD results include the fully
turbulent flow simulations (FT) and the simulations incorporating the
transition model (TM) with the adopted source condition (TI = 0.5%,
TVR = 10) all with the grid 𝑛 = 1.00.

The 0th harmonic amplitudes (mean values) are shown in Fig. 15(a).
It should be reminded that the mean propeller efficiency �̄�𝑂 in this
plot is derived from averaging the instantaneous propeller open water
efficiency calculated based on the instantaneous thrust and torque
coefficients. However, the difference between �̄�𝑂 calculated from the
instantaneous efficiency and from the mean thrust and torque coeffi-
cients is very small, hence the mean thrust and torque coefficients can
be used for an overall analysis here.

A significant reduction of the mean propeller efficiency �̄�𝑂 is ob-
erved at the higher advance ratios from calm water to WC2 for the
FD data. This mainly originates from the decrease of �̄�𝑇 and an slight
ncrease of 10�̄�𝑄 in waves in comparison to calm water. Similar to the
xplanations given for the mean efficiency at 𝐽 ≈ 0.60 in Fig. 14(d),
he variation of �̄�𝑇 and 10�̄�𝑄 in waves in comparison to calm water

can be justified to some extent by taking into account the calm water
curves in Fig. 8 and considering the change of advance ratio due to the
axial component of the wave orbital velocities, keeping in mind that
such fitted curves are not linear. However, as mentioned before, the
variation of the mean values of the propeller characteristics in waves
in comparison to the calm water values is more complicated than just
considering the calm water curves, because of the complex change of
the encountered flow field in waves.

From the CFD investigations, it is observed that the FT simulations

results in calm water and WC2 are almost identical. The same is
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Fig. 14. Reconstructed time series of experimental measurements results in wave condition WC2.
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also valid for the TM simulations results in calm water and waves.
Therefore, neither FT nor TM RANS simulations are solely capable of
resolving the full effects of waves on the propeller performance in
comparison to the calm water conditions for the investigated opera-
tional conditions. For the studied operational conditions in this paper,
the usage of a transition model is promoted for capturing the laminar
flow dominance in calm water simulations, explained in Section 5.
However, such laminar flow dominance may not hold in the case of
regular head waves, because of the complex change of the encountered
flow field in waves due to the unsteady and non-uniform oblique flow
environment as well as the presumably higher turbulence level in the
towing tank during the tests in waves. Based on the EFD data, there is
a clear change of propeller characteristics in waves in comparison to
calm water, which may be related to this change of flow regime on the
blades.

The main discrepancies of the thrust and torque coefficient between
EFD and CFD in waves are seen at the higher advance ratios, whereas at
the smaller J values the EFD and CFD are rather close. Although the TM
simulations results for 10�̄�𝑄 at 𝐽 ≈ 0.55 and 0.60 are very similar to the
EFD data, �̄� is over-predicted, resulting in significant over-prediction
17

𝑇

of �̄�𝑂. Moreover, a simulation with fully laminar considerations are also
carried out in WC2 at 𝐽 ≈ 0.55 (not provided in the plot), in which
the predicted propeller characteristics (�̄�𝑇 = 0.0947, �̄�𝑄 = 0.135 and
�̄�𝑂 = 0.610) are rather close to the TM simulations results. On the other
and, both �̄�𝑇 and 10�̄�𝑄 are over-predicted by the FT simulations at
≈ 0.55 and 0.60. In Section 5.2, it is discussed that although the thrust

nd torque predictions should be mainly examined as the physics-
elated quantities, the assessment of the predicted propeller open water
fficiency may provide extra information about the correlation between
he predicted thrust and torque. Here the predicted �̄�𝑂 from the FT
imulations are much closer to the EFD data than predictions by the
M simulations.

The 1st harmonic amplitudes of the thrust, torque and efficiency,
.e., 𝐾𝑇 1, 𝐾𝑄1 and 𝜂𝑂1, in WC2 are shown in Figs. 15(b)–15(d), re-
pectively. In order to take into account the actual incident wave
eight measurements in the model tests, the normalized 1st harmonic
mplitudes of the thrust, torque and efficiency by the measured wave
eight in each respective model test are also provided. To this end,
𝑇 1, 𝐾𝑄1 and 𝜂𝑂1 are normalized by (𝐻∕𝐷). Interestingly, the results
f the repeated model tests at each advance ratio tend to be very similar
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Fig. 15. EFD and CFD (only with grid 𝑛 = 1.00) results of the propeller performance in wave condition WC2 in terms of the mean values (a) as well as the 1st harmonic amplitudes
b, c, d) both in their original form (left) and when normalized to the actual incident waves (right) in model tests.
a
i

or the normalized quantities. This may reveal an approximate linear
elation between the wave height and the 1st harmonic amplitudes of
he propeller characteristics that will be addressed later in this paper. In
rder to normalize the CFD data, the analytical wave height is used as
he waves in the CFD are expected to be very similar to their analytical
ounterpart.

Although the 1st harmonic amplitudes of thrust and torque coeffi-
ients from the FT and TM simulations are very similar, FT results are
lightly closer to the EFD data at 𝐽 ≈ 0.60. The largest discrepancies are
een for the 1st harmonic amplitudes of propeller efficiency at 𝐽 ≈ 0.55
nd 0.60 where both FT and TM simulations under-predicted 𝜂𝑂1. These

may reflect the under-resolved physical phenomena in both TM and
FT simulations that were present in the experiments, despite the afore-
mentioned possible sources of discrepancies. It is worth noting that
here in this study the RANS approach is employed which inherently
includes simplifications and approximations that may have shortcom-
ings in capturing the flow physics. Higher fidelity turbulence models,
such as Large Eddy Simulation, are recommended to carry out similar
investigations as the ones performed here. Nevertheless, in Section 7
a detailed analysis of the flow from the current RANS investigations,
18

w

regardless of the existing discrepancies versus EFD, is presented for
identification of the impacts of waves on propeller performance in
comparison to calm water from the hypothetical flow regime change
perspective.

Overall, the better predictions of the 1st harmonic amplitudes of
thrust and torque coefficients as well as the more accurate results of
the mean propeller efficiency at the higher advance ratios from the FT
simulations motivate the use of the FT setup to perform the remaining
simulations in regular head waves. Therefore, the TM simulations in
calm water and the FT simulations in regular head waves are the main
focus of the presented results henceforth.

6.3. Validation

In Fig. 16 the reconstructed time series are compared between EFD
and CFD (only for FT simulations with grid 𝑛 = 1.00) for different wave
conditions at 𝐽 ≈ 0.55. The reconstructed time series at 𝐽 ≈ 0.35, 0.45
nd 0.60 are provided in Appendix in Figs. A.4–A.6, but not analyzed
ndividually here. The results of the repeated model tests are all plotted
ith the same line style and color. In the legends of the plots for the
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Fig. 16. Reconstructed time series from the results of EFD and CFD (only for FT simulations with grid 𝑛 = 1.00) in different wave conditions at 𝐽 ≈ 0.55.
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thrust, torque and efficiency, the 0th and 1st harmonic amplitudes of
each quantity are provided. For the EFD data, the averaged values over
all the repeated model tests are shown as �̄�𝑇 , �̄�𝑄, �̄�𝑂, 𝐾𝑇 1, 𝐾𝑄1 and
𝜂𝑂1.

The reconstructed incident wave elevation at propeller plane in EFD
nd CFD is rather close to the analytical wave in each wave condition in
ig. 16(a). It is also worth mentioning that the wave length and hence
ncounter wave period 𝑇𝐸 is different in WC4 in comparison to the
ther wave conditions, however, the reconstruction is carried out in a
ay to have 1 × 𝑇𝐸 in all of the wave conditions.

The overall trends of thrust, torque and efficiency with respect
o the analytical incident wave elevation at the propeller plane are
imilar in all of the wave conditions which are also similar to the
nes seen in Fig. 14. It is interesting that there are no significant
hanges in the mean values for thrust, torque and efficiency between
ifferent wave conditions, in both EFD and CFD. On the other hand,
he 1st harmonic amplitudes of these quantities are increasing from

C1 to WC4. Although the wave steepness of WC2 and WC4 are rather
imilar, the 1st harmonic amplitudes are quite different. However, the
st harmonic amplitudes exhibit a relatively close proximity for WC3
19

c

and WC4, revealing the dependency of the 1st harmonic amplitudes to
he wave height, as the wave height is slightly higher in WC4 and so
he 1st harmonic amplitudes.

The 1st harmonic amplitudes of thrust and torque demonstrate close
imilarity between EFD and CFD, while the mean values of thrust
nd torque are over-predicted by CFD. In contrast to the similarity
f propeller mean efficiency obtained from CFD and EFD, the 1st
armonic amplitudes of efficiency exhibit significant differences. These
bservations are very similar to the ones seen in Fig. 15 for the wave
ondition WC2 at 𝐽 ≈ 0.55.

In order to obtain a better understanding of the effects of regular
ead waves on the POW performance, the propeller characteristics
n all of the considered regular head waves and advance ratios are
ompared to those of calm water in Fig. 17. Only the TM simulations
esults in calm water and FT simulations results in regular head waves
re presented. Furthermore, the propeller characteristics extracted from
he FT simulations with the grid 𝑛 = 1.00 in regular head waves are
ompared to those of EFD data in Table 4. The simulations in each wave
ondition cover different advance ratios, as presented in this table.



Ocean Engineering 302 (2024) 117703M. Irannezhad et al.

f
h
𝐸
h
v
f
h
p
𝐸
a

Fig. 17. EFD and CFD (TM simulation in calm water and FT simulation in waves all with the grid 𝑛 = 1.00) results of the propeller performance in terms of the mean values as
well as the 1st harmonic amplitudes with and without taking into account the effects of the actual incident waves in model tests in all studied wave conditions and advance ratios.
The mean values as well as the 1st harmonic amplitudes of the
propeller characteristics are also presented in Table 4. The results of
repeated model tests at each wave condition and at each advance
ratio are averaged in order to present a single value in this table
representing the EFD data, i.e., �̄�EFD, 𝐾𝑇 EFD, �̄�EFD, 𝐾𝑄EFD and 𝜂𝑂EFD
or the mean values as well as 𝐾𝑇 1EFD, 𝐾𝑄1EFD and 𝜂𝑂1EFD for the 1st
armonic amplitudes. Then, the errors, i.e., 𝐸�̄� , 𝐸�̄�𝑇 , 𝐸�̄�, 𝐸�̄�𝑄 and
�̄�𝑂 for the mean values as well as 𝐸𝐾𝑇 1

, 𝐸𝐾𝑄1
and 𝐸𝜂𝑂1

for the 1st
armonic amplitudes, are calculated by subtracting the averaged EFD
alues from the CFD values, i.e., �̄�CFD, 𝐾𝑇 CFD, �̄�CFD, 𝐾𝑄CFD and 𝜂𝑂CFD
or the mean values as well as 𝐾𝑇 1CFD, 𝐾𝑄1CFD and 𝜂𝑂1CFD for the 1st
armonic amplitudes. Thereafter, the propeller characteristics errors in
ercentage of the experimental values, i.e., 𝐸%𝐷�̄�𝑇 , 𝐸%𝐷𝐾𝑇 1

, 𝐸%𝐷�̄�𝑄 ,
%𝐷𝐾𝑄1

, 𝐸%𝐷�̄�𝑂 and 𝐸%𝐷𝜂𝑂1
, are presented. Finally, the averaged

bsolute error |𝐸%𝐷| is computed from averaging the absolute of errors
at all advance ratios and in all wave conditions.

In Fig. 17(a) the mean values of the propeller characteristics are
compared between EFD and CFD, both in calm water (only TM CFD
simulations) and in waves (only FT CFD simulations). The same plot
marker is used for all the considered waves. The first observation is
20
that the EFD mean values in all of the examined waves are clustered at
each advance ratio. Thus, a similar effect is seen by different waves. The
same conclusion can be derived for the CFD, as the results in different
waves at the same advance ratio are almost identical. However, the
discrepancy between EFD and CFD that has been observed for WC2
in Fig. 15(a) persists here as well. Such discrepancies for the mean
thrust and torque coefficients are smaller for the smaller advance ratios
and larger for the higher advance ratios, which can be observed by the
values of 𝐸%𝐷�̄�𝑇 and 𝐸%𝐷�̄�𝑄 at different wave conditions in Table 4.

The large discrepancies at 𝐽 ≈ 0.55 and 0.60 reveals over-
predictions of CFD for mean thrust and torque coefficients, while the
mean propeller efficiency and hence the correlation between the thrust
and torque agrees better between CFD and EFD. The average absolute
error |𝐸%𝐷| for the mean values of the thrust and torque coefficients
are approximately 6.3% and 4.2% respectively, which are higher than
|𝐸%𝐷| in calm water for the TM simulation (1.4% and 1.7%). On the
other hand, |𝐸%𝐷| for the mean propeller efficiency is almost similar
between the TM simulations in calm water (3.1%) and FT simulations
in waves (2.3%)

Overall, based on the experimental measurements, at the higher
advance ratios, i.e., 𝐽 ≈ 0.55 and 0.60, the mean values of the
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Fig. 18. Schematic presentation of lift and drag coefficients of a two-dimensional
ydrofoil against angle of attack.

hrust/torque coefficient are reduced/increased in regular waves in
omparison to calm water, however, they stay almost unaffected at
he lower advance ratios. In the experimental test setup, the propeller
otation speed was used to achieve the desired advance ratio. Higher
dvance ratios are obtained through reduced propeller rotation speed.
s can be concluded from Fig. 6, decreased propeller speed results

n increased geometric advance angle. A more detailed analysis of
eometric advance angle variation in calm water and in waves are
resented in Sections 7.1.2 and 7.2.2.

Fig. 18 shows a schematic representation of lift and drag coeffi-
ients for a generic two-dimensional hydrofoil. As observed here, lift
oefficient increases almost linearly with increased angle of attack
ntil stall occurs. In contrast, drag coefficient forms a so called bucket
here its variation are marginal for the angle of attacks inside the
rag bucket, however, it increases exponentially at higher angle of
ttacks. Therefore, it can be concluded that the lower advance ratios
re operating points well inside the drag bucket and within the linear
ift coefficient range, but the higher advance coefficients are closer
o the edge of the drag bucket where the drag coefficient increases
xponentially as well as lift stall angle. These two distinct ranges are
chematically highlighted in Fig. 18 assuming that the angle of attack
scillates ±2 degrees. The altering inflow velocity in waves, caused by

the orbital velocity of the waves, results in oscillation of angle of attack.
As seen in Fig. 18, the oscillation of lift and drag coefficients caused by
such oscillations can be linear for smaller angle of attacks, resulting
in unchanged mean value of lift and drag. However, due to proximity
with the outer ranges of drag bucket, the averaged drag coefficient
increases for higher angle of attacks, while the average lift coefficient
may drop due to proximity with lift reduction rang caused by stall.
This is the hypothesis that we have for explaining the reasons behind
reduced/increased thrust/torque coefficient in regular waves.

Unlike the EFD results, the above mentioned trends are not cap-
tured in the CFD. We speculate that the unsteady and non-uniform
encountered flow field in waves in conjunction with the disturbances
generated from the wave maker flaps in the towing tank as well as
potential inevitable asymmetric conditions (e.g., slight misalignment
of the shaft with respect to the inflow direction) and mechanical in-
terference (e.g., shaft line vibrations, explained in Section 4.6.3) in the
experiments may alter the flow behavior over the blades. Consequently,
these can introduce a different flow transition, separation and coherent
structures behavior and hence distinct thrust and torque measurements
in comparison to the fairly ideal conditions in CFD. In Section 7, further
analysis is carried out for a selective operational condition using the
CFD results, despite the present under-resolved challenges, in order to
identify the possible origins.

The 1st harmonic amplitudes of the propeller characteristics in reg-
ular head waves as the dominant harmonic amplitudes are compared
between EFD and CFD in Figs. 17(b)–17(d). Similar observations as the
21

ones discussed for Fig. 15 for the wave condition WC2 are seen for s
the other wave conditions. In each wave condition, 𝐾𝑇 1, 𝐾𝑄1 and 𝜂𝑂1
are increasing for the higher advance ratios, which is already justified
by considering the change of advance velocity according to the axial
component of the wave orbital velocities. Moreover, in each advance
ratio the 1st harmonic amplitudes are increasing for the larger wave
eights, except the rather similar values between WC3 and WC4. The
ormalized values using the actual wave heights are very close at
ach advance ratio, which may confirm the approximate linear relation
etween the 1st harmonic amplitudes to the wave height. However,
gain the WC4 does not follow the same trend and the normalized
alues are quite different from other waves. It should be reminded
hat the wave length is different in WC4 which might propose another
actor for the dependency of the 1st harmonic amplitudes. Moreover,
t was seen that the higher harmonic amplitudes become noticeable
or the wave conditions with larger wave heights, hence defying the
pproximate linear relation between the 1st harmonic amplitude and
he wave height.

Overall, a good agreement is seen between the EFD and CFD results
or the 1st harmonic amplitudes of thrust and torque coefficients. Based
n 𝐸%𝐷𝐾𝑇 1

and 𝐸%𝐷𝐾𝑄1
in Table 4, both 𝐾𝑇 1 and 𝐾𝑄1 are mainly

nder-predicted by CFD with the averaged absolute errors of approxi-
ately 2.7% and 4.1%, respectively. However, the largest discrepancies

re seen for the 1st harmonic amplitude of efficiency 𝜂𝑂1 which is
ignificantly under-predicted with an averaged absolute error of 14.7%.
o clear trend between different advance ratios for 𝐸%𝐷𝐾𝑇 1

, 𝐸%𝐷𝐾𝑄1
nd 𝐸%𝐷𝜂𝑂1

is detected.

.4. Verification

In Fig. 19, the grid convergence study is carried out for the FT
imulation setup in wave condition WC2 at the advance ratio 𝐽 ≈ 0.55.
he simulations are carried out across all of the considered grids,

.e., 𝑛 = 0.75, 1.00, 1.25 and 1.50, with modified time steps to keep
similar Courant number.

The numerical uncertainties of the mean values of the propeller
haracteristics, shown in Fig. 19(a), are mostly smaller than the calm
ater values in Fig. 12. Nevertheless, it is important to highlight that,
nlike the simulations in calm water, the simulations in waves are
onducted without transition modeling. This difference could be a
ontributing factor to the reduced numerical uncertainties of torque
nd thrust coefficients in wave simulations. Similar to calm water, the
umerical uncertainty of �̄�𝑂 is smaller than �̄�𝑇 and �̄�𝑄. On the other
and, the numerical uncertainties of the 1st harmonic amplitudes are
ignificantly large, especially for 𝐾𝑄1 and 𝜂𝑂1. Clearly, similar to the
alm water grid convergence study conclusions, a linear line may be a
etter candidate for curve fitting.

.5. Submergence depth effects

The calm water investigations are carried out only with the sub-
ergence depth of 3𝑅. Zhang et al. (2021a) observed no effects on the
ropeller characteristics from change of submergence in calm water for
fully-submerged and non-ventilating propeller. However, the submer-
ence depth can have a significant impact in waves as the magnitude
f the wave orbital velocities vary based on depth. In order to have
n overview of the possible impacts, the POW tests as well as CFD
imulations (FT with grid 𝑛 = 1.00) in 2𝑅 submergence depth are
arried out in wave condition WC2 at two advance ratios 𝐽 ≈ 0.55 and
.60. The propeller characteristics in terms of the mean values and the
ormalized 1st harmonic amplitudes by the actual incident wave height
re shown in Fig. 20.

The mean values of thrust, torque and efficiency from the CFD com-
utations are almost identical in both submergence depths. However,
he 1st harmonic amplitudes from the CFD are increased for the 2𝑅

ubmergence condition in comparison to 3𝑅, which may reveal the
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Table 4
Regular head waves results of the fully turbulent (FT) simulations with grid 𝑛 = 1.00 in comparison to the EFD data.

WC 𝐽 ≈ 𝐸�̄� (N) 𝐸%𝐷�̄�𝑇
(%) 𝐸%𝐷𝐾𝑇 1

(%) 𝐸�̄� (N m) 𝐸%𝐷�̄�𝑄
(%) 𝐸%𝐷𝐾𝑄 1

(%) 𝐸%𝐷�̄�𝑂 (%) 𝐸%𝐷𝜂𝑂 1
(%)

�̄�CFD − �̄�EFD 100𝐸�̄�𝑇
∕𝐾𝑇 EFD 100𝐸𝐾𝑇 1

∕𝐾𝑇 1EFD �̄�CFD − �̄�EFD 100𝐸�̄�𝑄
∕𝐾𝑄EFD 100𝐸𝐾𝑄 1

∕𝐾𝑄1EFD 100𝐸�̄�𝑂 ∕𝜂𝑂EFD 100𝐸𝜂𝑂 1
∕𝜂𝑂1EFD

WC1 0.35 −2.078 −2.273 −2.961 0.012 0.317 −3.350 −2.642 −17.405
0.55 1.706 7.758 −1.559 0.046 6.361 −1.363 0.864 −17.162

WC2

0.35 −1.284 −2.189 −1.001 0.035 0.537 −1.326 −3.120 −16.457
0.45 −0.897 −1.713 −5.486 0.005 0.647 −9.305 −2.201 −9.643
0.55 2.159 9.253 −5.389 0.057 7.215 −6.342 1.075 −20.860
0.60 1.882 15.608 −4.044 0.042 9.497 −4.160 5.901 −23.344

WC3 0.45 −1.095 −2.397 −2.559 0.002 0.160 −6.320 −2.542 −6.335
0.55 1.201 5.403 0.530 0.037 5.190 −0.196 0.036 −11.751

WC4 0.55 1.693 6.620 −2.984 0.046 5.457 −6.874 0.461 −13.136
0.60 1.167 9.612 0.347 0.026 6.368 −2.262 3.737 −12.027

|𝐸%𝐷| – 6.283 2.686 – 4.175 4.150 2.258 14.750
Fig. 19. Grid convergence study in wave condition WC2 for the fully turbulent (FT) simulations at the advance ratio 𝐽 ≈ 0.55.
o
t
s
p

igher magnitudes of the wave orbital velocities closer to water surface
n the 2𝑅 submergence.

The mean values from the EFD data represent almost similar 10�̄�𝑄
ut slightly larger �̄�𝑇 and hence larger �̄�𝑂 for the 2𝑅 submergence. It is
nteresting that most of the mean propeller characteristics for the EFD
nd CFD data are more similar in 2𝑅 submergence in comparison to
𝑅. The discrepancies of mean torque and thrust coefficients between
FD and EFD are smaller in 2R compared to 3R.

The 1st harmonic amplitudes from EFD are increased for the sub-
ergence 2𝑅.

. Analyses and discussions

In Sections 5 and 6, the verification and validation of the POW
erformance simulations in different operational conditions in calm
ater and regular head waves are presented including a comprehensive
nalysis of the propeller characteristics. In the current section, more in-
epth analysis of the flow field, computed integral forces and moments
s well as the single-blade load variations from the simulations is
arried out in a few selective operational conditions. To this end, only
he simulations with the grid 𝑛 = 1.00 at 𝐽 ≈ 0.55 in 3𝑅 submergence
epth are analyzed. At the end of this section, the computational cost
or running the CFD simulations is presented.

.1. Calm water

In Table 5 the contribution of the pressure and shear components
22

f the thrust and torque to the total value is analyzed for FT and TM b
Fig. 20. EFD and CFD (only grid 𝑛 = 1.00 and FT) results of the propeller performance
in different submergence in terms of the mean values and the 1st harmonic amplitudes
in wave condition WC2 in two advance ratios.

simulations (in the last time step) in calm water with grid 𝑛 = 1.00
at 𝐽 ≈ 0.55. In both FT and TM simulations, the pressure component
f both thrust and torque is the dominant component. For the thrust,
he shear component has an opposite sign but its contribution is sub-
tantially smaller than the pressure component. The dominance of the
ressure component for torque is less pronounced compared to thrust,
ut still fairly significant.
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Table 5
Contribution of the pressure and shear components of thrust and torque in FT and TM simulations (last time step) in calm water with grid
𝑛 = 1.00 at 𝐽 ≈ 0.55.

Thrust (N) Torque (N m)

FT TM 100(FT−TM)∕TM (%) FT TM 100(FT−TM)∕TM (%)

Total 21.468 20.918 2.63 0.690 0.639 7.98
Pressure 22.006 21.249 3.56 0.579 0.572 1.22
Shear −0.538 −0.331 62.54 0.111 0.067 65.67
|Pressure∕Shear| 40.9 64.2 – 5.2 8.5 −
T
s
S
𝑡
a
o
s
f
t

o
c
a
d
t
t
w

𝑇
t
m
t
s
a
i
i
c
i
a
m
d
o
i
t
e
t
t
T

Based on the discussions in Section 5, more extensive separation
over the suction side of the propeller blades) is predicted by the TM
imulation in comparison to the FT simulation. This together with the
ominance of the laminar flow over the blades are found to be the
ain reasons for the thrust and torque differences seen between FT

nd TM simulations. According to Table 5 at 𝐽 ≈ 0.55, the total thrust is
decreased around 2.63% from FT to TM simulation, where the pressure
component decreased around 0.76 N and shear component increased
0.21 N. Although the variation of the shear component of thrust is
significant in terms of percentage (62.54%), the pressure component
is found to be more affected in terms of magnitude between these
simulations. On the other hand, the decrease of total torque from FT
to TM simulation is rather significant, which is mainly derived from
the substantial decrease of the shear component (0.044 N m) compared
to the smaller decrease of the pressure component (0.007 N m). These
results reveal that transition effects lead to drop of total thrust orig-
inated mainly by the drop of pressure component, and drop of total
torque originated from the substantial drop of the shear component.

Aside from the thrust and torque which are the force and moment
defined based on the longitudinal axis of the Cartesian coordinate
system (𝑋), the forces and moments in the transversal (𝑌 ) and vertical
(𝑍) axes of the coordinate system can be studied. These forces and
moments are called 𝑇𝑌 and 𝑇𝑍 for forces as well as 𝑄𝑌 and 𝑄𝑍 for
moments. In calm water simulations, most of these forces and moments
are negligible, except 𝑇𝑍 (which is around 1.63 𝑁 at 𝐽 ≈ 0.55) which
arises from the propeller induced disturbances on the free surface.

7.1.1. Single-blade analysis
Fig. 21 depicts the contribution of each blade (a single value for

each blade representing the averaged value on that blade) in the total
thrust and torque in the last time step of the FT and TM simulations
at 𝐽 ≈ 0.55, as subsidiary information to Fig. 10. Due to the uniform
inflow, the loading, both for thrust and torque, on different blades
are very similar in terms of magnitude in each individual simulation.
The small differences are speculated to be related to the disturbed free
surface (due to the propeller action and suction of the free surface
above the propeller center), resulting in a slightly lower loading on the
blade at the azimuthal position 𝜃 ≈ 30◦ and higher loading on the blade
at 𝜃 ≈ 210◦, in both FT and TM simulations. One interesting observation
is that the thrust on the blades at 𝜃 ≈ 120◦ and 𝜃 ≈ 300◦ are almost
equal, but the torque is different. However, such differences in terms of
magnitude are very small since the color bar bound is limited to a small
range. These unbalanced distributions of forces are the key reason for
the observed large vertical force 𝑇𝑍 . Overall, the higher total loading in
he FT simulation in comparison to TM simulation, which is also seen
n Table 5, can be observed on each blade as well.

.1.2. Incident flow field
In Fig. 22, the geometric advance angle distribution on a repre-

entative propeller disk (explained in Section 4.6.4) is shown in the
alm water simulations at 𝐽 ≈ 0.55. Since the representative propeller

disk is located in a position with negligible effects from the propeller
(inconsequential propeller induced velocities), 𝛽 is almost identical
between the FT and TM simulations, hence only the FT simulation
result is shown.
23

i

Due to the uniform inflow in the axial direction, the distribution of
𝛽 over the disk is solely affected by the distribution of the geometric
pitch angle (shown in Fig. 7) and the angular velocity at each radius
caused by the propeller rotational speed. Therefore, the distribution
of the geometric advance angle is almost constant in the azimuthal 𝜃
direction, but varying in radial direction, in which the maximum values
(𝛽 ≈ 5◦) are seen approximately in 0.4 < 𝑟∕𝑅 < 0.6. The surface-
averaged value of the geometric advance angle over the representative
propeller disk in calm water is 𝛽 ≈ 3.52◦.

7.2. Regular waves

In Fig. 23 the contribution of the pressure and shear components of
the thrust and torque to the total values are shown for the FT simulation
in regular wave condition WC2 with the grid 𝑛 = 1.00 at 𝐽 ≈ 0.55.

he time series are derived from the last encountered wave in the
imulation. To be consistent with the other time series provided in
ection 6, the time series are synced in order to have the time origin
∕𝑇𝐸 = 0 as the zero up-crossing of the analytical free surface elevation
bove the propeller center. This may therefore result in a discontinuity
f the time series at 𝑡∕𝑇𝐸 ≈ 0.41, as the last encountered wave in the
imulation does not necessarily start from the zero up-crossing of the
ree surface elevation. The time-averaged values (MEAN) are shown in
he legends of the plots.

Similar to the calm water simulations, the pressure component
f both thrust and torque is the dominant component in WC2. The
omparison between calm water and the variation of the total thrust
nd total torque with respect to the free surface elevation are already
iscussed in Section 6. The oscillations of the shear component for both
hrust and torque remain insignificant during the wave encounter and
he values are almost identical to the values in FT simulation in calm
ater given in Table 5.

The mean values of 𝑇𝑌 , 𝑄𝑌 and 𝑄𝑍 are negligible, but the mean of
𝑍 is significant and similar to the calm water value. On the other hand,
hese forces and moments slightly vary during the wave encounter that
ay complicate the model test measurements in waves. For instance,

here is inevitable mechanical interference in the experimental setup
uch as the shaft wobbling in the shaft line casing. Due to these non-
xial forces and moments, such wobbling can be intensified, resulting
n a varying asymmetric orientation of the propeller relative to the
nflow direction during the wave encounter. Consequently, this imposes
omplex and irregular conversions of the non-uniform and unsteady
ncident flow field in waves, and in conjunction with the general
symmetric nature of the model tests, they may adversely affect the
easurements. Such asymmetric conditions can be speculatively en-
orsed by noticing the oscillations at the propeller rotation frequency
bserved in the thrust and torque measurements which are not present
n the CFD results, as explained in Section 4.6.3. It is worth men-
ioning that the oscillations in the propeller rotation frequency also
xist in calm water measurements, which may hypothetically reveal
he asymmetric nature of the model tests, e.g., minor misalignment of
he installed propeller, even when the inflow is approximately uniform.
hese can be counted as a very important source of discrepancy seen

n Sections 5 and 6.
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Fig. 21. Contribution of each blade to the total thrust and torque in the last time step of the FT and TM simulations at 𝐽 ≈ 0.55.
Fig. 22. Geometric advance angle distribution on a representative propeller disk in the
calm water simulation at 𝐽 ≈ 0.55.

7.2.1. Single-blade analysis
Fig. 24 illustrates the contribution of the pressure and shear com-

ponents on the total thrust and torque from different blades. The mean
values of the total thrust and torque given in the legends of the plots
are very similar to the values seen in Figs. 21(a) and 21(c) for different
blades in the FT calm water simulation. The pressure component is the
dominant component for each blade and the time series of the total
thrust and torque mainly follows this component. The variation of the
shear component in terms of magnitude remains insignificant for both
thrust and torque.

For the thrust in Fig. 24(a), the oscillations are slightly smoothed
out close to the wave crest and trough, i.e., near 𝑡∕𝑇𝐸 ≈ 0.25 and 0.75,
where the values are large/small near wave trough/crest. This is similar
to the trend of the thrust on the full geometry that is already justified
in Section 6 by the axial component of the wave orbital velocities and
its effects on the instantaneous advance ratio. The vertical velocity
component of the wave orbital velocities become almost zero close to
the wave peak and wave trough, hence the oblique flow environment
becomes insignificant which may be counted as the main reason for the
smoothed out thrust at these time instances.
24
On the other hand, the torque time series exhibit very different
behavior compared to the thrust. As seen in Fig. 24(f) the shear com-
ponent of the torque is smoothed out near the wave crest and trough
where the vertical component of the wave orbital velocity diminishes.
It is also seen that the overall variations of the shear component in
terms of magnitude is insignificant throughout one encountered wave
period. More importantly, although the blades total torque and their
pressure component show a similar behavior as of thrust with respect
to the free surface elevation, the oscillations at the propeller rotation
frequency are very different. The total torque oscillations, as well as its
pressure component, are primarily more pronounced during the time
from the wave trough to the wave crest, where the propeller encounters
an upward going velocity component, but smaller from the wave crest
to the wave trough. Interestingly, all the blades generate similar torque
close to 𝑡∕𝑇𝐸 ≈ 0.33 which experiences a smoother increase over nearly
one full revolution of the blades. This occurs following the passage of
wave crest, as the free surface elevation moves towards the zero down-
crossing of the wave. At this time, the axial velocity component of the
wave orbital velocities towards the propeller is decreasing though still
positive, and the vertical velocity component is decreasing from zero
towards increasingly negative values. As already seen in Fig. 23, the
superimposed blades’ thrust and torque demonstrate a smoother vari-
ation, opposite to that of individual blades presented in Fig. 24. This
implies a smoother engine load variation, however, a more rigorous
load variation which may lead to blade vibration and fatigue.

In Fig. 25, the blades’ thrust and torque are extracted at four time in-
stances of the free surface elevation with respect to the propeller center,
i.e., zero up-crossing, crest, zero down-crossing and trough. In order to
be consistent with the corresponding calm water results presented in
Section 5, the extracted screenshots are chosen in order to have one
of the blades at the azimuthal position 𝜃 ≈ 30◦. Consequently, the
extracted screenshots are not representing the exact time instances of
the aforementioned wave elevation positions but marginally different.
In Fig. 25(a), the schematic position of the analytical and modeled
free surface elevation with respect to the propeller is shown in which
the dimensions of the propeller as well as the free surface height
are exaggerated for a clearer illustration. The waves are propagating
towards the propeller, hence the four time instances of zero up-crossing,
crest, zero down-crossing and trough are representing 𝑡∕𝑇𝐸 ≈ 0, 0.25,
0.5 and 0.75, respectively.

The overall observations in Figs. 24(a) and 24(b) can be endorsed
in Figs. 25(b) and 25(c). The thrust on different blades is similar at
the time of wave crest and trough, but significantly different at the
time of zero up and down crossings. The torque on different blades
is more similar at the time of wave crest and zero down-crossing in
comparison to the wave trough and zero up-crossing. One interesting
point is the smaller thrust and torque on the blades at the azimuthal
position 𝜃 ≈ 30◦ and 120◦ compared to other two blades at the time
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Fig. 23. Synced time series of the contribution of the pressure and shear components of the thrust and torque to the total values in the FT simulation in WC2 with the grid
𝑛 = 1.00 at 𝐽 ≈ 0.55.
a
c

of zero up-crossing. Moreover, the thrust and torque on the blades at
the azimuthal position 𝜃 ≈ 30◦ and 120◦ are larger than the other
two blades at the time of zero down-crossing. The main cause of load
variations on the blades is the non-uniform distribution of the incident
inflow that is addressed in the following section.

7.2.2. Incident flow field
In Fig. 26 the axial and vertical components of the wave orbital

velocities non-dimensionalized by the advance velocity 𝑈 as well as
the geometric advance angle 𝛽 on the representative propeller disk are
shown at the exact time instances of wave trough, crest, zero up and
down crossings with respect to the disk.

The axial component of the wave orbital velocity over the disk is
almost zero at the time of zero up and down crossings. For the vertical
component this occurs at the time of wave crest and trough. The axial
and vertical components are maximum at the wave crest and zero up-
crossing, respectively. One important point is that the wave orbital
velocities at these time instances are non-uniformly distributed over the
disk, since these velocities depend on the depth under the free surface.
As a result, the distribution of the geometric advance angle over the
disk becomes very complicated, as shown in Fig. 26(c).

At the zero up and down crossings, there is more significant non-
uniformity for 𝛽 in azimuthal direction 𝜃 which can explain the dif-
ferences in the thrust and torque between the blades at 𝜃 ≈ 30◦ and
20◦ versus the other two blades seen in Figs. 25(b) and 25(c) at these
ime instances. For instance, larger geometric advance angles are seen
or 180◦ < 𝜃 < 360◦ at the time of wave zero up-crossing which
an describe the larger thrust and torque on the blades at 𝜃 ≈ 210◦

nd 300◦ at this time instance. Similarly, the overall small geometric
dvance angle in radial direction, which is almost uniformly distributed
n the azimuthal direction at the time of wave crest, can be the reason
or the rather light and similar loading of all blades at this time
nstance. Interestingly, this scenario is not fully valid at the time of
ave trough. Although the value of the geometric advance angle at the
ave trough is predominantly significant in the radial direction across

he disk (which is the reason for the heavily loaded blades in Fig. 25),
he distribution of 𝛽 in the azimuthal direction is not as uniform as
he one seen for the wave crest. At the wave trough, the geometric
dvance angle is slightly larger roughly in −90◦ < 𝜃 < 90◦. This can

be explained by the fact that the free surface is closer to the disk at
the time of wave trough in comparison to the wave crest, hence more
significant variation of the wave orbital velocities with respect to depth
25

is expected.
Although the unsteady and non-uniform distribution of 𝛽 should
be used for performing the single-blade analysis, the surface-averaged
value of the geometric advance angle 𝛽 over the representative disk
during the wave encounter can explain the variation of loading on the
full geometry. The synced time series of 𝛽 is shown in Fig. 27 which
represents the lower/higher propeller loading at the wave crest/trough.
The values of the geometric advance angle can explain the variation of
the propeller open water efficiency, seen in Section 6, during the wave
encounter.

The velocity vectors in the rotating reference frame on three sec-
tions over the suction side and pressure side of the blade at 𝜃 ≈ 30◦

re shown in Fig. 28 at four time instances of wave. The vectors are
olored by the non-dimensionalized radial velocity 𝑢𝑟. The constrained

streamlines are also shown. No evident distinction can be seen at
different time instances and the velocity vectors and streamlines are
very similar. The only observation is a minor difference between the
streamlines close to the root on both suction side and pressure side,
as the streamlines are slightly more radially directed at the time of
wave trough and zero up-crossing. This may results in different trailing
root vortex formation at different time instances. Overall the velocity
vectors as well as the constrained streamlines are very similar to the
calm water FT simulation results in Fig. 10(b).

The magnitude of the wall shear stress, shown in Fig. 29, is very
similar for different blades and also at different time instances. This can
support the insignificant variations of the shear component of torque in
terms of magnitude in Fig. 24. The distribution of the magnitude of wall
shear stress in waves mainly remains similar to the distribution in calm
water FT simulation seen in Fig. 10(c).

On the other hand, the distribution of the hydrodynamic pressure
over different blades and at different time instances of wave are very
different. It is clear that the low pressure area on the suction side at the
wave trough is more significant on all blades in comparison to other
wave instances. At the wave crest, the opposite is valid as the lower
pressure area shrank while the higher pressure area on the pressure side
is more pronounced. At the zero up and down crossings, the distribution
of the hydrodynamic pressure is rather similar. All these observations
are basically supporting the conclusions derived regarding the pressure
component of the thrust in Fig. 24.

Fig. 30 depicts the 𝑄-criterion isosurface colored by the normalized
helicity. The tip vortices for all blades are rather small/large at the time
of wave crest/trough, which represents the significance of loading on
the blades. It is very interesting that at the time of zero up and down
crossings, the tip vortex at different blades is different. However, such
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Fig. 24. Synced time series of the contribution of the pressure and shear components of the thrust and torque to the total values for different blades in the FT simulation with
the grid 𝑛 = 1.00 at 𝐽 ≈ 0.55.
differences do not fully represent the loading on the blades. For in-
stance, at the time of the zero up-crossing of the wave, the blades at 𝜃 ≈
210◦ and 300◦ are found to have larger thrust and torque in Fig. 25, but
in Fig. 31 the largest tip vortices are related to the blades at 𝜃 ≈ 120◦
and 210◦. Nevertheless, the tip vortex augmentation and reduction are
representing the tip loading which is a local phenomenon. Moreover,
based on the Detached Eddy simulations conducted by Di Mascio et al.
(2014), for a propeller operating in oblique flow environment, the root
26

f

and hub vortices interact which brings instabilities to the tip vortices.
For the POW in waves, the oblique flow environment is non-uniform
and unsteady, hence such interactions become very complicated.

7.3. Computational costs

The computational costs in terms of 1 s of physical time simulations
or different grid refinement levels 𝑛 and advance ratios 𝐽 are shown
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Fig. 25. Contribution of different blades to the total thrust and torque at four time instances of the free surface elevation with respect to the propeller in the FT simulation in
WC2 at 𝐽 ≈ 0.55.
in Fig. 32. Approximately between 60 000 to 90 000 cells are allocated
to each core in different simulations within the parallel computations.
Different computing resources (clusters) with different configurations
were employed for different simulations, thus there is an inconsistency
(bias) in the direct comparison of the computational costs in different
simulations. However, the computational costs presented in Fig. 32 can
still provide valuable insights for an overall comparison in different
simulations.

The computational costs of a TM simulation is larger than the FT
simulation in the same grid and advance ratio, because of the additional
equations involved in modeling the transition, as discussed in Sec-
tion 4.1. The desired advance ratios in the simulations are derived from
keeping the constant advance velocity (carriage speed) and varying
the propeller rotational speed. The time step is chosen to achieve
1◦ of propeller rotation per time step in the simulations using grid
𝑛 = 1.00. Consequently, the propeller rotational speed and hence the
computational costs are lower for the simulations at the higher advance
ratios employing this grid. The computational costs are significantly
increased at the same advance ratio but higher grid refinement levels,
due to the increase of the total number of cells and decrease of the
time step (to keep the same Courant number between different grid
refinement levels for the grid convergence study).

Since the same models and grid set are used for the simulations
in calm water and regular head waves, the computational costs per
1 s of the physical time simulation are almost equal between these
27
operational conditions. However, the total physical time of simulations
to obtain the convergence varies in different operational conditions. For
instance, the simulation of one encounter wave period demands more
computational resources in the longer wave WC4 than the shorter one
WC1–WC3, because 𝑇𝐸 is larger in WC4. Therefore, the total compu-
tational power used for running simulations at different operational
conditions cannot be directly perceived by the computational costs
given in Fig. 32. A very rough estimation of the total computational
costs used for running the FT simulations in calm water and in regular
head wave WC2 both with grid 𝑛 = 1.00 at advance ratio 𝐽 ≈ 0.55
implies running on 256 cores (CPUs) for 60 h and 100 h, respectively.

8. Conclusions

In this paper, the propeller open water (POW) performance of the
KVLCC2 propeller (KP458) in calm water and regular head waves
was investigated through systematic experimental and numerical ap-
proaches. For the numerical approach, the Computational Fluid Dynam-
ics (CFD) simulations were carried out employing a Reynolds-Averaged
Navier–Stokes (RANS) solver. The open water towing tank tests (EFD)
and CFD simulations were carried out in five environmental conditions:
first in calm water and then in four regular head wave conditions with
different wave lengths and heights (WC1 to WC4).

The investigations mainly focused on four advance ratios, i.e., 𝐽 ≈
0.35, 0.45, 0.55 and 0.60, derived from a constant advance velocity
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Fig. 26. Wave orbital velocities in axial and vertical directions as well as the geometric advance angle on the representative propeller disk at four time instances of the free
surface elevation with respect to the disk in the FT simulation in WC2 at 𝐽 ≈ 0.55.
(carriage speed) and varying the propeller rotational speed. The con-
sidered advance velocity represents the design speed of KVLCC2 with
the same scale factor as of the propeller. The aim was to perform a POW
performance evaluation of the propeller under similar operational con-
ditions as the propeller experiences behind the self-propelled KVLCC2
at its design speed, but disregarding propeller–hull interaction effects.
Although the propeller with the submergence depth of 3𝑅 was primar-
ily considered, the submergence effects were briefly examined through
a limited analysis of the propeller performance with 2𝑅 submergence
depth. The operational conditions, i.e., submergence depths, advance
ratios as well as the environmental and wave conditions, were selected
to avoid propeller ventilation during the whole period of encounter,
while still being influenced by the incident waves.

The convergence of simulations was examined based on different
criteria defined on the propeller thrust and torque in each operational
condition using a carefully defined time window for the post-processing
28
of the results. In order to understand and control the numerical and
modeling errors in the performed RANS computations, a formal verifi-
cation and validation (V & V) procedure was applied. The verification
analysis, which only concerned the grid convergence study, was carried
out in a selective operational conditions using the tool developed
by Eça and Hoekstra (2014) based on the Least Squares fits to power
series expansions. The simulations were carried out for up to four
‘‘as geometrically similar as possible’’ unstructured grids defined by
refinement levels 𝑛 = 0.75, 1.00, 1.25 and 1.50.

Calm Water - V & V
The flow regime, i.e., laminar, transitional or turbulent, on the

propeller blades can have significant effects on the open water char-
acteristics of the propeller. Our calm water investigations also revealed
significant effects of the flow regime on the propeller performance,
particularly evident at higher advance ratios (𝐽 ≈ 0.55 and 0.60). The
𝛾−𝑅𝑒 transition model was employed in a series of simulations in order
𝜃
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Fig. 27. Synced time series of the surface-averaged geometric advance angle in the FT
simulation in WC2 with the grid 𝑛 = 1.00 at 𝐽 ≈ 0.55.

o account for the effects of flow regime on the propeller performance.
fforts were made to mitigate the turbulence decay within certain part
f the computational domain for a more accurate transition modeling.
he towing tank tests in conjunction with the CFD simulations incor-
orating the transition model TM and the fully turbulent simulations
T (without transition model) revealed that although there was laminar
low dominance on the blades in calm water, the transition to turbulent
an also be observed.

Overall, the open water characteristics of the propeller in calm
ater derived from the TM simulations agreed better than the FT

imulations when compared to the EFD results. The validation errors
re lower for the TM simulations, especially at higher advance ratios
≈ 0.55 and 0.60, where the torque coefficient and hence propeller

pen water efficiency were predicted with a notably higher accuracy
n comparison to the FT simulations. The averaged absolute error
|𝐸%𝐷|, computed by taking the average of the absolute errors in all
dvance ratios in calm water, was reduced from FT to TM simulations:
pproximately from 2.8% to 1.4% for thrust coefficient, from 7.3%
o 1.7% for torque coefficient and from 7.6% to 3.1% for propeller
fficiency.

The flow field analysis in calm water simulations at 𝐽 ≈ 0.55 showed
that the constrained streamlines (limiting streamlines) were mainly
radially directed in the laminar boundary layer (TM simulation) due
to the dominance of the centrifugal forces, but more circumferentially
oriented in the turbulent boundary layer (FT simulation) due to the
existence of high shear forces. Consequently, lower magnitudes of the
wall shear stress were observed on the blades for the TM simulation
which might account for the lower torque predictions in this simulation
in comparison to the FT simulation. Moreover, the limiting streamlines
revealed a more pronounced flow separation on the suction side of the
blades in the TM simulation.

The grid convergence study from the TM simulations at 𝐽 ≈ 0.55 in
calm water resulted in numerical uncertainties approximately between
6% and 8% for both thrust coefficient 𝐾𝑇 and torque coefficient 𝐾𝑄, but
smaller 1−4% for the propeller open water efficiency 𝜂𝑂. Since the CFD
results from different grids exhibited high similarity, it was suggested
that a linear curve fitting could have been a more practical alternative
than the second-order method in the employed verification tool.

Regular Head Waves - V & V
From the Fourier analysis performed on the results in regular head

waves, mainly the 0th harmonic amplitude (mean value) and the 1st
armonic amplitude which is the dominant harmonic amplitude were
xamined. The reconstructed time series, representing the time series
or one wave encounter period, were also studied.
29
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The reconstructed time series of 𝐾𝑇 , 𝐾𝑄 and 𝜂𝑂 were decreas-
ing/increasing depending on whether the propeller disk was located
in an analytical wave crest/trough. One of the primary contributors to
these oscillations was found to be the alteration of the advance ratio,
which arose from the temporal change in advance velocity induced by
the wave orbital velocities. In the wave crest, the wave orbital velocity
in the axial direction becomes maximum, leading to increased advance
ratio and thus lower thrust and torque. The opposite holds for the wave
trough. This can be perceived by considering the open water curves for
𝐾𝑇 and 𝐾𝑄 in calm water and taking into account the temporal changes
in advance ratio. The reconstructed time series of 𝜂𝑂 exhibited a similar
trend to that of 𝐾𝑇 and 𝐾𝑄 with respect to the analytical free surface
elevation above the propeller in all advance ratios. This cannot be
entirely explained by solely relying on the open water curves from calm
water. Nonetheless, to get the full picture, it is required to consider
the possible effects of both axial and vertical wave orbital velocities
on the flow regime as well as any alternation within the associated
physical phenomena, such as flow separation, at different operational
conditions of the propeller. Therefore, the effects of such unsteady and
non-uniform incident flow were analyzed and the geometric advance
angle was found to explain the variations of thrust and torque as well
as the propeller efficiency as the correlation between the instantaneous
thrust and torque.

The CFD investigations in one of the wave conditions (WC2) in-
cluded both FT and TM simulations at different advance ratios. Based
on these simulations as well as the clear change of propeller characteris-
tics from EFD in waves in comparison to calm water, it was concluded
that the laminar flow dominance on the blades, which was observed
in calm water, might not hold in the case of regular head waves. The
reason might lie in the complex change of the incident flow field in
waves due to the unsteady and non-uniform oblique flow environment
as well as the presumably higher turbulence level generated from
the moving wave maker flaps in the towing tank during the tests in
waves. Therefore, the TM simulations results in calm water and the FT
simulations results in waves were analyzed to understand the impact of
waves on the POW performance through the employed CFD approach.

The key observation from the current investigations, in both EFD
and CFD, was that the regular head waves affect the time-averaged
propeller performance in comparison to calm water, particularly at
higher advance ratios. These effects were contemplated to be related
to the change of flow regime between calm water and waves, due
to the increased turbulence by the wave orbital velocities. According
to the CFD investigations using both the FT and TM simulations in
calm water and waves, one can speculate that if there was higher
turbulence in calm water experiments (minimizing the laminar and
transitional flow regimes on the blades), the time-averaged propeller
performance in waves and calm water would have been identical.
However, this remains as a speculation since there are not enough data
in the current study to prove such speculation. A series of propeller
open water experimental tests in calm water employing different grids
to generate/increase turbulence upstream of the propeller in conjunc-
tion with paint tests are recommended as future work to explore such
speculations.

In both EFD and CFD, the 0th harmonic amplitudes of 𝐾𝑇 , 𝐾𝑄 and
𝑂 (i.e., �̄�𝑇 , �̄�𝑄 and �̄�𝑂) in all of the considered waves were clustered
t each advance ratio. Therefore, a similar effect from different wave
onditions were seen at each advance ratio. In all of the considered
ave conditions �̄�𝑇 and �̄�𝑄 were decreasing for the higher advance

atios, following the same trend as of calm water curves. However,
he trend of �̄�𝑂 was slightly different from the calm water curve trend
t the higher advance ratios. Overall, the largest discrepancies of the
th harmonic amplitudes between CFD and EFD were seen for �̄�𝑇 and
̄𝑄 at the higher advance ratios 𝐽 ≈ 0.55 and 0.60, while �̄�𝑂 as the
orrelation between thrust and torque coefficients was agreed better.
he averaged absolute error for �̄�𝑇 , �̄�𝑄 and �̄�𝑂 in all of the wave

onditions and advance ratios were 6.3%, 4.2% and 2.3%, respectively,
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Fig. 28. Velocity vectors on the blade at 𝜃 ≈ 30◦ in the rotating reference frame, colored by the non-dimensionalized radial velocity 𝑢𝑟, at four time instances of the free surface
elevation with respect to the propeller in the FT simulation in WC2 at 𝐽 ≈ 0.55.

Fig. 29. Magnitude of the wall shear stress at four time instances of the free surface elevation with respect to the propeller in the FT simulation in WC2 at 𝐽 ≈ 0.55.



Ocean Engineering 302 (2024) 117703

31

M. Irannezhad et al.

Fig. 30. Hydrodynamic pressure at four time instances of the free surface elevation with respect to the propeller in the FT simulation in WC2 at 𝐽 ≈ 0.55.

Fig. 31. 𝑄-criterion isosurface colored by the normalized helicity at four time instances of the free surface elevation with respect to the propeller in the FT simulation in WC2 at
𝐽 ≈ 0.55.
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Fig. 32. Approximate computational costs in terms of Core-Hours per 1 s of physical
time simulations in calm water and regular head waves.

which are higher than the calm water values for thrust and torque, but
slightly lower for efficiency.

In both EFD and CFD, the 1st harmonic amplitudes of 𝐾𝑇 , 𝐾𝑄 and
𝑂 (i.e., 𝐾𝑇 1, 𝐾𝑄1 and 𝜂𝑂1) were increasing at higher advance ratios
n the same wave condition. This may be related to the fact that in the
igher advance ratios the propeller rotational speed is lower, hence the
ffects of the axial component of the wave orbital velocities become
ore significant on the advance ratio. When the actual measured wave
eights were used to normalize 𝐾𝑇 1, 𝐾𝑄1 and 𝜂𝑂1, a roughly linear
elation between the wave height and the 1st harmonic amplitudes
f the propeller characteristics was observed. However, this relation
ight not hold at the higher advance ratios where the 2nd harmonic

mplitudes are not negligible. Moreover, the wave length effects on this
elation were not fully resolved through the current considered wave
onditions. Overall, 𝐾𝑇 1, 𝐾𝑄1 and 𝜂𝑂1 were mainly under-predicted
y CFD in comparison to EFD and the averaged absolute errors were
maller (2.7% and 4.2%) for the thrust and torque coefficients but very
ignificant (14.8%) for efficiency.

The grid convergence study from the FT simulations in WC2 at
≈ 0.55 resulted in numerical uncertainties approximately 0.9 − 2.8%

or �̄�𝑇 , 2.9−8.4% for �̄�𝑄, and 0.7−1.1% for �̄�𝑂, which were mainly lower
han calm water values. Substantially larger numerical uncertainties
ere seen for 𝐾𝑇 1, 𝐾𝑄1 and 𝜂𝑂1, especially for 𝐾𝑄1 and 𝜂𝑂1 (36.6 −

42.9%). However, similar to the calm water grid convergence study
conclusions, a linear fit might be a better candidate for curve fitting
as the results at different grids were rather similar.

Extraction of pressure and shear components of thrust and torque on
a single blade through a full encounter period reveals that the dynamics
of thrust and torque in waves are predominantly influenced by the
pressure component.

Final Remarks
The general results from CFD were promising compared with the ex-

perimental measurements. The unsteady and non-uniform oblique flow
into propeller are inherent characteristics of waves. The investigations
of the incident flow field, e.g., the geometric advance angle derived
from the geometric pitch distribution of the blades and the wave orbital
velocities over a representative propeller disk, as well as the single-
blade force and moment analysis from the CFD investigations revealed
the potential sources of discrepancies between EFD and CFD. Asymmet-
ric conditions, such as a slight misalignment of the shaft with respect to
the inflow direction, as well as the mechanical interference, e.g., shaft
line vibrations and wobbling in the shaft line casing, is inevitable in
the experiments. The oscillations observed in the measured thrust and
32

torque, occurring at the propeller rotation frequency, were speculated
to be related to such asymmetries, but not proven in the current study.
Such oscillations are not present in the CFD results. It is speculated that
these vibrations alter the flow over the blades resulting in a different
flow transition, separation and development of vortical structures. This
in turn leads to a different thrust and torque measurement in the towing
tank tests in comparison to the fairly ideal conditions in CFD. The
uncertainty of the EFD data should not be overlooked either.

It is important to emphasize that here in this study the RANS
approach was employed which inherently includes simplifications and
approximations that might have shortcomings in capturing the flow
physics. Higher fidelity CFD approaches, such as simulations incor-
porating Large Eddy simulation, are recommended to be employed
in order to carry out similar investigations as the ones performed
here. Single-blade force measurements, turbulence level measurements
and paint tests in the towing tank experiments could further help
understating the flow regime effects, hence recommended for future
investigations. Overall, the flow field analyses in this study provided
valuable insight into the propeller–wave interaction effects and con-
tributed to the comprehension of the underlying physical mechanisms.
One crucial question arising from the current investigations pertains
to the turbulence levels present in the flow behind the self-propelled
KVLCC2 at model-scale, hence how the flow regime will impact the
propeller performance under the self-propulsion conditions in both
calm water and regular head waves.
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Appendix

The reconstructed time series of experimental measurements re-
sults in WC1, WC3 and WC4 in 3𝑅 submergence depth are shown in
Figs. A.1–A.3, respectively.

The reconstructed time series from EFD and CFD (only for FT
simulations with grid 𝑛 = 1.00) for different wave conditions in 3𝑅 sub-

ergence depth at 𝐽 ≈ 0.35, 0.45 and 0.60 are shown in Figs. A.4–A.6,

respectively.
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Fig. A.1. Reconstructed time series of experimental measurements results in wave condition WC1.

Fig. A.2. Reconstructed time series of experimental measurements results in wave condition WC3.
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Fig. A.3. Reconstructed time series of experimental measurements results in wave condition WC4.

Fig. A.4. Reconstructed time series from the results of EFD and CFD (only for FT simulations with grid 𝑛 = 1.00) in different wave conditions at 𝐽 ≈ 0.35.
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Fig. A.5. Reconstructed time series from the results of EFD and CFD (only for FT simulations with grid 𝑛 = 1.00) in different wave conditions at 𝐽 ≈ 0.45.

Fig. A.6. Reconstructed time series from the results of EFD and CFD (only for FT simulations with grid 𝑛 = 1.00) in different wave conditions at 𝐽 ≈ 0.60.
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