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The escalating demands for network capacities catalyze the adoption of space division multiplexing (SDM)
technologies. With the continuous advances in multi-core fiber (MCF) fabrication, MCF-based SDM
networks are positioned as a viable and promising solution to achieve higher transmission capacities in
multi-dimensional optical networks. However, with the extensive network resources offered by MCF-
based SDM networks comes the challenge of traditional routing, modulation, spectrum, and core allocation
(RMSCA) methods to achieve appropriate performance. This paper proposes an RMSCA approach based
on deep reinforcement learning (DRL) for MCF-based elastic optical networks (MCF-EONs). Within
the solution, a novel state representation with essential network information and a fragmentation-aware
reward function were designed to direct the agent in learning effective RMSCA policies. Additionally,
we adopted a proximal policy optimization algorithm featuring an action mask to enhance the sampling
efficiency of the DRL agent and speed up the training process. The performance of the proposed algorithm
was evaluated with two different network topologies with varying traffic load and fibers with different
number of cores. The results confirmed that the proposed algorithm outperforms the heuristics and the
state-of-the-art DRL-based RMSCA algorithm in reducing the service blocking probability by around
83% and 51%, respectively. Moreover, the proposed algorithm can be applied to networks with and
without core switching capability, and has an inference complexity compatible with real-world deployment
requirements.

https://doi.org/10.1364/JOCN.518685

1. INTRODUCTION

Cloud computing, edge computing, and beyond 5G continu-
ously drive network traffic soaring with emerging network ap-
plications and technologies, such as industry 4.0, AR/VR and
the Metaverse, multi-access edge computing (MEC), and video
content distribution network (CDN) [1]. The recent multi-band
transmission system that explores beyond C + L band resources
in fibers is unable to satisfy the long-term capacity requirements
with cumbersome band management and immature/impractical
switching and transmission solutions, not to mention the lack of
smooth update of the current infrastructure [2]. Therefore, both
academia and industry move their focus to MCF-based SDM
solutions. The advancements in MCF design and fabrication
have made space division multiplexing (SDM) [3] a promising
technology in elastic optical networks (EONs) [4] to support an
ever-growing network traffic. Demonstrations of high-capacity
transmission experiments, networking, and management solu-
tions reassure the availability of essential enabling technologies

for MCF-based SDM networks [5–7]. In 2023, the first commer-
cial deployment of MCFs was performed by Google to boost
capacities for submarine cables [8]. The potential wide deploy-
ment of MCFs raises challenges for the routing, modulation,
spectrum, and core allocation (RMSCA) solution in efficiently
managing links, fiber cores, and frequency slots to maximize
network performance.

Numerous research efforts have been dedicated to devel-
oping RMSCA strategies that efficiently manage the spectrum
resources to optimize network performance. On the technical
front, the RMSCA solutions can be categorized into integer lin-
ear programming (ILP)-based [9–12], heuristic-based [13–16],
and deep reinforcement learning (DRL)-based [17, 18]. Regard-
ing ILP-based solutions, Yaghubi-Namaad et al. formulated the
RMSCA problem as ILP in a path-based manner for static traf-
fic scheduling to improve the spectrum utilization [9]. In [10],
Zhang et al. designed a heterogeneous MCF (HMCF) struc-
ture, and ILP models were designed to formulate the process of

https://doi.org/10.1364/JOCN.518685
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virtual optical network embedding over EONs with HMCF to
reduce the fragmentation under the crosstalk constraint. While
achieving near-optimal results, the computing-intensive and
time-consuming property of ILPs in large-scale networks hin-
ders its application in addressing the dynamic RMSCA problems.
Therefore, the previous dynamic RMSCA solutions mainly fo-
cus on rule-based heuristic algorithms. Zhu et al. presented a
triangular iterative core allocation strategy to mitigate crosstalk
and minimize the overall blocking probability (BP) in MCF-
EONs [14]. The authors in [16] proposed a crosstalk-aware and
fragmentation-aware score function to evaluate each RMSCA
policy, with the approach of always selecting the policy that
achieves the highest score. However, rule-based RMSCA heuris-
tics may lead to far-from-optimal solutions in MCF-EONs with
high network complexity due to its inability to assess the im-
pact of current decisions on the provisioning results of future
connection requests.

Recently, DRL has emerged as a promising solution for com-
plex network optimization problems [19]. Chen et al. proposed
a DRL-based framework (DeepRMSA) to address the resource
management problem in single-core EON. This approach has
shown superior performance compared to heuristics in reduc-
ing the network blocking probability (BP) [20]. Subsequently,
extensive DRL-based algorithms [21–25] have been proposed
based on the DeepRMSA framework to further improve the net-
work performance by introducing advanced neural network
models [21, 23, 24] or adopting more effective reward func-
tions [22, 25]. Compared to heuristics that rely on fixed, man-
ually designed rules, their DRL-based solutions delve deep to
extract essential network information and flexibly adapt their
resource management policies to diverse network states. How-
ever, research on DRL-based RMSCA in SDM optical networks
is still in its early stages. Beghelli et al. [17] explored DRL for
resource assignment in multiband-EONs (MB-EONs) and MCF-
EONs. Still, their solution could not outperform the heuristics
due to an unsuitable design of the DRL agent. The DRL-RMSCA
algorithm [18] presented by Pinto-Ríos et al. extended the Deep-
RMSA framework [20] to address the RMSCA problem in MCF-
EONs with three cores. However, this solution is unsuitable for
large-scale MCF-EONs with many cores (e.g., 7 or 12) due to its
unawareness of fragmentation. Moreover, their assumption that
all fiber cores are aligned to form isolated network planes simpli-
fies the problem and fails to explore the benefit of core switching
capabilities of SDM-EONs. As shown in Fig. 1, core switching
allows a selected route to choose different fiber cores along the
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Fig. 1. Routing, modulation, spectrum, and core allocation
(RMSCA) in MCF-EONs.

links in the path. Core switching can significantly increase the
number of available core paths to be used by flexibly arranging
and combining the fiber cores across the links, further enhancing
the network performance. Nevertheless, the numerous avail-
able core paths introduce massive amounts of information to
the DRL agent, significantly increasing the cardinality of both
its observation and action spaces.

In summary, two critical issues exist regarding DRL-based
approaches for large-scale MCF-EONs with core switching ca-
pability. Firstly, the DRL agent’s scalability and reliability with
respect to the number of cores need to be enhanced. For this,
both an effective reward function and a detailed state represen-
tation are required. Secondly, the significant expansion of the
observation and action spaces caused by multiple cores severely
impedes the efficient training of the DRL agent.

To address these challenges, this paper extends our research
in [26] to develop a DRL-based RMSCA framework that is tai-
lored for MCF-EONs with varying scales, in which a DRL agent
jointly solves the routing and core allocation (RCA) problems.
To the best of our knowledge, this is the first work in the litera-
ture to propose a scalable DRL-based framework for the RCA
problem for MCF-EONs with core switching capability. Under
the framework, (i) the candidate core paths are pre-selected for
the DRL agent to restrict its observation space; (ii) a detailed
state representation that integrates crucial network information
and request information is designed to help the DRL agent bet-
ter perceive the network condition at a given point in time,
incorporating a fragmentation-aware reward function to guide
the agent in maximizing resource usage, thereby lowering the
overall network blocking probability (BP); and (iii) an action
mask is applied to assist the DRL agent in avoiding selecting
invalid actions, improving the training performance, and reduc-
ing the training time. Simulation results over the NSFNET and
COST239 topologies with a different number of cores (i.e., 3, 7,
12) show that the proposed solution reduces BP by up to 83%
when compared to RMSCA heuristics and the state-of-the-art
DRL-RMSCA algorithm [18]. A sensitivity analysis reveals that
the action masking and reward function play an important role
in improving the performance of the DRL-based RMSCA solu-
tion, as well as broadening the applicability of the solution to
scenarios with and without core switching capabilities. More-
over, the inference complexity, measured by the time taken to
select an RMSCA decision, is compatible with the requirements
of real-world deployments.

The rest of the paper is organized as follows. Section 2 illus-
trates the formulation of the RMSCA problem in MCF-EONs.
Section 3 introduces the proposed DRL-Based RMSCA frame-
work. The evaluation results of our presented algorithms are
presented and analyzed in Section 4. Finally, Section 5 concludes
the paper.

2. PROBLEM DESCRIPTION

The objective of an RMSCA algorithm in MCF-EONs is to mini-
mize the total number of blocked service requests. This is done
by efficiently managing frequency slots (FSs) while accounting
for the crosstalk (XT) constraint. The RMSCA optimization prob-
lem addressed in this work is formulated in this section.

A. RMSCA Formulation
The topology of MCF-EONs is modeled as a graph G(V, E, C),
where V, E, and C represent the set of nodes, links, and weakly-
coupled cores, respectively. F FSs with two states, i.e., free (1)
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and occupied (0), are located on each core. Each FS carries a
fixed bandwidth. The FSs state of the MCF-EONs is represented
by a E×C× F matrix denoted as FSM ∈ [0, 1]. When a dynamic
service request Rt(s, d, b) arrives, an RMSCA policy should be
formulated, first determining a route among K pre-computed
candidate paths between the source node s and the destination
node d. The policy should then assign S FSs on a core path
(CP) of the route to establish the lightpath connection for the Rt
according to its bit rate requirement b. The CP denotes the cores
to be used on each link of the selected route. Each element of
CP is presented as Φc

e , which refers to the core c on link e. The
following expression determines the number of assigned FSs:

S =
b

Bslot ×m
+ 1, (1)

where Bslot is the bandwidth of each FS (in GHz), and m is the
efficiency of the modulation format (in b/Hz/s) as shown in
Table 1. Finally, one FS is used as the guard band. The highest-
order modulation format that does not exceed the transmission
reach [27] for each route is always used to improve the spectral
efficiency. When assigning the FSs, both the spectral contigu-
ity and spectral continuity constraints must be met, where the
assigned FSs must be contiguous and have the same spectrum
across each chosen core.

B. Inter-Core Crosstalk Formulation
In MCF-EONs with weakly-coupled cores, the inter-core XT
arises between signals transmitted in an overlapping spectrum
segment in neighboring cores (Fig. 1). An elevated XT level
results in significant signal distortion, degrading its quality at
the receiver. To this end, it is necessary to check the XT level
of each lightpath before its establishment. In this paper, the
worst-case per-core XT (WCC-XT) estimation is adopted [28],
integrating with a widely used analytical model proposed in
[29], to evaluate the end-to-end XT of the lightpath lp (denoted
as XTlp), as follows:

XTlp = ∑
Φc

e∈CPlp

nc − nc · exp[−(nc + 1) · h · Le]

1 + nc · exp[−(nc + 1) · h · Le]
, (2)

where CPlp denotes the CP for lightpath lp, nc is the number of
neighboring cores of core c, Le is the length of link e, and h is the
increment of XT per unit. The value of h is obtained by:

h =
2k2r
βwtr

, (3)

where k is the fiber coupling coefficient, r is the fiber bending
radius, β is the propagation constant and wtr is the core pitch. To
guarantee the quality of the signal, only those lightpaths whose
XTlp are lower than the XT threshold of their chosen modulation
format [30] shown in Table 1 can be established.

C. Core Allocation Schemes
In MCF-EONs, core allocation methods can be categorized into
two groups based on whether or not they consider the core
continuity constraint. If the core continuity is considered [12, 18],
each service request must use the same core across all links in its
route. To flexibly utilize the spectrum resources in MCF-EONs,
some studies assume core switching at selected nodes [13–15].
As shown in Fig. 1, when core switching is enabled, an incoming
wavelength can be switched into any core of the connected links
by deploying multiple wavelength selective switches (WSSs) in

Table 1. Parameters for Different Modulation Formats [27, 30].

Modulation
m

[b/Hz/s]

Max Reach

[km]

XT Threshold

[dB]

BPSK 1 8, 000 −14.0

QPSK 2 4, 000 −18.5

8QAM 3 2, 000 −21.0

16QAM 4 1, 000 −25.0

32QAM 5 500 −27.0

each optical degree of each node. Consequently, the RMSCA
algorithm can select the core to be used at each link in the route.
This paper considers the latter (i.e., core switching), which is a
more encompassing problem, when developing the proposed
DRL-based RMSCA framework.

3. DRL-BASED RMSCA APPROACH FOR MCF-EONS

To minimize the long-term network BP, the RMSCA problem
is modeled as a Markov Decision Process (MDP), denoted by
the tuple ⟨st, at, T, rt, γ⟩. The state st describes the status of the
MCF-EON environment, and the action at represents an RM-
SCA decision. The transition distribution T(st+1|st, at) defines
how the network changes after performing the action at. The
reward rt is obtained after applying an RMSCA decision as an
incentive for the DRL agent, and the γ is a discounted factor ∈
[0, 1). In resolving the MDP, a DRL-based RMSCA algorithm is
employed to find an effective RMSCA policy that maximizes the
discounted cumulative reward Ut, as defined by:

Ut =
L−t

∑
i=0

γirt+i (4)

where L is the episode length. The framework of the proposed
DRL-based RMSCA approach is shown in Fig. 2. It comprises
two principal components: the RMSCA environment and the DRL
Agent. The DRL Agent continuously optimizes its RMSCA policy
through interaction with the RMSCA environment. When light-
path request Rt arrives at timestep t, the Preprocessor traverses
the FSM to identify the candidate CPs (step 1). Next, the Feature
Extractor generates the state vector st according to the candidate
CPs (step 2). Then, st is fed into the DNNs, which outputs an
action at (step 3). The RMSCA policy takes at and executes it on
the MCF-EON (step 4). Subsequently, the Evaluator computes
the reward rt using the feedback of the RMSCA action from the
environment (step 5). The tuple (st, at, rt, st+1) is stored in the
Experience Buffer as a training sample (step 6). The training is
triggered when the Experience Buffer is full. At this step, the
Optimizer is used to update the parameters of the DNNs (step
7). Next, we illustrate the specific design of each component
within the proposed DRL-RMSCA framework.

A. RMSCA Environment
In our proposed framework, the RMSCA environment includes:
(1) a simulated MCF-EON with the physical formulation illus-
trated in Section 2, (2) a traffic generator that generates the
service request Rt at each timestep, (3) a preprocessor to filter
the network information, (4) a feature extractor to generate the
state st for the DRL agent, and (5) an evaluator to return the
reward rt to the DRL agent as the feedback of the action at.
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Fig. 2. Proposed DRL-based RMSCA framework.

A.1. Preprocessor

In MCF-EONs with core switching, the total number of CPs
varies with the number of hops, and it is extremely large when
the number of cores C is high (|C|j for a route with j hops).
Exposing all the CPs to the DRL agent may lead to excessive
training time due to the highly complex observation and action
spaces. Moreover, it becomes challenging for the DRL agent
to extract adequate information from massive features within
the observation. To restrict the size of the observation/action
space, we employ a preprocessor to pre-select M candidate CPs
that possess the lowest starting frequency in their first available
FS-block for each of the K shortest routes. The preprocessing
procedure traverses the CP options and selects the M options
with the suitable FS-block with the lowest frequency available.

B. DRL Agent
In the DRL-based RMSCA framework, the DRL agent is respon-
sible for provisioning the request and learning an effective RM-
SCA policy by training. The main elements, i.e., state (st), action
(at), and reward (rt), are discussed next.

B.1. State Representation

To help the DRL agent efficiently perceive the environment,
a clear state representation containing important information
about the environment is needed. In this model, the state st is
designed based on the request information and the spectrum
state of the candidate CPs. Specifically, st is a (2 × V + (7 +
|Ccat|)×M×K) vector, where 2×V elements in one-hot format
represent the request source and destination. For each of the M
candidate CPs on each of the K candidate routes, three parame-
ters are considered: (i) number of assigned FSs when using this
CP, (ii) number of hops in the route, and (iii) total number of
adjacent links for all links in the route. Then, the AND operation
is performed on the FSs with the same frequency across the cores
of the CP to generate an aggregated FSs vector. In this way, the
aggregated FS vector represents the available FSs for a CP (i.e.,
respecting the spectrum continuity constraint). Four essential

features are extracted from the aggregated FSs: (i) the number
of free FSs, (ii) the start index of the first available FS-block
that can accommodate the request, (iii) the length of the first
available FS-block, and (iv) the average number of free FSs with
same spectrum as the candidate assigned FSs in first available
FS-block on the adjacent links of each core. Additionally, all fiber
cores are classified into |Ccat| categories based on their number
of neighboring cores. For each core category, one element is
used to represent the proportion of the physical distance trans-
mitted through cores of that category in the current CP to the
total length of the CP. Figure. 3a shows the resource usage at a
specific timestep in a 3-core MCF-EON, and Fig. 3b shows all
available CPs that have adequate contiguous and continuous
FSs to accommodate the service request Rt depicted in Fig. 3a.
For the vertical core layout used in Fig. 3a, the core 1 and core
3 with one neighboring core and core 2 with two neighboring
cores are classified into different core categories so the |Ccat| is
2. For the CP1 [Φ1

1, Φ2
3] of the route A-B-C shown in Fig. 3b, the

signal will be transmitted 1200 km via core 1 on link 1, and 1800
km via core 2 on link 3. Hence, the values of the corresponding
elements for category 1 with one neighboring core and category
2 with two neighboring cores are 0.4 and 0.6, respectively.

Table 2 presents the features extracted from each available CP
depicted in Fig. 3b. Note that if a candidate CP cannot provision
the Rt, all its corresponding features are set to -1, enabling the
DRL agent to distinguish it from the available CPs.

Table 2. Features of candidate core-paths (CPs).

route CP aggregated FSs features

A-C [Φ1
2] [0 0 0 0 0 1 0 1 0] [-1 -1 -1 -1 -1 -1 -1 -1 -1]

A-C [Φ3
2] [0 1 1 0 0 1 0 0 1] [2 1 2 4 2 2 2.5 1 0]

A-B-C [Φ1
1, Φ2

3] [0 0 0 0 1 1 1 1 1] [3 2 4 5 5 5 1.75 0.4 0.6]

A-B-C [Φ2
1, Φ3

3] [1 1 1 0 0 0 0 0 0] [3 2 4 3 1 3 1.5 0.6 0.4]
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Fig. 3. (a) The resource usage in a 3-core MCF-EON, (b) available core paths (CPs) and the calculation of Fcut and Malign related to
fragmentation and misalignment of spectrum slots

B.2. Action Space

The action space A is a M× K + 1 vector. Each action represents
either selecting one of the M CPs on one of the K shortest routes
or rejecting the request. The modulation scheme is determined
by the transmission reach of the route (Table 1). The spectrum is
always allocated on the first available FS-block using the first-fit
method.

To prevent the agent from choosing unavailable CPs, we
adopt an action mask [31] (Fig. 2). The mask gt is a M× K + 1
vector ∈ {0,1} corresponding to the availability of each action. Af-
ter masking, the original logit zi of each invalid action is replaced
by a very small negative number (i.e., −1× 10−8), making their
output probability pi after the softmax activation function in
Eq. (5) near 0, as explained next:

pi = Softmax(ẑi) =
eẑi

∑M×K+1
j=1 eẑj

, (5)

where ẑi is the masked logit of the i-th action and pi represents
the probability of choosing action ai.

B.3. Reward Function

To reduce the long-term BP of the MCF-EONs, the reward rt
should be associated with whether Rt is accepted or not, and the
impact of the RMSCA decision on the MCF-EONs. An appropri-
ate reward rt can steer the agent towards efficient exploration of
the environment, enabling it to learn an effective RMSCA strat-
egy. However, most of the previous DRL-based RMSA/RMSCA
models have not delved deeply into the design of the reward
function, often relying on a basic binary reward system: +1 if a
service is accepted and -1 otherwise. This reward function can-
not accurately evaluate the impact of action at on the MCF-EON

environment, as all actions that successfully establish a light-
path connection receive the same reward. When addressing the
complex RMSCA problem, the performance of the DRL agent
with this reward function is further degraded because the signifi-
cantly expanded state vector increases the difficulty for the value
DNNs to establish a clear relationship between the observation
and the Ut. Therefore, evaluating the specific impact of each
action at on the network is necessary. To this end, we developed
a fragmentation-aware and load-balance-aware reward function
to assess the impact of action at comprehensively.

Specifically, after the RMSCA action is deployed in the MCF-
EON, a factor Q that represents the network cost caused by
taking action at is calculated as follows:

Q =
So + λ× Fcut +

Malign

|C|
Sa

, (6)

where |C| is the number of cores, So represents the total num-
ber of assigned FSs for the request Rt, and Sa is the number
of available aggregated FSs on the selected CP. Fcut and Malign
are related to slot fragmentation and misalignment in the net-
work [32], respectively.

As shown in Fig. 3b, Fcut denotes the total number of FS-
blocks on the CP that are cut into sub-blocks by the assigned
FSs, and Malign indicates the total number of free FSs on the
adjacent links of each link across the selected route that have
overlapping spectrum with the assigned FSs. For example, if the
CP1 [Φ1

1, Φ2
3] of the route A-B-C is selected, the FS5, FS6, and

FS7 will be assigned. After the RMSCA process, the FS-block
FS5−9 on Φ1

1 is cut to FS8−9 so the number of FS-blocks is not
increased. However, the FS3−9 on Φ2

3 is cut into two blocks:
FS3−4 and FS8−9, thus the increased cut is 1. The increase in
Fcut may potentially lead to the rise of unassignable small-size
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FS-blocks, resulting in the waste of the spectrum resources. The
Malign represents the cumulative number of free FSs from FS5,
FS6, and FS7 located in the adjacent links of link 1 (i.e., link 2
and link 3) and link 3 (i.e., link 1 and link 2). The misalignment
of the FSs on two adjacent links reduces commonly available
spectra, which is detrimental to the provision of future requests.
Additionally, the cost Q becomes higher if large number of FSs
(So) are assigned, or if a CP with less available FSs (Sa) is used.
Given the value of Fcut is relatively small (the cut on each link ∈
{0,1}) compared to other parameters, we amplify its impact by
multiplying it with a specific factor λ to ensure its magnitude is
comparable to those of the other parameters. The Q value can
comprehensively evaluate the potential impact of the current
action on the network. A smaller Q value indicates efficient
utilization of the spectrum resources, which is beneficial for
future service provisioning.

The reward rt is designed based on the cost Q as outlined in
the following:

rt =


− 1, if Rt is rejected

0.67 +
N

M× K
× 0.33, if Rt is accepted, Q = Qmin

max(−0.1×Q + 0.6, 0), if Rt is accepted, Q ̸= Qmin
(7)

where N is the number of available CPs among M× K candi-
date CPs. If there are insufficient FSs to accommodate Rt or if
the XT of the candidate lightpath is over the threshold, Rt is
rejected, and −1 will be given as a penalty. If Rt is provisioned,
a positive reward ranging from 0 to 1 is assigned. Specifically, a
large reward ranging from 0.67 to 1 is given to the agent if the
selected CP leads to the lowest cost Qmin among all candidates,
encouraging the agent to learn an efficient policy in the short
term. The specific reward depends on the ratio of number of
available CPs (N) to the total number of candidate CPs (M× K).
If the agent can select the CP with the smallest Q from a larger
number of available CPs, it will receive a higher reward. When
the selected CP is not the lowest one among all available CPs,
the value of rt ranges from 0 to 0.6 and is negatively correlated
to the Q value.

B.4. Training

A trainer is set for the DRL agent to optimize its RMSCA policy
to maximize the discounted cumulative reward Ut in Eq. (4). We
use the proximal policy optimization (PPO) algorithm [33] to
train the DRL agent. PPO has high stability and reliability with
simple implementation. PPO adopts the actor-critic framework
including a policy DNN π(at|st, θ) and a value DNN V(st, w). θ
and w are the sets of the parameters of the policy DNN and the
value DNN, respectively. In our training algorithm, the policy
DNN is represented as π(at|st, gt, θ) due to implementing the
action mask gt. The π(at|st, gt, θ) takes st as input and outputs
a probability distribution over all actions after masking. The
V(st, w) estimates the expectation of Ut at state st. In order to
efficiently utilize the training samples, a policy π(at|st, gt, θk)
is employed to interact with the environment and collect the
training samples. These samples are utilized to iteratively up-
date the π(at|st, gt, θ) through importance sampling. The policy
gradient dθ and the value gradient dw are computed by Eq. (8)
and Eq. (9), respectively.

Algorithm 1. Training of the DRL agent

1: initialize experience buffer D = ∅ with size Z, set epochs T
2: initialize θ for policy DNN and w for value DNN, θk ← θ
3: t← 0, t0 ← 0
4: for Rt(s, d, b) do
5: get state st and mask gt based on candidate CPs and Rt
6: obtain π(at|st, gt, θk)
7: obtain action at by sampling π(at|st, gt, θk)
8: RMSCA for MCF-EONs based on at
9: receive reward rt from the RMSCA environment

10: store Xt (st, at, rt, gt, st+1) into D
11: if |D| == Z then
12: for t ∈ {t0, t0 + 1, . . . , t0 + Z− 1} do
13: calculate Ut and At by Eq. (4) and Eq. (10)
14: add Ut and At into Xt

15: for epoch = 1 to T do
16: for each mini-batch B in D do
17: compute dθ and dw by Eq. (8) and Eq. (9)
18: θ ← θ + dθ, w← w + dw
19: θk ← θ, t0 ← t + 1, empty D
20: t← t + 1

dθ = α∇θ
1
|B| ∑

Xt∈B
min(rt(θ)At, clip (rt(θ), 1− ϵ, 1 + ϵ) At)

(8)

dw = β∇w
1
|B| ∑

Xt∈B
(Ut −V(st, w))2. (9)

Here, α and β are the learning rate of the policy DNN and the
value DNN, respectively. rt(θ) is the ratio of the probability
density of at under the updated policy π(at|st, gt, θ) to that un-
der the sampling policy π(at|st, gt, θk). The clip factor ϵ ranges
from 0 to 1 to avoid large policy updates. |B| represents the
number of training samples Xt in the mini-batch B. At denotes
the advantage of taking action at, defined as follows:

At = Ut −V(st, w). (10)

Alg. 1 outlines the entire training procedure.

4. PERFORMANCE ASSESSMENT

A. Setup and Configuration of the Simulation Environment
The MCF-EON environment was simulated by extending the
basic MCF environment available in the Optical RL-Gym [34].
The evaluations were conducted over the NSFNET topology
(Fig. 4a) with 14 nodes and 22 links, and the COST239 topology
(Fig. 4b) with 11 nodes and 26 links. The MCF-EONs featuring
3,7 and 12 cores with the fiber layout depicted in Fig. 5 were
used for simulation. We utilized five parallel environments run-
ning on separate central processing units (CPUs) for sampling
to accelerate training. We employed the state-of-the-art Mask-
ablePPO algorithm provided by Stable Baselines [35] for training.
The parameters adopted for the RMSCA environments and the
DRL agent are shown in Table 3 and Table 4, respectively. The
coefficients related to the Q and the reward function were set as
follows. The slot fragmentation factor λ in Eq. (6) was set to 10
to amplify the original Fcut value, which has a range of (0, Hmax),
ensuring its magnitude is comparable with other terms in the
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Table 3. RMSCA Environment Settings.

Parameter env1 env2 env3

number of cores per link 3 7 12

number of FSs per core 100 320 320

FS capacity (GHz) 12.5 12.5 12.5

required capacity (Gbps) 25-100 25-100 25-100

traffic load (Erlang) 425 4000 7500

K 5 5 5

M 1 2 2

fiber coupling coefficient 6·10−4 1·10−3 1·10−3

fiber bending radius (mm) 50 55 65

core pitch (µm) 45 40 35

Table 4. DRL Agent Settings.

Hyperparameter Value

learning rate for policy DNN (α) 1e−4

learning rate for value DNN (β) 1e−4

discounted factor (γ) 0.95

clip factor (ϵ) 0.2

epoch (T) 10

episode length (L) 1, 000

buffer length (Z) 1, 000

mini-batch size (|B|) 500

DNN architecture 5x128 & 8x256

equation. Hmax has value equal to the maximum number of hops
among all candidate routes. The reward function coefficients
in Eq. (7) were set based on the desired range of reward, i.e.,
(0.67, 1) when the cost is minimum, and (0, 0.6) when the cost is
not minimum. These values can build a reasonable connection
between Q and rt, and keep the rt value within an appropriate
range to enhance the stability of the training.

As for the MCF-EONs under the core continuity constraint,
M was set as the number of cores to ensure that all possible
core allocation methods are considered. For MCF-EONs that
allow core switching, the selection of the M value affects the
performance of the DRL agent. Therefore, we evaluated the
performance of the DRL agents across a range of M values to
identify the optimal parameter for simulation. Specifically, M
was set to 1, 2, 3, 4, 5, 7, 10, and 20 for the different DRL agents.
We assessed the BP from deploying these DRL agents for RM-
SCA in NSFNET with 3, 7, and 12 cores. Figure. 6 demonstrates
the boxplot of BP achieved by each DRL agent upon training
converges at different values of M using two classical DNN
architectures of sizes 5 × 128 (5 layers with 128 neurons per
layer) and 8× 256. In the boxplots, the central line marks the
median, the box edges show the 25th and 75th percentiles, and
the whiskers extend up to 1.5 times the interquartile range.

Figure. 6a shows the performance of DRL agents execut-
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ing RMSCA in a 3-core MCF-EON, which deteriorates as M
increases. When the value of M is relatively low (up to 4), the
DRL agent with a 5× 128 DNN demonstrates slightly better
performance. Notably, the best performance is achieved when
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Fig. 6. Blocking probability of DRL agents under different M values in NSFNET topology with 3, 7, and 12 cores.
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Fig. 7. Blocking probability of different algorithms in 7-core NSFNET topology under (a) 4000 Erlangs, (b) different traffic loads.

the DNN size is set to 5× 128 and M is 1. In the MCF-EON with
7 cores, the 5× 128 DNN is insufficient for the DRL agents. The
performance is worse than the 8× 256 DNN (Fig. 6b). The DRL
agent achieves the best performance with M=2 and an 8× 256
DNN architecture. For the DRL agents operating in the 12-core
MCF-EON, M=2 continues to enable the DRL agent to achieve
the lowest BP (Fig. 6c). The results indicate that further increas-
ing the value of M does not necessarily enhance the performance
of the DRL agent. We speculate that this is because an increase of
M introduces more information to the DNNs, thereby increasing
the complexity of the policy that needs to be learned by the DRL
agent.

We developed two RMSCA algorithms based on the proposed
framework for different core allocation rules: DRL-RMSCA with
core-continuity (DRL-RMSCA-CC) and DRL-RMSCA with core-
switching (DRL-RMSCA-CS). The effectiveness of the proposed
algorithms is evaluated based on the comparison with the state-
of-the-art DRL-based RMSCA algorithm proposed in [18], re-
ferred to as DRL-Baseline. The DRL-Baseline adopts a straight-
forward binary reward function (+1 if service is accepted, −1
otherwise) and does not consider action masking. In addition,
we adopt three rule-based heuristics, including (1) the K-shortest-
path least-neighbors-core-path first-fit with core continuity (KSP-
LNCP-FF-CC), (2) the KSP-LNCP-FF allowing core switching
(KSP-LNCP-FF-CS) and (3) the least-cost core-path first-fit (LC-
CP-FF). For the heuristics, the first two always assign FSs to the
first available spectrum of the CP with the least number of neigh-
boring cores along the shortest route to prevent the XT of the
lightpath from exceeding the threshold, and the last one always

allocates FSs on the available CP that results in the minimal cost
Q, as calculated by Eq. (6).

In this study, we assume that the service request Rt will
be blocked under two conditions: (1) there are no sufficient
contiguous and continuous FSs to accommodate the Rt, and (2)
the XTlp of the selected lightpath lp for provisioning Rt exceeds
the XT threshold.

B. Performance Evaluation
First, we assessed the performance of the proposed algorithms
on the NSFNET topology. Figure 7a illustrates the training re-
sults of the DRL agent in an MCF-EON with 7 cores and 320
FSs (i.e., env2 in Table 3). The x-axis represents the number
of training episodes, with each episode encompassing the ar-
rival of 1,000 requests. The y-axis indicates the average BP
value for each episode. The value of the confidence interval
with a 95% confidence level is presented as a shaded region
around the training curve. During the initial phase of the train-
ing, the DRL agent is inefficient due to its random parameter
initialization, which results in a random policy. However, the
DRL agent incrementally refines its RMSCA policy through in-
teractions with the environment, manifesting as a significant
decline in BP. After processing approximately 30,000 requests,
the DRL-RMSCA-CS reaches a local optimum, equivalent to
the performance achieved by LC-CP-FF, followed by a plateau
in performance. As for the DRL-RMSCA-CC, its performance
reaches a local minimum after processing 37,000 requests, fol-
lowed by a temporary degradation in performance. After 180
and 155 training episodes, respectively, the DRL agents of the
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Fig. 9. Blocking probability of different algorithms in 3-core NSFNET topology under (a) 425 Erlangs, (b) different traffic loads.
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Fig. 10. Blocking probability in COST239 topology with 3, 7, and 12 cores under different traffic loads.

DRL-RMSCA-CS and DRL-RMSCA-CC begin to improve their
RMSCA policies further. After processing around 280,000 and
700,000 requests, respectively, the DRL-RMSCA-CS and DRL-
RMSCA-CC training curves converge, suggesting that the per-
formance of their DRL agents has stabilized. After convergence,
DRL-RMSCA-CS demonstrates superior performance among
the core-switching-based algorithms. Specifically, it achieves a
83% and 50% reduction in BP compared with KSP-LNCP-FF-
CS and LC-CP-FF, respectively. For the algorithms under core
continuity constraint, DRL-RMSCA-CC decreases BP by 41%
and 51% compared with KSP-LNCP-FF-CC and DRL-Baseline,
respectively. Meanwhile, the results show that enabling core
switching provides additional flexibility, leading to improved

utilization of network resources. Specifically, the DRL-RMSCA-
CS can achieve 83% lower BP than DRL-RMSCA-CC. However,
although undergoing appropriate training, the performance of
DRL-Baseline cannot surpass the KSP-LNCP-FF-CC and shows
significant disadvantages compared to DRL-RMSCA-CC. Ad-
ditionally, DRL-Baseline requires 200 more training episodes to
reach convergence than DRL-RMSCA-CC. We believe there are
two primary reasons for these discrepancies. Firstly, the DRL-
Baseline requires a large number of samples to learn how to
avoid selecting unavailable CPs, which increases the complexity
and difficulty of the training. This is not the case in our proposed
approaches due to the action masking. Secondly, when the ob-
servation space and the action space are large, the binary reward
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function used by DRL-Baseline leads to a long exploration by
the DRL agent, making it struggle to learn behaviors beneficial
for reducing BP (e.g., mitigate fragmentation and minimize the
use of bottleneck links). As shown in Fig. 7b, DRL-RMSCA-
CS performs well under various traffic loads. The advantages
are particularly significant under low traffic loads, where core
choice plays a more substantial role in blocking requests.

Next, the evaluations were conducted in a large-scale 12-core
MCF-EON with high network complexity (i.e., env3 in Table 3).
As shown in Fig. 8a, DRL-RMSCA-CC and DRL-RMSCA-CS
can effectively train their DRL agent. Specifically, the reductions
in the BP achieved by DRL-RMSCA-CS over KSP-LNCP-FF-
CS and LC-CP-FF are 63% and 40%, respectively. The DRL-
RMSCA-CC realizes 35% and 19% lower BP than DRL-Baseline
and KSP-LNCP-FF-CC, respectively. Meanwhile, DRL-RMSCA-
CS maintains superior performance across various traffic loads
(Fig. 8b).

In a small-scale MCF-EON with 3 cores (i.e., env1 in Table 3)
the results shown in Fig. 9 indicate that DRL-RMSCA-CS still
achieves a significant advantage compared to KSP-LNCP-FF-CS.
However, its performance is very close to that of LC-CP-FF. This
is because when XT is negligible, selecting actions with lower
costs allows the agent to obtain a higher discounted reward.
As a result, the DRL agent eventually learns an RMSCA policy
similar to LC-CP-FF.

To verify the generality of the proposed algorithms, the eval-
uations were also conducted in the COST239 topology (Fig. 4b).
The appropriate values for M and the DNN architectures for
MCF-EONs with 3, 7 and 12 cores were determined to be (M=2,
5 × 128 DNNs), (M=3, 8 × 256 DNNs), and (M=3, 8 × 256
DNNs), respectively, following an analysis similar to the one
for NSFNET shown in Fig. 6. As shown in Fig. 10, the DRL-
RMSCA-CS still demonstrates effective performance as it can
obtain the lowest BP in MCF-EONs with 7 cores and 12 cores
across different traffic loads compared to other algorithms. With
3 cores, where the XT has small impact, DRL-RMSCA-CS follows
closely the performance of the LC-CP-FF heuristic. Meanwhile,
the DRL-RMSCA-CC outperforms the other RMSCA algorithms
under the core continuity constraint.

C. Sensitivity Analysis on the DRL Design
This work proposes the use of two novel components to the DRL
framework: (i) action masking and (ii) fragmentation-aware re-
ward function. These two components are crucial in augmenting
the performance of our proposed DRL-based RMSCA algorithm.
In this section, we performed a sensitivity analysis to validate
the effectiveness of these components. This involved a compari-
son between the proposed DRL-based RMSCA algorithm that
adopts both the two components with solutions without either
one of them. In the case of action masking, we trained an agent
without this feature. In the case of the fragmentation-aware
reward function, we trained an agent using a simple +1/-1 re-
ward function. All other components of the DRL agent are kept
unchanged. The simulations were conducted in the NSFNET
topology with 7 cores (i.e., env2 in Table 3). The performance of
the three DRL-based RMSCA algorithms was evaluated in both
MCF-EONs with core switching capability (Fig. 11a) and under
core continuity constraint (Fig. 11b).

In the case of action masking, the gains vary depending on
the ability of performing core switching. When core switching
is available (Fig. 11a), the gains of applying action masking are
moderate but noteworthy. Firstly, we can see that the agent with
action masking is able to reduce BP with less training episodes

than the one without it. Moreover, the average BP after con-
vergence is reduced by 8%, from 0.65% to 0.6%. When core
switching is not available (Fig. 11b) the gains obtained by ac-
tion masking are more substantial. Specifically, The average BP
after convergence is reduced by 28% from 4.7% to 3.4 %. This
is partially due to the large difference in the number of actions
available for each scenario, i.e., 11 actions for the core-switching
based and 36 actions for the core-continuity based. Again, the
agent with action masking is able to more quickly learn how to
reduce BP as it does not expend the training samples for learning
to avoid the selection of unavailable CPs.

When it comes to the fragmentation-aware reward function,
in MCF-EONs with core switching capability (Fig. 11a), its adop-
tion yields an approximate 86% BP reduction over the traditional
+1/− 1 reward. However, in the scenario under core continuity
constraint (Fig. 11b), the gains are not as substantial, but still
show up to 38 % lower BP after convergence.

These results validate that the proposed action masking and
fragmentation-aware reward function are crucial in enhancing
the performance of our DRL-based RMSCA solution. Owing
partially to these two key components, our solution is versatile
enough to be applicable in MCF-EONs with and without core
switching capability.
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Fig. 11. DRL design sensitivity analysis in the 7-core NSFNET
with 4,000 Erlangs.

D. Complexity Analysis
The scalability and the feasibility of our algorithm were also eval-
uated based on the training time and the RMSCA decision time
of the DRL agent. We chose to train the DNNs on the CPU, as the
current DNN architectures that are not very deep (5× 128 and
8× 256), and the training speed on the CPU is slightly faster than
that observed on the Graphics Processing Unit (GPU). Specifi-
cally, the simulations were conducted on a 12th-generation Intel
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i7 CPU operating at 2.2GHz. In the MCF-EONs with 3, 7, and 12
cores (described in Table 3), the DRL agents of DRL-RMSCA-CC
converge after approximately 1.1, 2.7, and 3.1 hours of training,
respectively, while for DRL-RMSCA-CS, the training times are
1.2, 2.6, and 6.0 hours, respectively. After the training is com-
pleted, we assessed the average RMSCA decision time taken
by the DRL agent in provisioning each request (Fig. 12), which
includes the total time spent on pre-selecting candidate CPs,
generating the observation, and performing forward propaga-
tion through the DNN to determine the RMSCA action. The
results indicate that as the number of cores increases, the DRL
agent’s training time and request response time remain within a
reasonable range.
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Fig. 12. RMSCA time of the DRL agent in NSFNET topology
with 3, 7, and 12 cores.

5. CONCLUSIONS

In this paper, we proposed a DRL-based solution for the dy-
namic RMSCA problem in SDM-EONs with MCFs. A DRL
agent was developed and trained based on the proposed DRL-
based framework to handle requests while minimizing the long-
term service blocking probability. In the proposed DRL-based
framework, a comprehensive path-level state representation that
contains both the network spectrum availability and the core
allocation information was developed to assist the DRL agent
in capturing the essential network information. Additionally, a
fragmentation-aware reward function capable of precisely evalu-
ating the impact of the RMSCA decision on the MCF-EONs was
designed to help the DRL effectively explore the environment.
These elements were integrated with the state-of-the-art Mask-
able PPO algorithm, guiding the DRL agent towards an efficient
RMSCA strategy. The scenarios where core allocation with and
without core continuity constraint were considered, and corre-
sponding algorithms were developed based on the proposed
framework. The performance assessments under various scales
of MCF-EONs and traffic loads demonstrated the advantage of
our proposed solution in reducing the BP compared with both
the heuristics and the other DRL-based algorithms from the lit-
erature. The sensitivity analysis highlighted the contribution
of the proposed innovative components in improving the per-
formance of the DRL-based RMSCA solution. The complexity
analysis validated the feasibility of our proposed approach for
use in a real-world operational environment due to its suitable
decision time.
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