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Abstract: We consider the problem of recovering spatially resolved polarization infor-
mation from receiver Jones matrices. We introduce a physics-based learning approach, im-
proving noise resilience compared to previous inverse scattering methods, while highlight-
ing challenges related to model overparameterization. © 2024 The Author(s)

1. Introduction

The possibility of repurposing existing telecommunication fibers as environmental sensors has recently gained
significant attention [[1]. Compared to established sensing approaches like distributed acoustic sensing, extracting
polarization sensing data directly from adaptive equalizers in coherent communication receivers [2-5] could have
potential advantages, particularly in terms of cost, scalability, and compatibility with existing fiber infrastructure
and equipment. An important open question is to what extent polarization sensing can provide distributed (i.e.,
spatially resolved) location information about external environmental events. Prior work makes relatively strong
assumptions such as access to multiple optical paths [[6], per-span readouts [7], or loop-back configurations [8].

In this paper, we study the problem of recovering spatially resolved polarization information directly from
the estimated (frequency-dependent) Jones matrix at the receiver. A similar problem has been previously studied
in [9H11]. In [9,[10], an inverse scattering algorithm (ISA) is considered to recover the distributed differential
group delay (DGD) profile from the overall system impulse response (i.e., the time-domain Jones matrix), essen-
tially factorizing the system into a cascade of individual responses. The ISA was extended in [11]] to account for
polarization-dependent loss (PDL), recovering both DGD and PDL profiles. In principle, the ISA is exact for the
settings considered in [9H11], assuming that the overall impulse response is known and noise-free.

Our contributions are as follows. First, we show that the performance of the ISA quickly deteriorates in the
presence of noise. We then propose and investigate a physics-based learning approach [[124{13]], which directly pa-
rameterizes the underlying propagation model and jointly optimizes all parameters. We then show some examples
where this approach can recover location information about time-varying polarization perturbations, even in the
presence of noise. Finally, we discuss persisting limitations and challenges, in particular cases where model over-
parameterizations lead to ambiguities in interpreting the learned parameter configurations. We note that our learn-
ing approach is also related to work on distributed polarization-mode dispersion (PMD) compensation [[14-21]]
and longitudinal path and PDL monitoring [22H25]]. However, [[14H21]] do not investigate the feasibility of utiliz-
ing the optimized model representations for sensing or monitoring purposes and the approaches in [22425]] exploit
additional nonlinear effects to enable spatial resolvability. The setting considered in this paper is different as we
only assume access to the estimated (linear) Jones matrix. As such, the proposed approach is in principle fully
compatible with existing polarization sensing approaches based on adaptive equalization.

2. System Model

We study dual-polarization optical transmission accounting for PDL, polarization rotations, and DGD. The as-
sumed channel model is based on [L1]. In particular, the overall channel response at time k and frequency @; is
described by a 2 x 2 complex-valued Jones matrix resulting from N concatenated sections according to

N
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Y is the PDL extinction parameter, ¢, (k) and y,(k) are (possibly time-varying) rotation angles, 7 is the DGD
per section, and 6 = { ¥, 0, (k), ¥, (k) }"_, denotes all channel parameters. In addition to [1T], we assume that an
environmental perturbation introduces time variations in the rotation angles ¢, (k) and (k). The time evolution is
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modeled as a random walk according to ¢, (k) = ¢, (k— 1) + P, (k) and v, (k) = W, (k— 1) + ¥, (k) where @, (k) ~
N (0,02(k)) and ¥,, (k) ~ A (0,p>(k)). Here, 62 (k) and p? (k) are emulating the intensity of the environmental
change, i.e., larger values correspond to more severe changes in the environment. Note that the model () assumes
that the time scale of the dynamic polarization perturbation is much slower than the DGD parameter 7.

In coherent receivers, the Jones matrix () is typically estimated through adaptive equalization. We therefore
assume that we have access to a noisy version of the Jones matrix H(a;; 6;) = H(;; 6;) + Z (@), where Z; ()
is a 2 X 2 matrix with zero-mean independent complex normal elements with variance GZZ modeling the estimation
error, i.e., E[Z (@) o Zx(@;)'] = 62 (1 1), where o is the Hadamard product. The estimation noise variance 67
depends on various factors such as the choice of estimation algorithm and the channel signal-to-noise ratio (SNR),
where better algorithms and higher SNR lead to lower 67.

3. Distributed Parameter Estimation Techniques

In this section, we describe the ISA and the proposed learning approach, both aiming at recovering the unknown
parameters 6; from H(ay;, 6;)[]

Inverse Scattering Algorithm: The ISA proposed in [[1L1]] operates under the assumption that the overall channel
response is noiseless. The algorithm analytically calculates the values of the unknown parameters 6 and is per-
formed iteratively in the time domain by first taking the inverse Fourier transform of H(a;, 6;). The algorithm’s
procedure then calculates the unknown parameter values for section N, i.e., Yy, ¢y (k), and wy(k), and subse-
quently employs these values to construct the equivalent total channel response for sections 1 to N — 1, effectively
removing the last section from the model. By repeating these steps, all the subsequent parameters will be obtained.
Machine Learning Approach: We propose a physics-based machine learning approach, which directly parame-
terizes the propagation model (I) and jointly optimizes all its associated parameters. Denoting the set of train-
able parameters as 6, = {§,, $n(k), ¥ (k)}"_,, we define the frequency-averaged cost function as .Z(6;) =

n=1°
~ N 2 . . . . . .
L HH((D,-; 6;) —H(w; Gk)‘ , where L is the number of frequency samples. This loss function is then iteratively
minimized by applying M iterations of a gradient-descent optimizer with learning rate c.

4. Numerical Results and Discussion

For the numerical results, we consider N = 5 sections, where, within each section, we sample the extinction param-
eter 7, from a uniform distribution within the range of [0.07,0.17] (equivalent to [0.3,0.7] dB PDL). Furthermore,
the initial rotation parameters ¢,(0) and y,(0) are sampled uniformly from [—n,7]. The DGD parameter 7 is
normalized to 1 and assumed to be known and constant across all sections. Note that this assumption is required
for the ISA, whereas the learning approach can potentially be extended to also learn unknown DGD sections,
similar to, e.g., [[18]]. For the learning approach, the Adam optimizer is used with M = 300 and o = 0.05, where
all trainable parameters @ are initialized to zero at k = 0 and then tracked for k > 0. The frequency samples in
the loss function correspond to 1/7 sampling distance in the frequency domain with L = N, where we verified
that increasing the number of frequency samples does not affect the results. Lastly, we consider a time-varying
scenario where an environmental change within section n = 2 at k € [15,35] affects parameters ¢, (k) and y» (k)
with 62 (k) = p3 (k) = 0.1 for k € [15,35] and 63 (k) = p3 (k) = 0 elsewhere.

Fig. [l compares the tracking capability of the ISA and the learning approach by plotting |cos ¢, (k)| for all
sections in four different scenarios. The absolute value is used since two negative signs can potentially commute
between different sections in (@), effectively canceling each other and leading to sign ambiguity of the estimated
angle parameters.

Trackable cases: As depicted in Fig.[I(a), when the noiseless channel response is accessible, both methods are
able to track the perturbation, pinpointing its location and timing. However, the situation changes when we exam-
ine Figs. [[(b) and (c), in which the channel response is subject to varying amounts of noise. In these cases, our
proposed approach demonstrates improved noise resilience by successfully tracking and identifying the perturba-
tion’s location and timing, whereas the ISA loses its capability to track or precisely determine the section affected
by the environmental change.

Non-trackable cases: For certain realizations of the channel parameters 6, there are situations where simul-
taneous changes in multiple parameters result in nearly identical channel responses H(@;; 6;) implying that it
is possible to approximately describe H(;;6;) using fewer independent parameters. An example is shown in
Fig.[I(d). Such cases manifest different behavior for the two algorithms. For the ISA, numerical instabilities arise
due to noise and neither the overall response nor the estimated parameters align with the actual model. For the
learning method, the learned overall channel response H(w;; ék) remains close to the actual response H(w;; 6;)
due to the employed loss function. However, since there are many parameter configurations that produce approxi-
mately the same response, the model is effectively overparameterized and no stable, unique solution can be found.

!Open-source implementations are provided at https://github.com/Mohammadfarsi1994/physics-based-distributed-polarization-sensing |
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Fig. 1: Numerical results: (a)-(c) trackable channel realization with varying amounts of noise; (d) non-trackable realization.

To address this issue, one possible approach would be to reduce the number of trainable parameters, for example
by reducing the number of sections in the learned model, potentially sacrificing some localization accuracy. In this
case, however, the ISA is no longer applicable and it becomes nontrivial to assess how well the learned distributed
response matches the propagation model because it is not possible to compare on a parameter-by-parameter basis.

5. Conclusion

In this paper, we considered the problem of estimating the distributed channel response from noisy Jones matri-
ces. We showed that the previously proposed ISA is relatively susceptible to noise. To address this limitation, we
proposed a physics-based learning approach which exploits the propagation model and optimizes all parameters
simultaneously, yielding promising results. We demonstrated successful location retrieval of a time-varying po-
larization perturbation in noisy conditions. Persisting challenges relate to cases of model overparameterization,
making it ambiguous to relate the learned parameters to the actual perturbation in channel parameters. A potential
avenue for future work involves modeling the actual channel response using a reduced number of sections, which
may offer a solution to the overparameterization problem by trading off localization resolution.
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