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A B S T R A C T

Electric road systems (ERS) constitute a promising technology for mobile charging and relieving mandatory
stops to recharge electric vehicles. However, the ERS operation is constrained by the limitations of the
Power Distribution Network (PDN) that provides electricity. This study proposes a integrated optimization
of a coupled ERS-PDN system (including traffic assignment and power flow modeling), in the presence of
self-interested electric vehicle drivers, diverse flexibility resources and uncertainty of energy supplies (e.g.
uncertainty from renewable energy). The security of the PDN while supporting ERS can be ensured by using
active and flexible energy storage and flexible power loads. A semi-dynamic model is adopted for the traffic
assignment. A stochastic bi-level optimization based on Stackelberg game under uncertainty is proposed to
model the joint optimization problem to minimize the general cost of coupled ERS-PDN system and maximize
the profit of the energy flexibility provider. Then, the Karush Kuhn Tucker conditions are deployed to convert
the bi-level model to the equivalent single level model. The results demonstrate the effectiveness and benefits
of the proposed framework using numerical experiments. The results show that the proposed optimization can
reduce the burden of an ERS on the underlying PDN in improving the violated voltage by 3.66%, demonstrating
the effect of joint consideration of diverse sources of flexibility.
1. Introduction

1.1. Background and research motivations

Electric vehicles (EVs) are recognized as sustainable alternatives
for transportation due to their low emissions. As a matter of fact, EV
markets exhibit exponential growth as sales exceeded 10 million in
2022. A total of 14% of all new cars sold were electric in 2022, and
this percentage is expected to rise sharply in 2023 [1]. Nevertheless,
the long charging times of EVs is a prominent disadvantage compared
to diesel vehicles. The Electric Road System (ERS) technology holds
the potential to offer a decisive solution to this obstacle. ERS is an
electric road infrastructure system that can charge EVs through wireless
charging technologies (overhead power lines and inductive charging
technology), irrespective of the vehicle’s motion and direction [2]. It al-
lows EVs to eliminate the need to stop for recharging and saves time for
charging as well [3]. Nonetheless, massive deployment of ERS creates
new challenges. Massive ERS deployment combined with large traffic
flow volume poses a significant increase in the required electricity

∗ Corresponding author.
E-mail address: gkun@chalmers.se (K. Gao).

demands in power distribution networks (PDNs). The magnitude of this
new load poses a major challenge for the PDNs’ safe operation, which
gives rise to the need for coordination between transportation systems
and PDNs. Moreover, such coordination goes through socio-technical
systems’ considerations, as drivers are entitled to deliberately choose
their route and generally opt for the one that offers them minimal
overall travel cost (e.g., travel time and monetary costs) for their own
trips [4]. Specifically, the users’ selfish routing choices, if not accounted
for, may result in unbalanced traffic flow distributions, which may
consequently lead to an overload and voltage drop due to the high
charging demands in some parts of the underlying PDNs.

Motivated by these challenges, this study proposes a novel frame-
work to integrate flexibility in the operation of coupled ERS and
active power distribution networks (APDN). The APDN refers to PDNs
with a significant presence of controllable resources, e.g., vehicle-to-
grid, battery energy storage, demand response services, and locally
distributed generations (typically from renewable energies). Thereby,
we consider a wireless ERS, the power of which is supplied through an
vailable online 30 May 2024
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Nomenclature

A. Sets and indices

𝑡,  Index and set of times.
𝑠, Index and set of scenarios.
𝑘, Index and set of DR utility companies.
𝑏, Index and set of nodes of active power

distribution network.
𝑛, Index and set of nodes of the transportation

system.
N Set of electrified nodes of the active power

distribution network.
𝑔 Set of nodes of active power distribution

network managed by 𝑔th DR provider.
𝑎, Index and set of links.
𝑑, Index and set of O–D pairs.
𝑘, Index and set of paths.
𝑗, Index and set of linear approximation

segments.

B. Parameters

c𝑏 Investment cost of battery at 𝑏.
𝐷P

𝑏,𝑡, 𝐷
Q
𝑏,𝑡 Active and reactive loads of 𝑏 at 𝑡.

𝜋M
𝑡,𝑠 Electricity market price.

𝜂Ch𝑏 ∕𝜂Dc𝑏 Charging/Discharging efficiency of battery.
E𝑏 Upper bound state of charge of battery at 𝑏.
E𝑏 Lower bound of the state of charge of

battery at 𝑏.
IFR𝑦, ITR𝑦 Inflation and interest rate at the 𝑦th year of

operation.
𝑀1,𝑀2 Big numbers.
NLC𝑏 Number of life cycle of battery at 𝑏.
P
Ch
𝑏 Upper bound of battery charge at 𝑏.

𝛤𝑏 Curtailed power coefficient at APDN node 𝑏.
𝛩𝑏 Curtailed energy coefficient at APDN node

𝑏.
P
Dc
𝑏 Upper bound of discharge of the battery at

𝑏.
PVF𝑏 Present value factor of battery at 𝑏.
r𝑏 Resistance of branch 𝑏, 𝑏 + 1.
V, V Upper and lower bound of voltage.
x𝑏 Reactance of branch 𝑏, 𝑏 + 1.
𝑃

W
𝑏,𝑠,𝑡 Maximum generation limit of wind turbine

𝑏 at 𝑡.
𝜌𝑠 Probability of scenario 𝑠.
I𝑎𝑘𝑑 Link-path incidence binary matrix.
𝑐𝑎 Traffic flow capacity at link 𝑎.
𝜏0𝑎 Free travel time on link 𝑎.
𝛬 Duration of time period.
𝐹

𝑑
𝑠,𝑡 Traffic demand of O–D pair 𝑑.

𝑓min, 𝑓max Minimum and maximum traffic demand of
paths.

𝜏min, 𝜏max Minimum and maximum residual time of
traveling.

𝑚slope
𝑗 Slope of segment 𝑗 in piecewise approxima-

tion.
𝑥𝑗 Horizontal border of segment 𝑗.
𝑡𝑗 Vertical border of segment 𝑗.
𝑇 𝐶
𝑎 Congestion toll on roads.
2

𝑃𝐹 Voltage deviation penalty factor.

C. Variables

𝐶DR
𝑔,𝑠 DR cost of utility company 𝑔.

𝐶d
𝑏,𝑠,𝑡 Operation cost of battery at 𝑏 in timeslot 𝑡.

𝐸𝑏,𝑠,𝑡 Battery state of charge at 𝑏 in 𝑡 and 𝑠.
𝑃𝑏,𝑠,𝑡, 𝑄𝑏,𝑠,𝑡 Active and reactive power flowing through

branch 𝑏, 𝑏 + 1 at 𝑡 and 𝑠.
𝑃W
𝑏,𝑠,𝑡, 𝑄

W
𝑏,𝑠,𝑡 Active and reactive generation through

wind turbine 𝑏 at 𝑡 and 𝑠.
𝑃Ch
𝑏,𝑠,𝑡∕𝑃

Dc
𝑏,𝑠,𝑡 Charging and discharging power of battery

at 𝑏 in 𝑡 and 𝑠.
𝑃 LC
𝑏,𝑠,𝑡 Curtailment power of utility company 𝑔 in

APDN node 𝑏, at timeslot 𝑡 and scenario 𝑠.
𝑃 LS
𝑏,𝑠,𝑡 Shift power of utility company 𝑔 in APDN

node 𝑏, at timeslot 𝑡 and scenario 𝑠.
𝑄CAP

𝑏,𝑡 Reactive power of capacitor banks at APDN
node 𝑏 at 𝑡 and 𝑠.

𝑉𝑏,𝑠,𝑡 Voltage magnitude of APDN node 𝑏 at 𝑡 and
𝑠.

𝑉 DEV
𝑏,𝑠,𝑡 Voltage deviation from the minimum bound

of APDN node 𝑏 at 𝑡 and 𝑠.
𝜋AG
𝑔,𝑡,𝑠 Offering price to DR utility company 𝑔 at 𝑡

and 𝑠.
𝜚𝑏,𝑠,𝑡 Binary variable to determine charging or

discharging to the battery.
𝑃W
𝑏,𝑠,𝑡 Wind generation at APDN node 𝑏, timeslot

𝑡 and scenario 𝑠.
𝜏𝑎,𝑠,𝑡 Travel time on link 𝑎 at 𝑡 and scenario 𝑠.
𝑥𝑎,𝑠,𝑡 Traffic flow on link 𝑎 at 𝑡 and scenario 𝑠.
𝑥𝑙𝑎,𝑠,𝑡,𝑗 Traffic flow on link 𝑎 at 𝑡 and scenario 𝑠 of

segment 𝑗.
𝑡′𝑎,𝑠,𝑡 Traffic flow to power four on link 𝑎 at 𝑡 and

scenario 𝑠.
𝑡𝑙𝑎,𝑠,𝑡,𝑗 Traffic flow to power four on link 𝑎 at 𝑡,

scenario 𝑠 and segment 𝑗.
𝑓𝑘,𝑠,𝑡 Traffic flow on path 𝑘, O–D 𝑑, at 𝑡 and

scenario 𝑠.
𝑢𝑑,𝑠,𝑡 Minimal travel time of path 𝑘, at 𝑡 and

scenario 𝑠.
𝜏𝑘,𝑠,𝑡 Residual travel time of path 𝑘, at 𝑡 and

scenario 𝑠.
𝑅𝑑
𝑠,𝑡 Residual traffic demand of O–D pair 𝑑, at 𝑡

and scenario 𝑠.
𝐹 𝑑
𝑠,𝑡 Modified traffic demand of O–D pair 𝑑 at 𝑡

and scenario 𝑠.
𝑈𝑥
𝑎,𝑠,𝑡,𝑗 Binary variable associate with piecewise

approximation segments.
𝐼𝑘,𝑠,𝑡 Binary variable associate with Big-M

method.

APDN with distributed resources (e.g. battery energy storage and small
wind turbines). We envision a non-profit independent system operator
that operates the coupled system of electric road systems and APDN.
The APDN can use demand response (DR) flexibility, provided by the
utility companies that represent electricity consumers. The envisioned
framework is modeled as a bi-level Stackelberg game to capture the
interaction of selfish DR providers and the independent system operator
and to minimize the costs of the coupled ERS and APDN system. The
following subsection describes the related works focusing on existing
literature on the operation of coupled ERS and APDN.
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1.2. Related works

The previous section motivated the co-optimization of traffic as-
signment in an ERS and efficient utilization of distributed flexibility
connected to the underlying APDN. This section discusses the related
work on each of the two systems as well as the few studies that consider
a coupled system.

The EVs’ long recharging times is deemed to be one of the main
barrier to EV adoption [5]. This drawback motivates researchers and
policymakers to investigate wireless ERSs as a promising, convenient,
and safe solution. This innovative technology provides the infrastruc-
ture for EVs to charge wirelessly from roadbed transmitters while the
vehicle is moving [6]. With emerging wireless ERSs, drivers should
consider a recharging plan to choose a charging lane, the charging
duration time, and the speed of an electric vehicle, as speed and
travel time affect the amount of energy recharged [7]. The planning
problem of locating wireless charging links and respective electricity
prices was studied in [8], which also addresses the EV drivers’ routing
and recharging behavior to optimize the dynamic wireless charging
system. In another planning effort, [9] suggested an approach to locate
wireless charging facilities in an ERS, taking into account the objective
of both sides, including transportation agencies and EV users, by con-
sidering the energy management cost and travel time. The planning of
wireless charging infrastructure was also proposed in [10] for electric
nodes, while the travel time and energy consumption uncertainties
were addressed through a robust optimization method. Different energy
consumption models were compared in [11] to obtain a strategy to
investigate the quantitative effects of wireless ERSs on each EVs’ link
travel time. The above-discussed studies have not considered the elec-
trical part and have disregarded the limitations posed by the underlying
PDN that supports the ERS.

On the other hand, there are multiple studies that propose optimiza-
tion frameworks from the APDN point of view. These studies typically
consider EV charging stations (but not ERS) as an APDN flexibility re-
source. A generalized user equilibrium technique was proposed in [12]
for coupled PDN and charging stations in electrified transport systems,
where the possible paths were generated through a sub-problem by
decomposing the main problem. The problem is scheduled for plugged-
in EVs in a steady-state environment. An extension of the former paper
can be seen in [13], where the proposed framework was extended
to natural gas systems, including both EVs and gas-fueled vehicles.
Additionally, the authors presented a coordinated planning approach
for investment in both natural gas and charging stations. A similar en-
deavor was performed in [14] by extending the energy carriers to other
types, e.g., cooling and heating, wherein the transportation system is
one of the inputs of an energy hub. The fluctuation of nodal electricity
prices significantly influences road congestion dynamics, particularly in
proximity to charging station locations. [15] proposed a coordination
approach to explore the solution of the coupled systems aiming at
minimizing the operation costs of both ERS and PDN. In [16], the joint
expansion planning of a PDN and transportation system was explored
to find the best type, location, and capacity for roads, distribution lines,
distributed generations, on-load tap changers, energy storage systems,
and charging facilities. However, the study has focused on a static
traffic assignment problem.

One of the main challenges in the coupled systems is the behavior
modeling of EV owners. Generally, if drivers are rational, selfish,
and have perfect information on traffic in the systems, the Wardrop
equilibrium point will emerge. The authors in [17] studied the effects
of the discrepancy between a path’s perceived traveling cost and the
actual traveling cost. There is a concern about the vulnerability of the
coupled systems in extreme circumstances. To cope with disasters in
coupled transport and distribution networks, [18] suggested several
measures such as reversing the direction of roads, PDN line switching,
and charging station pile management. The authors in [19] developed
3

a model for coupled transportation and distribution networks as a
bi-level framework in the presence of wind power generation. The
charging fee was modeled as the upper-level decision, and the traffic
assignment problem was at the lower level. The resulting bi-level model
was solved using a reinforcement learning approach. Moreover, instead
of using a centralized optimization, [20] suggested a decentralized
method to coordinate the PDN and electric transport systems. A model
for dynamic coordination of the coupled transportation and distribution
networks was developed in [21,22], in which the dynamic nature of the
EV queue was taken into account in calculating traveling time. These
works have considered coupled APDN and electrified transportation,
with the coupling point being the EV charging stations (not ERS).

The development of wireless charging systems has led to a con-
centration on the coordination of PDNs and ERSs. One of the initial
research in this coordination category was studied in [23] to investigate
the coupled networks’ static coordination (i.e. for a single point in time,
without considering a horizon ahead). The coupled transport and distri-
bution networks problem was also solved in [24] aimed at scheduling
coupled networks using mobile energy storage. A combined static
charging (with plug-in charging stations) and wireless charging was
proposed in [25] to address both charging options at the same including
the interdependency between PDNs and ERSs. The electricity prices
were modeled through locational marginal prices, which means the
prices change spatially, and consequently, it may change drivers’ route
choices. Although the electricity prices were addressed thoroughly, the
technical impact of the ERSs on PDN was disregarded. A static coordi-
nation of two systems (PDN and ERSs) was proposed in [26] to define a
bidirectional framework to sell or purchase electricity from EVs through
wireless ERSs. A semi-dynamic approach was developed in [27] to
coordinate the coupled problem concerning the residual dynamic flow
and traveling time. While these works have considered coupled ERS
and PDN systems, other power flexibility resources located at the PDN
(and turning it into an APDN) were by and large disregarded, while the
problem’s temporal couplings were simplified or neglected.

Modeling and managing the APDN diverse power flexibility re-
sources has been an active topic in the power systems’ literature [28].
Accordingly, some studies have directed their attention toward the
exploration of the flexibility in multi-energy storage devices, including
electrical and thermal energy storage and their management with
renewable energy resources and combined heat and power units [29].
Some research delved into the implementation of flexibility resources
on a smaller scale, e.g., microgrids [30]. Naturally, in that literature,
it is the transportation part that is typically neglected or, at best,
simplified. The development of APDNs is served by recent advances
in two-way communication capabilities. These capabilities have led
to a significant increase in research on using flexibility advantageous,
e.g., DR services and battery energy storage. Indicatively, the capa-
bility of EVs to support ancillary services, due to their temporal and
spatial charging flexibility, quick response, and storage capability,
was leveraged in [31] to coordinate the power transmission system
operator and power distribution system operator (DSO). Similarly, EV
charging/discharging flexibility was deployed in [32] to cope with the
APDN’s congestion and voltage problems. The flexibility of flexible
loads and EVs was used in [33] and [34] to facilitate the coordination
of neighboring APDNs and APDN energy management problems. An
integrated unit comprising an electrical energy storage system and
vehicle-to-grid (V2G), complemented by the demand response program,
was suggested in [35] toward minimizing the difference between the
expected energy cost and the expected profit of flexibility sources.
These works used simplified models for EV charging stations and have
abstained from modeling the routing and traffic assignment problem of
EV drivers.

For better insight, Table 1 compares the included items in each
reference. It should be noted that the ‘‘coupled system’’ given in the
table indicates whether a reference has considered both PDNs and ERS

(or a transportation system).
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Table 1
Overview of the literature review and the including items in their approach.

Reference Year Traffic assignment problem Coupled systems Dynamic/semi-dynamic ERS Uncertainty Demand response

[8] 2021 ✓ ✗ ✗ ✓ ✗ ✗

[9] 2020 ✓ ✗ ✗ ✓ ✓ ✗

[10] 2017 ✓ ✗ ✓ ✓ ✓ ✗

[11] 2018 ✓ ✗ ✗ ✓ ✗ ✗

[12] 2023 ✓ ✓ ✗ ✗ ✗ ✗

[13] 2022 ✓ ✓ ✗ ✗ ✗ ✗

[14] 2020 ✓ ✓ ✗ ✗ ✗ ✗

[15] 2023 ✓ ✓ ✗ ✗ ✗ ✗

[16] 2020 ✓ ✓ ✗ ✗ ✓ ✗

[17] 2022 ✓ ✓ ✗ ✗ ✓ ✗

[18] 2023 ✓ ✓ ✓ ✗ ✗ ✗

[19] 2020 ✓ ✓ ✗ ✗ ✗ ✗

[20] 2019 ✓ ✓ ✗ ✗ ✗ ✗

[21] 2023 ✓ ✓ ✗ ✗ ✗ ✗

[22] 2022 ✗ ✓ ✓ ✗ ✗ ✗

[23] 2017 ✓ ✓ ✗ ✓ ✗ ✗

[24] 2021 ✓ ✓ ✓ ✗ ✓ ✗

[25] 2020 ✓ ✗ ✗ ✓ ✗ ✗

[26] 2022 ✓ ✓ ✗ ✓ ✗ ✗

[27] 2020 ✓ ✓ ✓ ✓ ✗ ✗

[28] 2023 ✗ ✗ ✓ ✗ ✓ ✓

[29] 2023 ✗ ✗ ✓ ✗ ✓ ✗

[30] 2022 ✗ ✗ ✓ ✗ ✓ ✗

[31] 2022 ✗ ✗ ✓ ✗ ✓ ✗

[32] 2023 ✗ ✗ ✓ ✗ ✓ ✗

[33] 2023 ✗ ✗ ✓ ✗ ✓ ✓

[34] 2022 ✗ ✗ ✓ ✗ ✗ ✗

[35] 2022 ✗ ✗ ✓ ✗ ✓ ✓

Proposed method – ✓ ✓ ✓ ✓ ✓ ✓
t
d

E

w
b
s
a
r
s

i
o
c
f
a

1.3. Knowledge gap and contributions

The existing literature reveals valuable works in the coupled op-
eration of distribution and transportation networks. However, there
is a bold gap concerning the joint modeling and operation of the
ERS’s traffic assignment problem and the APDN energy management
problem, especially in the presence of diverse flexibility resources and
under uncertainty. Moreover, such a model should account for the
self-interested behavior of the coupled system’s users (including both
EV drivers as well as electricity-providing utility companies). Finally,
a comprehensive dynamic or semi-dynamic approach is needed to
implement many temporal concepts and devices in APDNs, e.g., energy
storage systems, demand response, vehicle to grid, etc.

To the best of our knowledge, such a comprehensive framework
is modeled and solved for the first time in this paper. We use the
semi-dynamic approach (which takes into account a 24-h look ahead)
presented in [27] to address the dynamic nature of our coupled APDN
and wireless ERS, which makes a trade-off between accuracy and
complexity level. The current literature has mostly focused on studying
a static time domain, which is not suitable for addressing the dynamic
aspects of flexibility resources in APDNs. Then, we propose our frame-
work to develop flexibility in the coupled coordination of APDN and
ERS, including demand response services and battery energy storage.
The flexibility can facilitate the operation of distribution networks,
specifically during rush hour of traffic and electrical demands, which
becomes more critical if we consider that traffic demands are a function
of drivers’ behavior and are big enough to endanger the security of
the power distribution network. Flexible consumers can perform smart
actions of load curtailment of load shifting when it is desired, whereas
the battery employs energy arbitrage strategies to provide support
during peak demand periods. Moreover, we also consider renewable
energy resources as a major source of uncertainty, while accounting
for the selfish behavior of profit-maximizing utility companies that
manage the distributed resources. Besides, we tackle the uncertainties
stemming from renewable energy generation, traffic demands, and
electricity prices through stochastic programming, which have not been
studied simultaneously so far.
4

A

The proposed model provides a better understanding of the cou-
plings between the two systems and how diverse elements (e.g. a
driver’s routing preferences and a power utility company’s profit-
maximizing decisions) can affect one another.

1.4. Paper organization

We organize this paper as follows. First, we present the system
model in Section 2, describing the mathematical models of the battery
energy storage, the utility companies’ decisions, the traffic assignment
problem, and the power flow model. The solution methodology is
given in Section 3 to address the proposed bi-level structure through
convexification non-convexities. In Section 4, the results and discussion
are provided, and finally, the conclusion is given in Section 5.

2. Modeling framework

We consider a coupled system (wireless ERS and APDN) operated
within a time horizon  . We are interested in minimizing the overall
expected system’s cost E[𝐶] which comprises the (weighted) transporta-
ion system cost 𝐶𝙴𝚁𝚂 and the electricity cost 𝐶𝙰𝙿𝙳𝙽, over a set  of
iscrete scenarios for the systems’ uncertain parameters, as in:

[𝐶] =
∑

𝑠∈
𝜌𝑠 ⋅

(

𝜔𝐶𝙴𝚁𝚂
𝑠 + 𝐶𝙰𝙿𝙳𝙽

𝑠
)

. (1)

here 𝜔 is the weight parameter that strikes the desired balance
etween the two different types of costs, and 𝜌𝑠 is the probability of
cenario 𝑠. The APDN system includes wind turbines, storage facilities
s well as flexible consumers able to adjust their consumption in
esponse to incentives. Fig. 1 provides a schematic overview of the
ystem.

The ERS is defined over a set  of nodes and the set  of their
nterconnecting links (i.e. electrified roads), while the APDN is defined
ver a set  of nodes and their interconnecting power lines. The
oupling between the two systems, stems from the fact that the traffic
low 𝑥𝑎,𝑠,𝑡 on road 𝑎 ∈ , in timeslot 𝑡 ∈  and scenario 𝑠 ∈  brings an
nalogous power consumption 𝑃 𝙴𝚁𝚂

𝑏,𝑠,𝑡 = 𝜂𝑎 ⋅ I𝑎𝑏 ⋅𝑥𝑎,𝑠,𝑡 to node 𝑏 ∈  of the

PDN, where 𝜂𝑎 is road’s traffic-flow-to-power-consumption conversion
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Fig. 1. Relation among the decision-making agents in the proposed framework.

factor, and I𝑎𝑏 is the indicator function which is equal to one if road
𝑎 ∈  is powered by node 𝑏 ∈ , and zero otherwise.

Each system has its own set of variables, denoted as 𝙴𝚁𝚂
𝑠,𝑡 (for the

ERS system) and 𝙰𝙿𝙳𝙽
𝑠,𝑡 (for the APDN system), as well as its own set

of feasible operational points 𝙴𝚁𝚂 and 𝙰𝙿𝙳𝙽 defined by a set of (non-
coupling) constraints. Thus, our high-level objective takes the form of
the following cost-minimization problem:

𝐦𝐢𝐧
{

∑

𝑠∈
𝜌𝑠 ⋅

(

𝐶𝙴𝚁𝚂
𝑠 + 𝐶𝙰𝙿𝙳𝙽

𝑠
)

}

𝐨𝐯𝐞𝐫
(

𝙴𝚁𝚂
𝑠,𝑡 ∪ 𝙴𝚁𝚂

𝑠,𝑡

)

𝑠∈ ,𝑡∈

𝐬𝐮𝐛𝐣𝐞𝐜𝐭𝐭𝐨 ∶

ERS constraints: 𝙴𝚁𝚂
𝑠,𝑡 ∈ 𝙴𝚁𝚂, ∀𝑡 ∈  ,

APDN constraints: 𝙰𝙿𝙳𝙽
𝑠,𝑡 ∈ 𝙰𝙿𝙳𝙽, ∀𝑡 ∈  ,

Coupling constraints: 𝑃 𝙴𝚁𝚂
𝑏,𝑠,𝑡 = 𝜂𝑎 ⋅ I𝑎𝑏 ⋅ 𝑥𝑎,𝑠,𝑡,

∀𝑎 ∈ , 𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  .

(2)

In the subsections to follow, we define the variables, constraints,
and cost functions of each system in more detail.

2.1. ERS model

If we consider the rationality of EV users, the traffic pattern highly
depends on two factors: the convenience of the drivers, and other
vehicles’ choices. Drivers prefer to choose paths with minimum travel
time for convenience. On the other hand, since the travel time depends
on the total traffic flow, the choice of drivers also depends on those of
the other vehicles. Thus, traveling on the shortest path may not neces-
sarily yield the shortest travel time because that path rapidly becomes
congested when everyone opts for it simultaneously [4]. Thereupon,
the two aspects mentioned motivate the modeling of travel time and
user equilibrium, both of which should be addressed in the traffic flow
model to be presented.
5

For the ERS ( ,), let  ⊂  2 denote the set of all relevant
pairs (𝑛𝑜, 𝑛𝑑 ) of origin–destination nodes, where 𝑛𝑜, 𝑛𝑑 ∈  . Also, let
𝑑 denote the set of paths that connect the origin–destination pair
𝑑 = (𝑛𝑜, 𝑛𝑑 ) ∈ .

The cost 𝐶𝙴𝚁𝚂
𝑠 of the system in scenario 𝑠 is the product of the travel

time 𝜏𝑎,𝑠,𝑡 and traffic flow 𝑥𝑎,𝑠,𝑡 across time of all road segments, i.e.:

𝐶𝙴𝚁𝚂
𝑠 =

∑

𝑎∈

∑

𝑡∈
𝜏𝑎,𝑠,𝑡𝑥𝑎,𝑠,𝑡, ∀𝑠 ∈  . (3)

where 𝜏𝑎,𝑠,𝑡 denotes the travel time of road segment 𝑎. The traveling
time itself, depends on the flow due to congestion. This is modeled by
the widely used Bureau of Public Roads function [36]

𝜏𝑎,𝑠,𝑡 = 𝜏0𝑎

(

1 + 0.15
(𝑥𝑎,𝑠,𝑡

𝑐𝑎

)4
)

, ∀𝑎 ∈ , 𝑠 ∈  , 𝑡 ∈  . (4)

In turn, traffic on road 𝑎 is comprised of the traffic caused by all paths
𝑘 ∈ 𝑑 , 𝑑 ∈  that contain road 𝑎. This is captured by defining the
traffic flow on path 𝑘 as 𝑓𝑘,𝑠,𝑡 and setting

𝑥𝑎,𝑠,𝑡 =
∑

𝑑∈

∑

𝑘∈𝑑

𝑓𝑘,𝑠,𝑡I𝑎𝑘𝑑 , ∀𝑎 ∈ , 𝑠 ∈  , 𝑡 ∈  , (5)

where the indicator function I𝑎𝑘𝑑 is one if road 𝑎 belongs to path 𝑘 of
pair 𝑑, and zero otherwise. The total travel time 𝜏𝑘,𝑠,𝑡 across path 𝑘 is
the sum of travel times across all roads of the path, i.e.:

𝜏𝑘,𝑠,𝑡 =
∑

𝑎∈
𝜏𝑎,𝑠,𝑡I𝑎𝑘𝑑 , ∀𝑠 ∈  , 𝑡 ∈  , 𝑘 ∈ 𝑑 , 𝑑 ∈ . (6)

The total traffic 𝐹𝑑,𝑠,𝑡 on pair 𝑑 ∈  is defined by the traffic on all paths
𝑘 ∈ 𝑑 , as in

𝐹𝑑,𝑠,𝑡 =
∑

𝑘∈𝑑

𝑓𝑘,𝑠,𝑡, ∀𝑑 ∈ , 𝑠 ∈  , 𝑡 ∈  . (7)

We assume an admission policy where, for a pair 𝑑 ∈ , the admitted
traffic 𝐹𝑑,𝑠,𝑡 at 𝑡 is a function of the pair’s residual traffic 𝑅𝑑,𝑠,𝑡 and
𝑅𝑑,𝑠,𝑡−1 (for the present and previous timeslot respectively), as in

𝐹𝑑,𝑠,𝑡 = F̂𝑑,𝑠,𝑡 +
1
2
𝑅𝑑,𝑠,𝑡−1 −

1
2
𝑅𝑑,𝑠,𝑡, ∀𝑑 ∈ , 𝑠 ∈  , 𝑡 ∈  , (8)

where F̂𝑑,𝑠,𝑡 is the traffic demand for 𝑑 at 𝑠, 𝑡 (i.e. a random variable)
and 𝑅𝑑,𝑠,𝑡 is the residual traffic defined by

𝑅𝑑,𝑠,𝑡 =
∑

𝑘∈𝑑

𝑓𝑘,𝑠,𝑡
𝜏𝑘,𝑠,𝑡
𝛬

, ∀𝑑 ∈ , 𝑠 ∈  , 𝑡 ∈  , (9)

where 𝛬 is the maximum travel times of all used paths, such that as the
ratio 𝜏𝑘,𝑠,𝑡

𝛬 ≤ 1 grows on a given path, more residual traffic is created.
Based on this subsection’s formulations, the variables of the ERS are

𝙴𝚁𝚂
𝑠,𝑡 =

(

𝐶𝙴𝚁𝚂
𝑠 ,

(

𝜏𝑎,𝑠,𝑡, 𝑥𝑎,𝑠,𝑡
)

𝑎∈
,

(

𝐹𝑑,𝑠,𝑡, 𝑅𝑑,𝑠,𝑡,
(

𝑓𝑘,𝑠,𝑡, 𝑢𝑑,𝑠,𝑡
)

𝑘∈𝑑

)

𝑑∈

)

,

∀𝑠 ∈  , 𝑡 ∈  ,

(10)

and the set of feasible operational points 𝙴𝚁𝚂 is defined by the
constraints (3)–(9).

It should be noted that, because the travel cost is minimized in
the objective function, the resulting traffic management decisions are
implementable in the sense that they are in line with the selfish routing
preferences of the drivers who deliberate on the choice of their path.
More specifically, assuming that a driver on route 𝑘 ∈ 𝑑 , 𝑑 ∈ 
chooses the path with the lowest travel time, let us denote the lowest
travel time among paths 𝑘 ∈ 𝑑 for a route 𝑑 ∈  as 𝑢𝑑,𝑠,𝑡. Then, the
implementability property demands that traffic flows should satisfy the
Wardrop equilibrium condition

0 ≤ 𝑓𝑘,𝑠,𝑡 ⟂ (𝜏𝑘,𝑠,𝑡 − 𝑢𝑑,𝑠,𝑡) ≥ 0,
(11)
∀𝑘 ∈ 𝑑 , 𝑑 ∈ , 𝑠 ∈  , 𝑡 ∈  .
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2.2. Power flow model

We consider a radial APDN where a node 𝑏 ∈  features a unique
parent node 𝜁𝑏 and a set 𝑏 of children nodes. The active and reactive
power balance equations for a node 𝑏 ∈  are given by the power flow
model [37,38], as

𝑃𝜁𝑏𝑏,𝑠,𝑡 =
∑

𝑐∈𝑏

𝑃𝑏𝑐,𝑡,𝑠 − r𝜁𝑏𝑏𝐼𝜁𝑏𝑏 − 𝑝𝑏,𝑠,𝑡, ∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  , (12)

and

𝑄𝜁𝑏𝑏,𝑠,𝑡 =
∑

𝑐∈𝑏

𝑄𝑏𝑐,𝑡,𝑠 − x𝜁𝑏𝑏𝐼𝜁𝑏𝑏 − 𝑞𝑏,𝑠,𝑡,

∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  ,
(13)

respectively, where 𝑃𝜁𝑏𝑏,𝑠,𝑡 (𝑄𝜁𝑏𝑏,𝑠,𝑡) is the active (reactive) power flow-
ing in line (𝜁𝑏, 𝑏), 𝐼𝜁𝑏𝑏 is the squared magnitude of the line’s current,
parameter r𝜁𝑏𝑏 (x𝜁𝑏𝑏) is the line’s resistance (reactance), and 𝑝𝑏,𝑠,𝑡 (𝑞𝑏,𝑠,𝑡)
s the node’s net power injection, which is defined by the node’s wind
eneration 𝑃W

𝑏,𝑠,𝑡, storage charge–discharge decisions 𝑃Ch
𝑏,𝑠,𝑡 - 𝑃Dc

𝑏,𝑠,𝑡, power
demand 𝐷P

𝑏,𝑡 and demand-response actions (namely load shifting 𝑃 LS
𝑏,𝑠,𝑡

nd curtailment 𝑃 LC
𝑏,𝑠,𝑡) thereupon, as well as by the power demand 𝑃 𝙴𝚁𝚂

𝑏,𝑠,𝑡
f the ERS. The formulation reads

𝑏,𝑠,𝑡 = 𝐷P
𝑏,𝑡 + 𝑃 LS

𝑏,𝑠,𝑡 − 𝑃 LC
𝑏,𝑠,𝑡 + 𝑃Ch

𝑏,𝑠,𝑡 − 𝑃Dc
𝑏,𝑠,𝑡 − 𝑃W

𝑏,𝑠,𝑡 + 𝑃 𝙴𝚁𝚂
𝑏,𝑠,𝑡

∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  ,
(14)

hile the reactive power injection is defined in a similar manner as:

𝑏,𝑠,𝑡 = 𝐷Q
𝑏,𝑡 −𝑄CAP

𝑏,𝑡 −𝑄W
𝑏,𝑠,𝑡

∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  ,
(15)

ith 𝑄CAP
𝑏,𝑡 denoting the reactive power injection of the node’s capacitor

ank.
The voltage drop between 𝜁𝑏 and 𝑏 is given by

𝜁𝑏 ,𝑠,𝑡 − 2
(

R𝜁𝑏𝑏𝑃𝜁𝑏𝑏,𝑡 + X𝜁𝑏𝑏𝑄𝜁𝑏𝑏,𝑡

)

−
(

R2
𝜁𝑏𝑏

+ X2
𝜁𝑏𝑏

)

𝐼𝜁𝑏𝑏,𝑡

𝑉𝑏,𝑠,𝑡, ∀𝑏 ∈ , 𝑛 ∈  , 𝑡 ∈  , (16)

here 𝑉𝑏,𝑠,𝑡 is the node’s voltage (squared magnitude). Branch power
lows are calculated using the inequality

𝑏,𝑠,𝑡𝐼𝜁𝑏𝑏,𝑡 ≥ 𝑃 2
𝜁𝑏𝑏,𝑡

+𝑄2
𝜁𝑏𝑏,𝑡

,∀𝑏 ∈ , 𝑛 ∈  , 𝑡 ∈  , (17)

s prescribed by the second-order conic relaxation model [39]. The
afe operation of the APDN demands that all voltages remain within
afe bounds:

≤ 𝑉𝑏,𝑠,𝑡 ≤ 𝑉 ∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  . (18)

Finally, the electricity cost 𝐶𝙰𝙿𝙳𝙽
𝑠 of the APDN is given as

𝐶𝙰𝙿𝙳𝙽
𝑠 =

∑

𝑡∈
𝑃0,𝑡,𝑠𝜋

𝙼
𝑠,𝑡 + 𝐶DR

𝑠 + 𝐶ESS
𝑠 , ∀𝑠 ∈  , (19)

and comprises the monetary cost of drawing active power 𝑃0,𝑡,𝑠 from
the main power system, at a price 𝜋𝙼

𝑠,𝑡, through the APDN’s root node
(numbered as node 0 by convention), as well as the costs 𝐶DR

𝑠 and 𝐶ESS
𝑠

nduced by demand-response and storage charge–discharge actions (to
e defined below).

.2.1. Energy storage systems
The energy storage systems are deployed in APDN in order to

nhance the flexibility of operation by managing the charging and
ischarging actions. The state of charge of the battery at node 𝑏 is
enoted by 𝐸𝑏,𝑠,𝑡, and follows the dynamics

𝑏,𝑠,𝑡 = 𝐸𝑏,𝑠,𝑡−1 ⋅ (1 − d𝑏) −
1
𝜂d𝑏

𝑃Dc
𝑏,𝑠,𝑡 + 𝜂c𝑏𝑃

Ch
𝑏,𝑠,𝑡,

(20)
6

∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  , w
here d𝑏 is a self-discharge parameter and 𝜂c𝑏 , 𝜂
d
𝑏 are charge–discharge

fficiency parameters. The state of charge and charging/discharging
ower, are bounded as in

𝑏 ≤ 𝐸𝑏,𝑠,𝑡 ≤ E𝑏, ∀𝑏 ∈ , 𝑡 ∈  . (21)

𝑃Ch
𝑏,𝑠,𝑡 ≤ P

Ch
𝑏 𝜚𝑏,𝑠,𝑡, ∀𝑏 ∈ , 𝑡 ∈  , (22)

𝑃Dc
𝑏,𝑠,𝑡 ≤ P

Dc
𝑏 (1 − 𝜚𝑏,𝑠,𝑡), ∀𝑏 ∈ , 𝑡 ∈  , (23)

The binary variable 𝜚𝑏,𝑠,𝑡 prevents simultaneous charging and discharg-
ing. Finally, charging and discharging the battery brings a battery
degradation cost modeled as

𝐶d
𝑏,𝑠,𝑡 =

1
𝜂d𝑏
𝑃Dc
𝑏,𝑠,𝑡 + 𝜂c𝑛𝑃

Ch
𝑏,𝑠,𝑡

2(E𝑏 − E𝑏)
d𝑏, ∀𝑏 ∈ , 𝑡 ∈  . (24)

Based on the above, the system’s cost for charge–discharge actions is
given by

𝐶ESS
𝑠 =

∑

𝑏∈

∑

𝑡∈
𝐶d
𝑏,𝑠,𝑡 (25)

.2.2. Wind power modeling
A wind turbine’s active and reactive generation is limited by respec-

ive upper and lower bounds, as in

≤ 𝑃W
𝑏,𝑠,𝑡 ≤ P̂W𝑏,𝑠, ∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  , (26)

W
𝑏,𝑠,𝑡 ≤

√

(𝑆W
𝑏,𝑠,𝑡)

2 − (𝑃W
𝑏,𝑠,𝑡)

2, ∀𝑏 ∈ , 𝑠 ∈  , 𝑡 ∈  . (27)

where the (maximum) wind power output P̂W𝑏,𝑠 is a scenario-dependent
random variable.

2.3. Demand response flexibility

A flexible load can curtail or shift its energy consumption across
time in response to pricing signals. A utility company, acting on behalf
of the loads, decides whether to shift or curtail based on the received
price signal from the APDN operator. For ease of presentation, we
assume one load per each APDN node. In the formulations that follow,
we denote each constraint’s corresponding dual variable at the right of
the constraint after a colon. The amount of energy that is shifted cannot
exceed the energy that is curtailed, as in
∑

𝑡∈
𝑃 LS
𝑏,𝑠,𝑡 ≤

∑

𝑡∈
𝑃 LC
𝑏,𝑠,𝑡, ∶ 𝜙𝑏,𝑠, ∀𝑏 ∈ , 𝑠 ∈  . (28)

The amount of energy that was demanded by a load/node, but was not
supplied to it, is defined as

𝑃NS
𝑏,𝑠 =

∑

𝑡∈
𝑃 LC
𝑏,𝑠,𝑡 −

∑

𝑡∈
𝑃 LS
𝑏,𝑠,𝑡, ∶ 𝜑𝑏,𝑠, ∀𝑏 ∈ , 𝑠 ∈  . (29)

he total demand energy and power curtailment and shifts are a portion
f the initial energy demands over the period, as in
∑

𝑡∈
𝑃 LS
𝑏,𝑠,𝑡 ≤

∑

𝑡∈
𝛩𝑏𝐷

P
𝑏,𝑡 ∶ 𝜔𝑏,𝑠 (30)

∑

𝑡∈
𝑃 LC
𝑏,𝑠,𝑡 ≤

∑

𝑡∈
𝛩𝑏𝐷

P
𝑏,𝑡 ∶ 𝜎𝑏,𝑠 (31)

LS
𝑏,𝑠,𝑡 ≤ 𝛤𝑏𝐷

P
𝑏,𝑡 ∶ 𝜄𝑏,𝑠,𝑡 (32)

LC
𝑏,𝑠,𝑡 ≤ 𝛤𝑏𝐷

P
𝑏,𝑡 ∶ 𝜛𝑏,𝑠,𝑡 (33)

𝑏 ∈ , 𝑠 ∈  .
Each flexible load is controlled by the utility company with which

t is registered. Each utility co-optimizes a portfolio of flexible loads,
y determining the amount of energy that can be shifted or curtailed,
ith the purpose of minimizing its energy cost or maximizing its profit.
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Fig. 2. Piecwise linear approximation of the BRP function.

This is driven by an incentive price 𝜋AG
𝑔,𝑡,𝑠 for demand curtailment. Let

I𝑏𝑔 indicate whether the load at APDN node 𝑏 is registered with utility
company 𝑔 ∈ . A utility company’s decision is formulated as the
following cost-minimization problem:

𝐶DR
𝑔,𝑠 =

min
Ξ

{

∑

𝑡∈

∑

𝑏∈

∑

𝑠∈
𝜌𝑠I𝑏𝑔

(

𝑃 LC
𝑏,𝑠,𝑡 ⋅ (c

DR
𝑏,𝑡 − 𝜋AG

𝑔,𝑡,𝑠) + cLL𝑏 𝑃NS
𝑏,𝑠

)}

s.t. (30)–(33), ∀𝑔 ∈ .

(34)

where Ξ represents the set of decision variables at the lower-level prob-
lem, including 𝑃 LC

𝑏,𝑠,𝑡, 𝑃 LS
𝑏,𝑠,𝑡, and 𝑃NS

𝑏,𝑠 , and cDR𝑏,𝑡 , c
LL
𝑏 are cost parameters

representing the compensation that the utility company needs to pay to
the load users when curtailing or not serving them. Thus, the system’s
DR cost is given by

𝐶DR
𝑠 =

∑

𝑔∈
𝐶DR
𝑔,𝑠 , ∀𝑠 ∈  . (35)

We have now defined all the elements of the coupled system’s opti-
mization problem (2). Notably, the DR cost of the system is governed
by a set of (lower-level) optimization problems (one for each utility
company) and the operator can only affect it indirectly, by deciding on
the incentive prices 𝜋AG

𝑔,𝑡,𝑠.

3. Solution methodology

In this section, we present the methodology of solving problem (2).
Attributing to the uncertainty of the problem’s random variables (traffic
demand and wind generation), the EV drivers’ selfish routing choices,
and the utility companies’ deliberate DR actions, problem (2) takes the
form of a cost-minimizing stochastic Wardrop-Stackelberg equilibrium
problem. The problem is non-convex and bi-level. In what follows, we
present (one by one) the techniques used to bring the problem in a form
that standard solvers can handle.

3.1. Linearization and convexification of ERS model

There are four non-linearities in the problem formulation including
(3), (4), (9) and (11).

Let us begin with Eq. (4). We deploy a piecewise linear approxima-
tion to linearize (4) in (36)–(45). Specifically, we replace the nonlinear
term 𝑥4𝑎,𝑠,𝑡 with 𝑡𝑗 . Then, 𝑡𝑗 is approximated through a set of linear
functions, as shown in Fig. 2. Let 𝑈 𝑙 , 𝐿𝑙 and 𝑁 𝑙 denote the upper limit,
7

lower limit, and number of the approximated segments, respectively.
Then, the slope of each segment is obtained in (36)–(39). Eq. (40)
indicates the mathematical linear equation form. The binary variable
𝑈𝑥
𝑎,𝑠,𝑡,𝑗 in the equation guarantees that the equation is implemented if

and only if a segment is selected. Eqs. (41)–(42) declares that the value
of the traffic demands in each segment should respect the upper and
lower bounds of the segment. The approximated traffic flow is recast
in (43) to be used in the problem dropping index 𝑗. Based on (44), only
one segment should be selected. 𝑡𝑙𝑎,𝑠,𝑡,𝑗 is valid if a segment selected in
(45), and its value is calculated in (46).

𝛥𝑥 = 𝑈 𝑙 − 𝐿𝑙

𝑁 𝑙
(36)

𝑥𝑗 = 𝐿𝑙 + (𝑗 − 1)𝛥𝑥 (37)

𝛥𝑡𝑗 = 𝑥4𝑗+1 − 𝑥4𝑗 (38)

𝑚𝑠𝑙𝑜𝑝𝑒
𝑗 =

𝛥𝑡𝑗
𝛥𝑥

(39)

𝑡𝑙𝑎,𝑠,𝑡,𝑗 = 𝑚𝑠𝑙𝑜𝑝𝑒
𝑗 ⋅ (𝑥𝑙𝑎,𝑠,𝑡,𝑗 − 𝑥𝑗𝑈

𝑥
𝑎,𝑠,𝑡,𝑗 ) + 𝑡𝑗𝑈

𝑥
𝑎,𝑠,𝑡,𝑗 (40)

𝑥𝑙𝑎,𝑠,𝑡,𝑗 ≥ 𝑥𝑗 ⋅ 𝑈
𝑥
𝑎,𝑠,𝑡,𝑗 ∀𝑗 ∈  , 𝑡 ∈  , 𝑎 ∈ , 𝑠 ∈  (41)

𝑥𝑙𝑎,𝑠,𝑡,𝑗 ≤ 𝑥𝑗+1 ⋅ 𝑈
𝑥
𝑎,𝑠,𝑡,𝑗 ∀𝑗 ∈  , 𝑡 ∈  , 𝑎 ∈ , 𝑠 ∈  (42)

𝑥𝑎,𝑠,𝑡 =
∑

𝑗∈
𝑥𝑙𝑎,𝑠,𝑡,𝑗 ∀𝑡 ∈  , 𝑎 ∈ , 𝑠 ∈  (43)

∑

𝑗∈
𝑈𝑥
𝑎,𝑠,𝑡,𝑗 = 1 ∀𝑡 ∈  , 𝑎 ∈ , 𝑠 ∈  (44)

𝑡𝑙𝑎,𝑠,𝑡,𝑗 ≤ 𝑀 ⋅ 𝑈𝑥
𝑎,𝑠,𝑡,𝑗 ∀𝑗 ∈  , 𝑡 ∈  , 𝑎 ∈ , 𝑠 ∈  (45)

𝑡
′
𝑎,𝑠,𝑡 =

∑

𝑗∈
𝑡𝑙𝑎,𝑠,𝑡,𝑗 ∀𝑗 ∈  , 𝑡 ∈  , 𝑎 ∈ , 𝑠 ∈  (46)

In order to linearize (9), we apply the McCromick convexification
method [40]. To do so, the auxiliary variable 𝛶AUX

𝑔,𝑑,𝑠,𝑡 is replaced with
the nonlinear part. Then, the following mathematical formulation is
developed as

𝛶AUX
𝑔,𝑑,𝑠,𝑡 ≥ 𝑓𝑘,𝑠,𝑡𝜏

min + 𝑓min𝜏𝑘,𝑠,𝑡 − 𝜏min𝑓min

𝛶AUX
𝑔,𝑑,𝑠,𝑡 ≥ 𝑓𝑘,𝑠,𝑡𝜏

max + 𝑓max𝜏𝑘,𝑠,𝑡 − 𝜏max𝑓max

𝛶AUX
𝑔,𝑑,𝑠,𝑡 ≤ 𝑓𝑘,𝑠,𝑡𝜏

min + 𝑓max𝜏𝑘,𝑠,𝑡 − 𝜏max𝑓min

𝛶AUX
𝑔,𝑑,𝑠,𝑡 ≤ 𝑓𝑘,𝑠,𝑡𝜏

max + 𝑓min𝜏𝑘,𝑠,𝑡 − 𝜏min𝑓max

(47)

The objective function (Eq. (3)) of the ERS can be written via the
equivalent transformation as [23]:

∑

𝑎∈

∑

𝑡∈

∑

𝑠∈
𝜌𝑠

[

(

𝜔𝜏𝑎,𝑠,𝑡 + 𝑇 𝐶
𝑎
)

𝑥𝑎,𝑠,𝑡

]

=

∑

𝑎∈

∑

𝑡∈

∑

𝑑∈

∑

𝑘∈

∑

𝑠∈
𝜌𝑠

[

(

𝜔𝜏𝑎,𝑠,𝑡 + 𝑇 𝐶
𝑎
)

𝑓𝑘,𝑠,𝑡𝛿
𝑑
𝑎,𝑠,𝑘

]

=

∑

𝑡∈

∑

𝑠∈

∑

𝑑∈

∑

𝑘∈
𝜌𝑠

[

𝑐𝑘,𝑠,𝑡𝑓𝑘,𝑠,𝑡

]

=

∑

𝑡∈

∑

𝑠∈
𝜌𝑠

[

∑

𝑑∈
𝑢𝑑,𝑠,𝑡

∑

𝑘∈
𝑓𝑘,𝑠,𝑡

]

=

∑

𝑡∈

∑

𝑠∈
𝜌𝑠

[

∑

𝑑∈
𝑢𝑑,𝑠,𝑡𝐹

𝑑
𝑠,𝑡

]

(48)

where the expression in (48) is bilinear for the proposed framework, but
can again be convexified using the McCromick method. Moreover, for
the static solution used later on to compare the results, the expression
becomes linear.

Finally, the well-known big-M method presented in [41] is utilized
to linearize (11) as

(49)
𝑓𝑘,𝑠,𝑡 ≤ 𝐼𝑘,𝑠,𝑡𝑀
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𝜏𝑘,𝑠,𝑡 − 𝑢𝑑,𝑠,𝑡 ≤ (1 − 𝐼𝑘,𝑠,𝑡)𝑀 (50)

𝑘,𝑠,𝑡, (𝑐𝑘,𝑠,𝑡 − 𝑢𝑑,𝑠,𝑡) ≥ 0 (51)

The approximation techniques presented for Eqs. (3), (4), (9) can
esult in optimality gaps in general. However, it is well known that
he McCormick relaxations can be made progressively tighter by using
iecewise-linear approximations of the expression’s bounds instead of
imple linear ones. In turn, the accuracy of the piece-wise linear approx-
mations can be enhanced by augmenting the number of segments (at
he expense of higher computational time due to introducing more vari-
bles). Thereby, one can choose the trade-off between the optimality
ap for the proposed method and the computational time. Nevertheless,
or the stochastic program presented, it is not the accuracy of the
iecewise linear approximations, but the number of scenarios that
ominates the efficiency-complexity trade-off in practice and, thus,
ightening the relaxations is not motivated for this paper’s problem.

.2. APDN upper-level problem

We assume that the coupled transport and distribution problem is
anaged by a non-profit system operator in order to minimize the

ocial cost stemming from the objectives of the ERS and APDN. The
oupled objective function is at the upper-level problem as

in
∑

𝑡∈

∑

𝑠∈

∑

𝑏∈
𝜌𝑠

(

∑

𝑑∈
𝑢𝑑,𝑠,𝑡𝐹

𝑑
𝑠,𝑡 + 𝜋M

𝑡,𝑠𝑃
M
𝑏,𝑠,𝑡

+
∑

𝑔∈
𝜋AG
𝑔,𝑡,𝑠𝑃

LC
𝑏,𝑠,𝑡 + 𝐶d

𝑏,𝑠,𝑡

) (52)

here the first term is the objective of ERS coming from (48). The
econd term indicates electricity purchased from the electricity market.
he third term shows the cost of load shifting in the interaction with the
et of utility companies, and the last term indicates the energy storage
ystem cost.

.3. Utility company lower-level problem

The proposed framework for the set of utility companies in 2.3 is
t the lower level. The KKT conditions are used to transfer the lower-
evel problem to the upper-level [41]. The derived equations are given
n (53) to (60).

cDR𝑏,𝑡 − 𝜑𝑔,𝑏,𝑠 + 𝜎𝑔,𝑏,𝑠 +𝜛𝑔,𝑏,𝑠,𝑡 − 𝜙𝑔,𝑏,𝑠 − 𝜋AG
𝑔,𝑡,𝑠 = 0 (53)

𝜑𝑔,𝑏,𝑠 + cLL𝑏 = 0 (54)

𝜙𝑔,𝑏,𝑠 + 𝜑𝑔,𝑏,𝑠 + 𝜔𝑔,𝑏,𝑠 + 𝜄𝑔,𝑏,𝑠,𝑡 = 0 (55)

𝑔,𝑏,𝑠(
∑

𝑡∈
𝑃 LS
𝑏,𝑠,𝑡 −

∑

𝑡∈
𝛩𝑏𝐷

P
𝑏,𝑡) = 0, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (56)

𝑔,𝑏,𝑠(
∑

𝑡∈
𝑃 LC
𝑏,𝑠,𝑡 −

∑

𝑡∈
𝛩𝑏𝐷

P
𝑏,𝑡) = 0, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (57)

𝑔,𝑏,𝑠(
∑

𝑡∈ 𝐷

𝑃 LS
𝑏,𝑠,𝑡 −

∑

𝑡∈ 𝐼

𝑃 LC
𝑏,𝑠,𝑡) = 0, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (58)

𝑔,𝑏,𝑠,𝑡(𝑃 LS
𝑏,𝑠,𝑡 − 𝛤𝑏𝐷

P
𝑏,𝑡) = 0, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (59)

𝑔,𝑏,𝑠,𝑡(𝑃 LC
𝑏,𝑠,𝑡 − 𝛤𝑏𝐷

P
𝑏,𝑡) = 0, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (60)

The term 𝜋AG
𝑔,𝑡,𝑠𝑃

LC
𝑏,𝑠,𝑡 in (34) is a bilinear product. The strong duality

heorem is applied to linearize the bilinear product, and the result is as
ollows.
𝑔,𝑡,𝑠 = −

∑

𝑏∈𝑔

(

𝜎𝑔,𝑏,𝑠𝛩𝑏𝐷
P
𝑏,𝑡 + 𝜔𝑔,𝑏,𝑠𝛩𝑏𝐷

P
𝑏,𝑡 + 𝜄𝑔,𝑏,𝑠,𝑡𝛤𝑏𝐷

P
𝑏,𝑡

+𝜛𝑔,𝑏,𝑠,𝑡𝛤𝑏𝐷
P
𝑏,𝑡

)

+cDR
𝑏,𝑡 𝑃

LC
𝑏,𝑠,𝑡 + cLL

𝑏 𝑃NS
𝑏,𝑠 ,

(61)
8

∀𝑔 ∈ , 𝑠 ∈  , 𝑡 ∈  .
In (53) to (57), 𝜔𝑔,𝑏,𝑠, 𝜎𝑔,𝑏,𝑠, 𝜙𝑔,𝑏,𝑠, 𝜛𝑔,𝑏,𝑠,𝑡 and 𝜄𝑔,𝑏,𝑠,𝑡 are non-negative.
he nonlinear complementary slackness conditions (56)–(60) are equiv-
lently represented as a set of linear equations using big-M method as
resented in 3.1.

𝑔,𝑏,𝑠 ≤ 𝑀1𝑢𝑔,𝑏,𝑠, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (62)
∑

𝑡∈
𝑃 LS
𝑏,𝑠,𝑡 −

∑

𝑡∈
𝛩𝑏𝐷

P
𝑏,𝑡 ≤ 𝑀2(1 − 𝑢𝑔,𝑏,𝑠),

∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  ,
(63)

𝑔,𝑏,𝑠 ≤ 𝑀1𝑜𝑔,𝑏,𝑠, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (64)
∑

𝑡∈
𝑃 LC
𝑏,𝑠,𝑡 −

∑

𝑡∈
𝛩𝑏𝐷

P
𝑏,𝑡 ≤ 𝑀2(1 − 𝑜𝑔,𝑏,𝑠),

∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  ,
(65)

𝑔,𝑏,𝑠 ≤ 𝑀1ℎ𝑔,𝑏,𝑠, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , (66)
∑

𝑡∈ 𝐷

𝑃 LS
𝑏,𝑠,𝑡 −

∑

𝑡∈ 𝐼

𝑃 LC
𝑏,𝑠,𝑡 ≤ 𝑀2(1 − ℎ𝑔,𝑏,𝑠),

∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  ,
(67)

𝑔,𝑏,𝑠,𝑡 ≤ 𝑀1𝑟𝑔,𝑏,𝑠,𝑡, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (68)

LS
𝑏,𝑠,𝑡 − 𝛤𝑏𝐷

P
𝑏,𝑡 ≤ 𝑀2(1 − 𝑟𝑔,𝑏,𝑠,𝑡),

∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  ,
(69)

𝑔,𝑏,𝑠,𝑡 ≤ 𝑀1𝑦𝑔,𝑏,𝑠,𝑡, ∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  , (70)

LC
𝑏,𝑠,𝑡 − 𝛤𝑏𝐷

P
𝑏,𝑡 ≤ 𝑀2(1 − 𝑦𝑔,𝑏,𝑠,𝑡),

∀𝑔 ∈ , 𝑏 ∈ 𝑔 , 𝑠 ∈  ,
(71)

Finally, the upper-level objective function is modified, transfer-
ing the lower-level objective function subject to (5)–(8), (12)–(18),
20)–(34), (36)–(51), (53)–(55), (61), and (62)–(71).

in
∑

𝑡∈

∑

𝑠∈

∑

𝑏∈
𝜌𝑠

(

∑

𝑑∈
𝑢𝑑,𝑠,𝑡𝐹

𝑑
𝑠,𝑡 + 𝜋M

𝑡,𝑠𝑃
M
𝑏,𝑠,𝑡 +

∑

𝑔∈
𝐺𝑔,𝑡,𝑠

+ 𝐶d
𝑏,𝑠,𝑡 + 𝑃𝐹 ⋅ 𝑉 DEV

𝑏,𝑠,𝑡

)

(72)

𝑉𝑏,𝑠,𝑡 ≥ 𝑉 − 𝑉 DEV
𝑏,𝑠,𝑡 (73)

Due to the feasibility concerns, we disregard the minimum voltage
bound, and we use a penalty term in (72) and add a new constraint as
in (73).

4. Numerical experiments and results

In this section, we introduce the coupled ERS and APDN system used
as an evaluation setup, and then we present the simulation results. We
investigate the effect of the ERS on the APDN with and without the
integration of flexibility in APDN. We aim to demonstrate the effect
of flexibility potential in the coupled problem. Besides, we exhibit the
effect of uncertainties on the distribution of traffic demands on the
roads.

4.1. Case study

The proposed approach has been tested on 12-node ERS and 33-
node APDN toward demonstrating the effectiveness of the proposed
framework. The data of the ERS and APDN are adopted from [4]
and [33], respectively. The parameters of the roads are provided in
Table 2. The ERS links are electrified by the APDN as shown in Fig. 3,
where the electrified links are determined by the nodes e.g. 𝐵2, 𝐵4,
etc. The roads are bidirectional from 𝑎1 − 𝑎40. However, for the sake
of brevity, we only show 𝑎1 − 𝑎20, and the reverse road link number

can be obtained by adding 20 to the paired link. For instance, the
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Table 2
Parameters of road links.

Link 𝑐𝑎(p.u.) 𝜏0𝑎 (min) Link 𝑐𝑎(p.u.) 𝜏0𝑎 (min)

𝑎1 18 6 𝑎11 13.8 12.5
𝑎2 9.8 5 𝑎12 20 10.5
𝑎3 20 10 𝑎13 8.9 5.8
𝑎4 7.9 5.5 𝑎14 13.2 11
𝑎5 17 6.5 𝑎15 9.15 5.9
𝑎6 8.5 6 𝑎16 17.5 6.3
𝑎7 13.5 12 𝑎17 9.76 5.7
𝑎8 8.2 6.5 𝑎18 8.97 5.8
𝑎9 19 10.2 𝑎19 18.2 6.1
𝑎10 14 11.5 𝑎20 20 9.8

Table 3
O-D pairs and according traffic demands (pu)

Scenario

O-D pair #1 #2 #3 #4

T1-T6 15 13 17 12
T3-T6 25 23 26 22
T1-T12 10 11 10 9
T1-T10 15 16 15 17
T1-T11 15 15 16 16
T4-T12 15 14 16 15
T3-T10 20 18 23 21
T3-T12 12 11 14 12
T4-T11 5 2 4 3
T4-T9 10 10 7 9
T4-T10 8 7 7 6

pair of 𝑎1 is 𝑎21. There are 11 O-D pairs, and four scenarios are
generated for each, using the normal distribution function. The mean
value of the pairs are obtained from [4], and the generated scenarios
are given in Table 3. The monetary cost is also assumed to be 10 $/h.
There are three types of consumers, including residential (nodes 1–
22), commercial (nodes 23–25), and industrial (nodes 26–33). Each
type of usage is called a zone, and each zone is served through a
utility company. There is a battery storage system at node 17 with a
maximum charging/discharging capacity of 50 kW/h, and an efficiency
of 0.95. The total capacity of the BES, the number of life cycles, and
the total capital cost of the battery storage system are 100 kW, 10000,
and 15000 $, respectively. Fig. 4 shows the pattern of the electrical
demands that have been driven from [42,43], traffic demands [4],
expected wind power generation [44], and expected electricity market
prices [45]. The uncertainty of the electricity market prices and wind
power generation are addressed via four scenarios incorporating a 15%
and 20% deviation for electricity and wind power generations using a
normal distribution function. Given the consideration of four scenarios
for each source of uncertainty, the resultant combination yields a total
of 64 scenarios. Then, in order to enhance computational efficiency
and maintain tractability, the number of scenarios is reduced to ten.
The scenario reduction is conducted by deploying the Kantorovich
probability distance presented in [46]. It is also assumed that a max-
imum of 15% of the energy of each consumer can be reduced, while
the amount of power curtailed at each hour cannot exceed 30%. The
electricity not supplied costs 100$/MWh, 300$/MWh, and 300$/MWh
for consumers types one, two and three, respectively. There are five
wind turbines with a similar generation capacity of 100 kW, located
in nodes 16, 18, 22, 28, and 33. Finally, the minimum and maximum
voltage magnitudes are 0.9 and 1.1 pu, respectively.

4.2. Results and discussion

Fig. 5 exhibits the results of traffic flows at traffic rush hour at
hour 19 (19:00) on the existing links in two sample scenarios #1 and
#7, where the value of scenario #3 in Table 3 is represented here as
scenario #7 after combination with other uncertainty sources. It can
9

Fig. 3. Coupled 20 nodes ERS and 33-node APDN.

Fig. 4. Demands, electricity market prices, and wind power generation.

be seen that most drivers tend to travel on the outermost roads, which
have the highest capacity and less travel time. Since the traffic demands
of O–D pairs are different in the mentioned scenarios, the traffic flow
distribution gives different values according to the demands. If (6), (8)–
(9) are neglected in the traffic assignment problem, the proposed model
turns into a static model. The results of the semi-dynamic model are
also compared with the static solution in Fig. 5. An example clarifies
the difference in the results. In the static form, without considering the
congestion and the consequence residual time, the destinations of O–D
pairs 3, 6, and 8 are node T12. Therefore, 37 pu should arrive at T12
in the scenario #1 overall. It can be seen that 37 arrives at T12 in
static form while in dynamic solution, 36.11 arrives at T12 at hour 19
due to the existing congestion. Fig. 6 demonstrates the expected values
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Fig. 5. Comparing traffic flow results in two sample scenarios with static and dynamic
solutions.

Fig. 6. Heat map showing the level of congestion on links.

of the link’s traffic with respect to time and the links. The proposed
heat map indicates the highest traffic during hours 18–20, which is in
accordance with the transportation system rush hours, on links 29, 36,
and 40. Fig. 7 depicts the average travel time across all scenarios and
temporal periods for various links. It verifies the higher spent travel
time on links 29, 30, and 40, as shown before in Fig. 6. Conversely,
some other links, such as link 4, are not chosen by EV users, and only
free-flow travel time is reported.

Fig. 8 depicts the results of activating the DR service in each
zone. The maximum curtailment is carried out during hours 18–20 in
accordance with the maximum electricity prices provided in Fig. 4. By
considering the electricity prices, it can be seen from the figure that
the DR services are activated during peak hours in order to reduce
total electricity procurement costs. The curtailed electricity is shifted
to the off-peak hours, which are more tolerable by the APDN. Fig. 9
shows the procured electricity from the electricity market to support
the existing demands, including APDN and ERS demands. The amount
of purchase from the electricity market fully respects the demands and
price patterns given in Fig. 4. The maximum expected electricity is
purchased in hour 19, which is equivalent to the maximum demand
after the DR program plus the traffic demands. It is worth mentioning
that the amount of electricity not supplied during the activation of DR
is zero. That is, all curtailed electricity during peak hours is shifted to
the off-peak hours. The utility company earns 202.4 $ by activating the
DR program.
10
Fig. 7. Average values of travel time on road segments.

Fig. 8. Results of the total DR compared to the input electrical demand.

Fig. 9. Expected electricity procurement by the electricity market and wind turbines.

Fig. 10 depicts the charging, discharging, and state of charge of
the battery energy storage. The energy arbitrage has been carried out
properly based on the figure. The battery energy storage is discharged
during the peak hours and charged during the off-peak hours in order to
harvest the benefit of the difference between the peak and off-peak elec-
tricity prices. The state of charge in the battery energy storage yields
the right behavior after each charging or discharging by increasing or
decreasing.

Fig. 11 depicts the balance of energy procured and consumed in
each hour, such that the positive values declare the demands and the
negative values exhibit the supply. As evident, the electricity market
at upstream of APDN is the main source of electricity procurement
for two main demands of electrical and ERS charging. Compared to
the electrical demands, the ERS demands are significant, specifically
during its rush hours. Wind turbine generation is the second source of
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Fig. 10. Expected charging/discharging scheduling of ESSs.

Fig. 11. Balance of generated and consumed electricity in both transportation and
APDN.

procuring electricity. As a local generation, it can help supply demands
locally and provide a safe operation. The battery energy system has
been shown in both the supply and demand sides. When the battery is
charged, it is treated as a load, while it is like a generator when it is
discharged. Although the amount of charge/discharge does not show
a remarkable value compared to the other sources, it is valuable in its
node of location, and its performance is significant compared to the
demand (generation) of the located APDN node (𝐵17). It should be
noted that the amount of demands in 𝐵17 is 60 kW while the amount
of allowable charge/discharge is 150 kW.

Fig. 12 shows that even with using demand response and local wind
generation, there are still violations in meeting the lower bound of the
voltage (0.9 pu) that verifies the massive demands of the transportation
systems. In order to reveal the effectiveness of the DR services in
reducing the transportation network demands, Fig. 13 compares the
minimum obtained voltage with and without activating the DR flexibil-
ity. It can be seen from the figure during the electricity demands peak
hours, which overlapped with the transportation rush hours, the DR
service has helped the system to enhance the voltage magnitude. It is
worth mentioning that since the main technical challenge of the APDN
in this problem is the violation of the lower limit of the voltage due to
the massive ERS charging demands, the figure of the maximum bound
is not depicted. However, it can be seen from Fig. 12 that the upper
limit is satisfied in all APDN nodes during the whole time horizon.
It is noteworthy that the lower limit of the voltage is mathematically
possible to be violated. This is attributed to the formulation of the
lower bound of voltage in Eq. (18), wherein its enforcement is primarily
governed by a penalty term, per Eqs. (72) and (73).

Fig. 14 illustrates the impact of wind power generation on both the
total cost and the voltage of APDN. The generation of wind turbines
11
Fig. 12. Output voltage with respect to the time and nodes.

Fig. 13. Effect of DR on lifting minimum voltage level.

Fig. 14. Effect of penetration of wind generation on total cost APDN and voltage.

ranges from 0 to 1500 kW, and the results are recorded. The results re-
veal that the total cost decreases from 5434$ to 4702$ by an increase in
the generation of wind turbines. It should be noted that maximum wind
generation only indicates the total capacity, whereas actual generation
naturally fluctuates across different time periods. As mentioned in the
case study, existing turbines are located at APDN nodes 16, 18, 22, 28,
and 33. That is, wind turbines perform as local generators to support
parts of demands, which results in partly mitigating voltage drop. The
higher the wind turbine’s local generations, the lower the voltage drop.
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5. Conclusion

This study has proposed a framework to solve the coupled prob-
lem of ERS and APDN with high penetration of local wind turbine
uncertainty using a stochastic programming approach by integrating
the flexibility of demand response service and battery energy storage.
The objective is to minimize the total cost of APDN and the imposed
travel time to ERS. The following items declare the conclusion of the
paper point-by-point.

• Simulation results yield the APDN dispatch actions concerning the
resources of each APDN, purchases from the electricity market,
responses of the DR providers (i.e. utility company) at the lower
level, as well as the decisions related to traffic flow distribution
in the ERS.

• The traffic flow distributions pursue their uncertain demands and
give optimal solutions based on the capacity of the links.

• The dynamic nature of the problem affects the number of EVs
arriving at each destination due to the residual time of travel
coming from traffic congestion.

• The DR program shows curtailment and shifting the load based on
the electricity price signals. The implemented DR can significantly
facilitate the operation of APDN coordinated with ERS to lift up
the minimum obtained voltage by 3.66% and keep the APDN
operation safe.

Even though this paper has enriched the literature on coupled elec-
rified road systems and active power distribution networks integrated
y demand response, it is imperative to acknowledge that several
venues for future research and unresolved challenges persist within
his domain. First, one of the primary solutions to support the charging
emands of EVs on ERS is to improve the infrastructure in APDN.
ence, a renewable energy source hosting capacity can be an approach

o hosting the required generation at APDN, respecting cleaner produc-
ion and sustainable energy alongside the meeting charging demands
f EVs. Second, the time frame of one-hour resolution gives a semi-
ynamic approach that is used in the current study. However, using
more nuanced time resolution is still challenging for researchers

ue to the complex aspects of dynamic user equilibrium. It will be
hallenging but interesting to use a well-established dynamic traffic
ssignment problem in our proposed analysis framework, promising a
ore comprehensive analysis. Third, in this paper we have addressed

nly selfish drivers, assuming rational EV users. However, in reality,
ome EV users may exhibit different behaviors. In addition, we consider
hat EV users have perfect information about the routes, while, in
eality, not all EV users have perfect information.
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