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Figure 1: In this study, we examine how diferent data representations support refection in personal informatics. We compare 
text generated with a Large Language Model, a standard chart and the combination of both. We found that the text fostered 
refection and engagement. 

ABSTRACT 
While ftness trackers generate and present quantitative data, past 
research suggests that users often conceptualise their wellbeing 
in qualitative terms. This discrepancy between numeric data and 
personal wellbeing perception may limit the efectiveness of per-
sonal informatics tools in encouraging meaningful engagement 
with one’s wellbeing. In this work, we aim to bridge the gap be-
tween raw numeric metrics and users’ qualitative perceptions of 
wellbeing. In an online survey with � = 273 participants, we used 
step data from ftness trackers and compared three presentation for-
mats: standard charts, qualitative descriptions generated by an LLM 
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(Large Language Model), and a combination of both. Our fndings 
reveal that users experienced more refection, focused attention 
and reward when presented with the generated qualitative data 
compared to the standard charts alone. Our work demonstrates 
how automatically generated data descriptions can efectively com-

plement numeric ftness data, fostering a richer, more refective 
engagement with personal wellbeing information. 
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1 INTRODUCTION 
In a world that is increasingly quantifed [42], Personal Informat-

ics (PI) ofers an alluring promise: to give us actionable insights 
into our lives, from our health to our habits [21]. However, amid 
this data-driven revolution, the qualitative aspects of wellbeing are 
often overlooked [10]. For many, refecting on one’s wellbeing is 
not merely an academic exercise but a gateway to genuine under-
standing and meaningful change [7]. Yet, conventional PI systems 
remain overwhelmingly goal- and performance-oriented, reducing 
the multi-dimensional facets of our lives to mere numbers [21]. This 
quantitative focus inadvertently sidelines holistic wellbeing, an as-
pect that should be at the heart of PI [57]. Consequently, it remains 
a challenge for Human-Computer Interaction (HCI) to study how 
we can design PI systems that focus less on numbers and encour-
age refection without a focus on quantifying performance. This 
challenge is particularly timely as recent technical developments 
ofer an accessible tool for generating qualitative feedback—Large 
Language Models (LLMs). LLMs ofer new potential for textual feed-
back in PI systems, surpassing scripted text with their adaptability 
and ability to generate novel, dynamic narratives. 

While a considerable body of work in PI and Artifcial Intelli-
gence (AI) has primarily focused on predictive and recommendation 
systems [18, 41], our approach takes a diferent path by emphasis-

ing the role of refection in understanding personal ftness data. 
Traditional PI and AI interventions aim to reduce the cognitive load 
of individuals and provide prescriptive insights for immediate or 
future actions [24]. This trend is also recently visible in commer-

cial systems, such as dedicated health recommendation models
1
. 

Such solutions are afected by a risk of users losing agency. Further, 
many users are reluctant to acknowledge recommendations from a 
PI system unless they are perfectly tailored to their life context [13]. 
In contrast to past work, our study explores how AI can be used 
to foster tailor-made refection for wellbeing. We leverage Large 
Language Models (LLM) to create qualitative output that fosters re-
fection rather than just ofer recommendations or predictions. This 
method aims to facilitate a nuanced understanding of one’s ftness 
data, allowing for a more informed interaction with one’s health 
metrics. Our work is driven by the following research question: 
How can we use LLMs to encourage engagement with and facilitate 
refection on ftness tracker data?. 

To that end, we frst conducted interviews with � = 10 partici-
pants to explore attitudes towards AI-generated wellbeing narra-
tives. Armed with these insights, we designed and implemented 
a dedicated study platform where users could donate their ftness 
data (steps) for an online experiment. Our experiment, with � = 273 
participants, used three conditions, which corresponded to three 
types of tracker data representation: data presented as text-only, as 
a standard chart, or as a combination of text and chart. We measured 
the refection and user experience fostered under the three condi-
tions. Our fndings suggest that text-based descriptions fostered 
deeper refection through comparison, commanded more focused 
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attention from the users, and made the users feel that the act of 
viewing personal data was worth the efort. 

We ofer three contributions to the HCI community: (1) an in-
terview pre-study that uncovers how users feel about transform-

ing ftness data into stories and their receptivity to automatically 
generated descriptions; (2) an online experiment conducted on a 
dedicated platform to assess how these AI-generated narratives 
infuence refection on and engagement with the users’ personal 
data; and (3) insights on the potential of generative AI to improve 
the quality of refection in PI systems. The rest of this paper is 
structured as follows. We begin by surveying relevant literature in 
areas such as refection in PI, the role of storytelling in ftness track-
ing, and the applications of generative AI in HCI. We then detail 
our methodological approach, including our interview pre-study 
and online experiment, before discussing the outcomes and their 
implications. We conclude by outlining avenues for future research 
that can build upon our fndings. 

2 RELATED WORK 
Here, we frst contextualise our inquiry within work on personal 
informatics. We then review past research eforts in fostering data-
driven refection and show how past work on using narratives for 
wellbeing inspires our investigation. 

2.1 Personal Informatics and its Qualitative 
Aspect 

Understanding the intricacies of PI is an established research pur-
suit in HCI [21]. The feld has built a number of models of how a 
user progresses through a PI experience. Li et al.’s [37] model, later 
extended by Epstein et al. [22], postulates that PI is an ever-evolving 
practice where users are often tasked with making informed de-
cisions regarding their routines and behaviours. Niess and Woz-

niak [47] showed that goal setting is a key activity in which users 
aim to translate internal, qualitative goals (e.g. a healthier lifestyle) 
into targets that can be implemented with tracking technology (e.g. 
a step goal). Agapie et al. [2] extended this approach by charting 
how users related goals of diferent complexity to their varying 
needs in mental health contexts. A common feature of most models 
of PI in HCI, is the need to understand the connection between 
the number-driven digital world of tracking technologies and the 
qualitative world of needs and feelings associated with the users’ 
wellbeing. Such a connection facilitates refection, which is seen 
as a key step in personal informatics [7]. Providing users with the 
means to navigate that connection is seen as a key design goal 
for PI systems [47, 54]. In this work, we aim to address this by 
investigating how qualitative feedback can contribute to helping 
users translate numeric tracking data into refective insight. 

Yet, the role of the qualitative aspect of PI is not limited to refec-
tion. Multiple works have shown that one’s PI journey is inherently 
complex and there is variety in how users navigate their tracking. 
For instance, Rooksby et al. [57] highlighted distinct tracking styles 
that represent varied data-driven preferences of users. Tang and 
Kay [65] studied data habits of long-term tracker users, discovering 
that users value insights on their compliance and can introspect 
on their tracker usage patterns by relating them to life events. 
This was echoed in Elsden et al.’s [20] work about reviewing one’s 
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past tracking data where participants reported creating meaning in 
discovering how diferent data points described their subjective per-
ception of past events. These examples show that, despite the large 
diversity among users who engage in PI, the lived experience of the 
tracked activities is primarily qualitative. These fndings motivate 
our work, which aims to use computational tools to build better 
bridges between the quantitative data which trackers generate and 
the qualitative terms in which users think of wellbeing. 

2.2 Fostering Refection in Personal Informatics 
Refection is regarded as key element in the success of PI sys-
tems [6, 10]. This has resulted in a number of research eforts 
focused on the design of system which aim to provide users with 
insight into their wellbeing by analysing their personal data. Yet, 
past critiques of personal informatics systems have pointed out 
their passive approach to prompting refection [14, 34]. Baumer [5] 
highlighted that these platforms often presume that merely pre-
senting users with past data visualisations will automatically spur 
refection. This notion contradicts theories of refection that under-
score the need to actively foster refective practices, as it does not 
arise unprompted [62]. To explore the refection component of the 
personal informatics journey, Bentvelzen et al. [7] developed the 
Technology-Mediated Refection Model (TMRM), which emphasises 
the need to understand PI as an activity where users need constant 
improvement and support for changing perspectives. These fnd-
ings show a constant need for creating new systems that support 
refection by ofering the users new ways to analyse their data. Here, 
we investigate how tools that generate narratives can efectively 
support refection. 

Past research explored many design directions in fostering refec-
tion. One strong theme was physicalisation. Systems like LOOP [59] 
or SweatAtoms [30] used physical artefacts that prompted users to 
think about their data. Another trend was supporting journaling as 
an in-depth PI practice. Ayobi et al. [4] showed how users refected 
on data in analogue bullet journals. Journaling is also a commonly 
supported refection method in commercial systems [10]. As HCI 
studied more and more systems for refection, results also showed 
possible negative aspects of such solutions. Niess et al. [46] reported 
that commonly used ftness tracker visualisations may trigger nega-
tive thought cycles, i.e. rumination. Eikey et al. [19] further studied 
this phenomenon in the context of diet tracking and found that 
users were in danger of rumination. As a consequence, avoiding 
negative thought cycles is a key design concern for systems which 
support refection. This paper is interestingly diferent from past 
work in supporting refection as it uses LLM-powered narratives to 
engage users with their data. Further, recognising recent studies on 
the negative aspects of PI, we investigate how refective feedback 
can be designed to avoid rumination. 

2.3 Narratives for Personal Wellbeing 
There is past evidence that narratives can be efective in engaging 
users in refective experiences [58]. Recent studies looked into the 
relationships between humans and conversational agents, aiming 
to foster self-refection and promote wellbeing. E-coaching using 
scripted chatbots showed initial promise [11], yet these approaches 
were primarily focused on behaviour change and not refection. 

Skjuve et al. [61] examined the development and impact of human-

chatbot relationships. Their study, driven by the Social Penetration 
Theory, identifed that initial engagements with chatbots, such as 
Replika, are superfcial but evolve into deeper connections over 
time. They emphasised the signifcance of chatbot characteristics, 
like being accepting and non-judgmental, in the evolution of these 
relationships. Another study by Lee et al. [36] focused on the po-
tential of chatbots to support deep self-disclosure among users. 
By leveraging the principle of reciprocity in human-machine di-
alogue, they demonstrated that chatbots can promote sustained 
self-disclosure and enhance user intimacy and enjoyment. While 
these results show that chatbots can be efective tools in encourag-
ing thinking about one’s data, starting a conversation with a chatbot 
is a diferent experience from current common forms of PI systems 
where users are presented with their data. Our work is inspired by 
work on chatbots and investigates if a narrative approach to data 
can be used in everyday ftness tracker apps or dashboards. 

Another strain of work investigating refective systems for emo-

tional wellbeing has been gaining momentum. Kocielnik et al. [34] 
introduced the Refection Companion, a mobile system that sup-
ports user refection on personal sensed data, specifcally on physi-
cal activity. Their system utilised mini-dialogues to provoke refec-
tion, leading to heightened user motivation and behavioural change. 
On the other hand, Hollis et al. [26] delved into the implications 
of presenting and refecting on mood data. Their interventions 
revealed that forecasting future moods, based on past data, can 
inspire users to take preventive actions against anticipated neg-
ative moods. Similarly, Desai et al. [18] developed a smartphone 
app called GlucOracle for individuals with type 2 diabetes. This 
app utilised self-tracking data to produce personalised forecasts for 
post-meal glucose levels, aiding users in making informed health 
choices. Murnane et al. [44] studied the design of data-driven nar-
ratives as a means to motivate healthy behaviour, emphasising the 
power of stories over conventional quantitative data representa-
tions. Their exploration of the WhoIsZuki application demonstrates 
the potential and efcacy of qualitative feedback mechanisms in 
promoting active lifestyles, which inspired us to compare diferent 
modes of ftness data presentation and their impact on user expe-
rience. Past research shows that AI-based predictions, narratives 
or recommendations may contribute to the PI experience. This is 
refected in recent market trends such as the launch of Odin AI2, an 
AI tool designed specifcally for health recommendations based on 
ftness tracker data. Recently, Whoop launched a feature in collab-
oration with OpenAI where one can chat with a personal chatbot 
coach to discuss one’s ftness data3. Our work seeks to answer this 
trend and empirically study if and how personalised narratives 
can contribute to the ftness tracking experience. To increase the 
ecological validity of our work, we focus on data from common 
consumer-grade ftness trackers. 

3 METHOD 
Our research began with preliminary interviews to understand 
initial attitudes towards narratives of ftness data. Alongside this, we 

2
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3
https://www.whoop.com/us/en/thelocker/introducing-whoop-coach-powered-by-
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consulted existing literature, ensuring a well-informed foundation Table 1: An overview of participants in the interview pre-

for designing a tailored GPT-4 prompt. The central component of study. We recruited participants with diverse tracker habits. 

our study was an interactive platform, developed to let users donate 
their step data and craft narratives around it. The platform’s design 
emphasised data integrity. We focused on three primary modes 
of data presentation: text-only, chart-only, and a combination of 
both. The goal was to determine which mode supported refection 
and engaged users the most. Evaluations utilised both quantitative 
metrics, assessing aspects like comprehension and preference, and 
qualitative data, such as an open-ended question to capture nuanced 
feedback. The combined insights from these evaluations formed the 
basis of our recommendations for future system designs. Figure 2 
shows our research process. Next, we provide the details of each 
step in our study. 

4 PRE-STUDY: INTERVIEWS 
While related work shows the potential of narratives for fostering 
refection in PI, the theoretical basis for generating narratives for 
tracking with LLMs is largely missing. Thus, to establish a starting 
point for our inquiry, we needed to expose users to LLM-generated 
ftness narratives. To this end, we conducted a series of exploratory 
interviews to understand the nuances of how users assess, under-
stand, and talk about their personal ftness data. This step allowed 
us to frame our inquiry in line with user perceptions of qualitative 
feedback in PI. The interviews ofered an opportunity to ascertain 
users’ needs and expectations for the qualitative descriptions gen-
erated by LLMs. Through participant feedback on initial examples, 
we gained important insights into the tone, content, and general 
user experience expected from AI-generated narratives. The ex-
amples which we used were most likely erroneous—we could not 
provide any requirements to the model before establishing them— 
and served primarily as an invitation to a discussion. Information 
from the interviews served to inform our inquiry into how LLM 
prompts for qualitative feedback for ftness data could be designed. 
Given the controversial nature of users’ acceptance of recommen-

dations from PI systems in previous studies [26, 41], it was a key 
challenge to gauge users’ willingness to engage in an LLM-based 
exploration of their ftness data. 

4.1 Participants 
We recruited � = 10 participants, aged � = 27.7, �� = 3.8. Seven 
participants identifed as female and three as male. See table 1 
for detailed information about each of the participants. We used 
social networks and snowball sampling to recruit a sample of users 
with diverse patterns of use of tracking technology. Interviewees 
ranged from those reporting no ftness tracking at all, over daily 
tracker users to participant, P07, who used two diferent tracking 
devices simultaneously. We recruited participants from diverse 
backgrounds, including arts (P03), engineering (P06), healthcare 
(P09) and computing (P10). This choice of participants enabled us 
to gain insights from users with diferent attitudes to tracking and 
diferent PI journeys. 

4.2 Interview Protocol 
In our interviews, we focused on four key areas. First, we asked each 
participant about their current ftness tracker usage to understand 

PID Age Gender Occupation 

P01 26 Female Student 
P02 33 Female Academic teacher & Photographer 
P03 24 Female Student 
P04 33 Male PhD Candidate 
P05 25 Male PhD Candidate 
P06 29 Male Renewable Energy Consultant 
P07 24 Female Student 
P08 27 Female Researcher 
P09 23 Female Occupational Therapist 
P10 33 Female PhD Candidate 

how often and for what activities they use their devices. Second, we 
delved into how the participant reviews and interprets their tracked 
data. Third, we invited the participant to tell their own wellbeing 
and ftness tracking story based on their data from the last week, 
which provided insights into how they understand and make sense 
of the information. Lastly, we gauged each participant’s reactions 
to example stories we presented. This not only provided a tangible 
basis for the ensuing conversation but also ensured a personalised 
touch to every narrative. Such an approach ensured participants 
drew directly from their data, providing us with frsthand insight 
into their thought processes, the signifcance they attach to dif-
ferent metrics, and the narratives they constructed around their 
physical wellbeing. This approach helped us better understand the 
preferences and attitudes of the participants towards the narra-
tives generated by our system and identify initial requirements for 
LLM-generated ftness data descriptions. Below we present one 
example of the automatically generated descriptions presented to 
the participants, the full stimulus is available in auxiliary material. 
We note that this example was intended as discussion starter, which 
we generated using a naive approach—by simply providing a Fitbit 
export of one week’s worth of data into GPT-4 and asking the model 
to narrate it: 

Throughout the week, you had a mix of active and less active 
days. On your most active day, you covered a remarkable 
distance, climbed numerous foors, and engaged in a sig-
nifcant amount of very active minutes. On the other hand, 
your least active day saw a shorter distance covered, fewer 
foors climbed, and less time spent in very active minutes. 
Overall, your week showcased a balance between sedentary 
time and various levels of physical activity. It’s clear that 
you’ve made an efort to stay active and maintain a healthy 
lifestyle. (This quote is automatically generated text. It also 
does not represent narrative feedback generated according 
to the principles established in this paper.) 

4.3 Data Analysis 
Interviews were transcribed verbatim, resulting in a data set span-
ning a recording duration of 6 hours and 38 minutes. Two authors 
analysed the data using open coding in line with Blandford et 



Narrating Fitness CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

Figure 2: An overview of the research activities in this paper. We frst conducted an interview pre-study. The results of the 
interviews informed our design for the prompt which generated narrative descriptions of ftness data. We then used the prompt 
to implement a web page which generated narratives based on the users’ tracker data. The web page allowed us to conduct an 
online study of attitudes towards diferent data representations for tracker data: text, chart, and text+chart. 

al. [12]. This initial phase of analysis involved two authors indepen-
dently open-coding the data. Each author examined the transcripts 
meticulously, assigning preliminary codes to segments of the data 
without preconceived categories, ensuring an inductive approach 
to building themes. Subsequently, these authors met to discuss their 
independently derived codes, engaging in an interactive process to 
refne and consolidate the code groups. This collaborative approach 
facilitated the integration of diverse perspectives, enriching the 
analytical depth of the study. As a second step, two researchers 
employed afnity diagramming to identify patterns in the data. 
Through this iterative process, we constructed three themes which 
describe the content of the interviews: Abstraction, Tone, and 
Role of AI. 

4.4 Findings 
In the following section, we present the fndings of the interviews 
with a focus on the comments about the example texts. 

4.4.1 Abstraction. This theme highlights the distinct generalisa-
tions and lack of specifcity in the language model’s output. The 
balance between users’ desire for personalised narratives and the 
model’s inclination towards performance was a key aspect pon-
dered by the participants: 

What is also quite interesting to me is that this message 
also says: ’You climbed a decent number of foors, which is 
fantastic for your leg muscles and cardiovascular health.’ If 
I would see that message I would kind of be like: Okay, but 
isn’t like almost every single exercise good for your vascular 
health, you know? So I think in that sense, it’s a little bit too 
general for me, because I’m kind of like okay, yeah, that’s 
common sense. (P07) 

Several participants expressed discomfort with this ambiguity. 
They articulated a preference for narratives that provide more 
grounded insights, directly derived from their ftness data. Their 
feedback often centred on the AI’s generalised approach and its 
inadequacy in providing tangible data interpretations. As expressed 
by Participant P06: 

This is too vague. It’s so general, that you can say that about 
any week. I’m missing the numerics that it says you were 
active on 2 out of 7 days and had 5 lazy days. (P06) 

Participants frequently expressed a desire for the narrative to in-
corporate highly specifc context, delving into details often beyond 

the reach of conventional ftness tracker technologies. This under-
scores a gap between user expectations and the current capabilities 
of such devices in providing deeply contextualised insights: 

But I think it’s kind of low on information because it de-
scribes the most active day and then the least active day, 
just as the opposite of that. (...) Maybe it would be, (...) name 
what actually was done. Did this person go on a bike ride or 
run? Or, where did this person do it? Maybe the app can see: 
okay, you went to a forest for your run or you ran in the city? 
(...) a bit more nuanced information would be interesting. I 
feel like this doesn’t tell that much. (P08) 

4.4.2 Tone. This theme describes the nature and manner of com-

munication exhibited by the language model in conveying personal 
narratives. Participants’ feedback indicated that the model’s tone 
was perceived as patronising, superfcial, and lacking in genuine 
human emotion. Participants highlighted their discomfort with the 
tone. P08, for instance, felt that the narrative was superfcial and 
unnecessarily afrming, comparing its tone to that of addressing a 
child: 

The tone... I fnd [it] a bit patronising. It sounds like it’s 
someone speaking to a child or a dog. Being like: ‘Great job, 
well done!’ or ‘It’s okay, if you have an easy day’ and ‘listen 
to your body’. It feels a bit superfcial, (...) patronising to me. 
If I would have that in an app, I would be annoyed by it. And 
I would be like, just give the information I could interpret 
myself and I don’t need this blah blah around it. (P08) 

Participants saw that the narrative could potentially present an 
overly optimistic version of reality. P04’s feedback underscored the 
sentiment of doubt due to the predominantly positive tone, suggest-
ing the narrative could potentially fail to mention less favourable 
outcomes: 

(...) it sounds very positive and good. But that would make 
me question, is it sweet talking the negative things? Like 
’Oh, you didn’t do something, but that’s good because you 
took a break and so on.’ (P04) 

Participants also expressed concerns regarding the inherent 
’robotic’ feel of the AI-generated content. Despite being structurally 
sound, the narrative felt devoid of human touch. It is evident from 
the feedback that participants desired a balance: the objective analy-
sis of a machine, but with the warmth and nuance typical of human 
communication. P6’s feedback echoes this sentiment: 
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I would prefer if it sounds like a friend says this to me and 
not a machine. (P06) 

4.4.3 Role of AI. Here, we describe how participants saw AI-generated 
advice as part of how they cared about their wellbeing, i.e. the ex-
perience of a narrative as an additional source of information for 
wellbeing. An overarching sentiment was the sense of unfamiliarity 
and lack of personality. Furthermore, as captured by P05, the AI’s 
conclusions, while data-driven, do not necessarily align with an 
individual’s self-defned goals or personal benchmarks, which illus-
trates that the role of the AI and which stance participants expect 
it to take is still somewhat unclear: 

I would say that transforming digital data into words de-
scriptions, especially written as in this sample bears a risk 
of this feeling of being judged by a computer. Because as it is 
written here, it doesn’t refer to any of my self-defned goals. 
It doesn’t compare me to any objective reference point. For 
example, like, you engage in a signifcant amount of very 
active minutes, which can mean anything. Also, who says 
this is signifcant? (P05) 

Participants also mentioned the challenge of trust and transparency 
with AI. Participants who were familiar with text generation were 
concerned about the black box nature of LLMs. Thus, the narratives’ 
conclusions and recommendations came without the nuances of 
human context: 

It’s sweet and maybe some people respond positively to that, 
but I guess others would feel slightly distrustful. It just feels 
like someone is making a judgement call on you based on 
information that is at best incomplete. (P01) 

4.5 Utilising the Interviews to Inform the 
Online Study 

Informed by our analysis, we aimed to tailor our upcoming exper-
iment to focus on the generation of a narrative as an innovative 
form of data representation. Our intent was to develop narratives 
that would be applicable, hold potential relevance, and ensure no 
harm was directed towards participants. We implemented several 
guiding principles based on the feedback, grounded in the themes 
identifed. 

Scope of Feedback. Recognising the constraints highlighted un-
der the Abstraction theme, we accepted that the data available 
from current ftness trackers would guide our narratives to operate 
predominantly at a general level. This decision matched the par-
ticipant’s feedback who, while desiring specifcity, understood the 
limitations of the technology at hand. Here, we recognise that a 
lack of context is a known limitation of ftness trackers [21], which 
cannot be yet addressed by LLMs. 

Positive Framing. The Tone theme indicated that the LLM’s han-
dling of negative feedback was not always received well. With a 
keen focus on avoiding potential harm, especially around trigger-
ing rumination (which was recently identifed as a key risk when 
presenting tracking data [19, 46]), we emphasised a neutral and 
constructive narrative tone. 

Clarity and Directness. The feedback from the The Role of AI 
theme underscored the need for clarity. With this in mind, we 

aimed to ensure our narrative feedback was direct, eliminating any 
ambiguities or vague language that might introduce confusion or 
misinterpretation. This also ensures avoiding the feeling of patron-
ising and lack of agency which are recognised negative aspects of 
trackers [60, 63] that were also emphasised in our interviews. 

Using these principles derived from the themes, our goal was 
to present narrative data representation that resonated with users. 
These fndings guided the online study, ensuring a user-centred and 
informed approach. The principles derived here serve as a necessary 
prerequisite to our online study. 

5 ONLINE STUDY 
Here, we describe the details of our online study which investi-
gated if automatically-generated narratives can enhance the ftness 
tracking experience. We report on our study design, how we built 
a custom study platform and the results of our investigation. 

5.1 Study Design 
We conducted a between-subjects study design with three con-
ditions, i.e. three diferent ways of representing the participants’ 
ftness data, obtained from their ftness trackers. We used this study 
design for ecological validity—the participants communicated their 
impressions of a representation of their own data. 

5.1.1 Conditions. In our study, participants were presented with 
one of three dynamically generated representations of their ftness 
data, which correspond to our three experimental conditions. All 
three conditions presented step data from the last seven days in the 
life of the participant (the day of the study was excluded). We chose 
step data as it is the most studied ftness metric in PI studies [21] 
due to its prevalence in commercial systems. Further, steps ofer a 
unitless measure which can be easily interpreted by users [8, 22]. 
This implies that using conditions based on steps allowed recruiting 
a broad range of participants (i.e. ftness tracker users who track 
steps) and increased the likelihood of the users being familiar with 
the metric. Figure 3 shows the conditions in the online study. 

In the text condition, participants saw only an LLM-generated 
paragraph which narrated the last seven days of their step activity. 
The chart condition featured a standard bar chart displaying steps 
data per day. This was designed to mimic most commercial solu-
tions for ftness trackers where a week of step data is presented in a 
bar chart, with one bar per day. By choosing a solution prevalent in 
consumer systems, we aimed to establish a strong baseline [27] for 
the study. The chart featured no additional annotations, only step 
data was present. In the text+chart condition, the participants 
were presented with both data representations simultaneously. Im-

portantly, the data presented (as input to text generation or chart) 
across the three conditions was the same across the three conditions 
and focused on steps. 

5.1.2 Measures. We investigated the efect of the data represen-
tation for steps used on how the users perceive the feedback in 
a PI system. To that end, we measured how the three conditions 
performed in terms of scales used to quantify design goals in PI. 

We used the Technology-Supported Refection Inventory (TSRI, [9]) 
to determine if the conditions supported data-driven refection at 
diferent levels. The TSRI is a measure designed to assess how well 
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(a) The text condition presented a textual narrative generated with GPT-4. 

(b) In chart, we showed a standard steps bar chart, generated using Terra API, to the participants. 

Figure 3: The conditions in our study. In the text+chart, the text was presented above the chart. 

an interactive system facilitates refection. Utilising a seven-point 
Likert scale, it uses three primary dimensions: Insight, TSRI-I, which 
evaluates the system’s ability to ofer meaningful understanding; 
Exploration, TSRI-E, focusing on the ease and enjoyment of navigat-
ing personal data; and Comparison, TSRI-C, gauging the capacity 
for users to contrast their experiences with others. Collectively, 
these dimensions provide a comprehensive view of an interactive 
system’s efcacy in fostering refection. Bentvelzen et al. [9] note 
that the way in which a system supports refection can be partly 
determined by the user’s trait refection. In line with the sugges-
tions of Bentvelzen et al., we also measured trait refection using 
the refection-rumination questionnaire (RRQ) scale [67] (we refer 
to this score as the RRQ score in the remainder of this paper). 

Next, we measured how the diferent data representations en-
gaged the users with the User Engagement Scale—Short Form (UES-
SF [51]). UES-SF is a tool designed to measure user engagement in 
digital interfaces. It evaluates how deeply users are immersed in 
their interactions, a dimension termed as Focused Attention (UES-
FA). Further, the scale assesses the Perceived Usability (UES-PU), 
considering both the ease of interaction and any resultant nega-
tive emotions. Aesthetic Appeal (UES-AE) quantifes visual allure 
and design aesthetics of the interface, while the Reward Factor 
(UES-RW) measures value users derive from the interaction and the 
curiosity fostered by the system. For our study, a key aspect of UES-
SF is that its subscales were previously used to study wellbeing [68] 
and storytelling [49]. 

5.2 Procedure 
The study procedure is illustrated in Figure 4. Upon logging into 
Prolifc

4
, participants were informed about the prerequisites for 

the study. They were then directed to the study platform where 

4
https://app.prolifc.co/ 

they gave their consent in order to participate. Following this, par-
ticipants were prompted to answer the RRQ. After this, the next 
step required participants to securely log in with their ftness data 
provider and provide consent to share only seven days’ worth of 
step data for the purpose of this study. Once consent was given, 
data was retrieved while the participants completed the RRQ. 

Subsequently, participants were presented with a data repre-
sentation based on one of three conditions: text, chart or text 
and chart. Assignment to a condition was balanced and based on 
order of participation. After engaging with the data representation, 
participants were asked to complete both the TSRI and UES-SF 
questionnaires. Finally, they responded to an open-ended ques-
tion, enquiring about their impressions of the presented data and 
any observations they made: ‘What is your impression of the data 
presented? What did you observe?’. 

To ensure smooth communication and address any concerns, a 
contact button was prominently displayed throughout the study, 
allowing participants to communicate directly with the researchers. 

5.3 Apparatus 
We executed this study as custom online survey running on an 
in-house server with Apache 5. This ensured compliance with local 
data regulations. Terra API 6 

was used to obtain step data from 
various diferent ftness providers. Terra was chosen as the tool 
for receiving participant data because it ofered a wide compatibil-

ity in terms of devices and a uniform data format across diferent 
data providers. Terra also ofered secure, encrypted communica-

tion. However, due to specifc limitations, devices like the Apple 
Watch and Samsung devices were excluded because of additional 
verifcation requirements by Apple Health Kit and Samsung Health. 

5
https://httpd.apache.org/ 

6
https://tryterra.co/ 

https://app.prolific.co/
https://httpd.apache.org/
https://tryterra.co/
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Figure 4: The online study from a user’s point of view. Participants were recruited via Prolifc and donated their ftness data 
using Terra. They then completed the study on a dedicated web page. 

Huawei devices were also not used owing to prevailing national re-
strictions. Additionally, any ftness trackers that did not specifcally 
measure steps were not supported in our study. Figure 5 shows how 
users logged into Terra API and completed questionnaires on the 
study webpage. 

The data reception was managed via a webhook implemented 
in Node.js. Concurrently, a Node.js server7 

was responsible for dis-
playing the study interface and collating participant responses. All 
acquired data, encompassing questionnaire responses, step metrics, 
and generated prompts, were securely archived in MongoDB. No 
identifable participant data was retained. For data representation, 
we employed Terra API to generate charts. Given the diverse origins 
of data due to varied provider apps, participants might have been 
familiar with diferent visual presentations of their ftness data. 
Using a standardised chart from Terra API ofered a neutral option 
with which participants were unlikely to be familiar, yet resembling 
know solutions. Lastly, the prompts provided to participants were 
dynamically generated using the Large Language Model GPT-4 [50] 
from OpenAI. The study was conducted in August 2023 using the 
model version gpt-4-0613 via the API. 

5.3.1 Prompt Engineering. Textual prompts are needed to efec-
tively use pre-trained language models. A prompt is a set of in-
structions that provides guidance for the LLM to create the desired 
output. Prompt engineering refers to the iterative process of formu-

lating and testing diferent prompts to fnd the most appropriate 
one, which allows a LLM to consistently solve the task at hand [39]. 
To implement textual data representations in a manner which could 
be studied, designing a robust LLM prompt was key. We used insight 
from the interview pre-study and literature to build our prompt. 
Utilising a zero-shot learning approach, our narrative design lacked 
explicit example narratives as training samples [17]. This was the 
case as we were not aware of any prior work on generating text 
from ftness data using LLMs and the scope of its data explanation 
capabilities. As such, we could not identify possible desired exam-

ples of ftness narratives, making a few-shot approach not feasible. 
Consequently, we provided the LLM with a textual description of 
the requirements, emphasising the steps, and features of acceptable 
narratives in line with the interview results. 

7
https://serverjs.io/ 

The prompt specifcally instructs the LLM to ofer a ‘high-level 
overview’ of the ftness data. By not getting into the specifcs and 
asking to ignore days with very low step counts, it is inherently 
ensuring that the feedback operates predominantly at a general 
level, focusing on description and not recommendation (scope of 
feedback). We emphasise maintaining a ‘neutral tone’ and en-
suring the feedback does not sound ‘patronising’, refecting the 
principles in the Tone theme. There is a clear directive against 
negative feedback, aligning with the desire to prevent triggering 
rumination, a recognised risk in presenting tracking data [46]. We 
explicitly state that the story should be ‘short and concise’; and 
instruct the model to ‘stay objective’. The feedback should be di-
rect, making sure there’s no ambiguity, and eliminating any chance 
for misinterpretation. This is aligned with the role of AI theme 
feedback, ensuring the narrative is straightforward and does not 
introduce a feeling of lack of agency (clarity and directness). 
In an iterative process, we designed a prompt that did not produce 
strong recommendations nor negative comments about user ac-
tivity. The prompt was then informally piloted with three ftness 
tracker users and further checked by one experienced PI researcher 
external to the prompt engineering process. To further mitigate 
the risk of producing negative feedback due to the inherent unpre-
dictability of LLMs, we ensured that participants who submitted 
data with very low activity levels were excluded from the study, 
i.e. they were not presented with any data representation. We also 
retrospectively reviewed all generated narratives in the survey and 
did not identify any potentially harmful texts. The generated texts 
are provided in the auxiliary material. Additionally, GPT-4 requires 
setting the temperature parameter � , which we set at 0.5, aiming 
for minimal variation while optimising control over the narrative 
output, according to the model specifcations [50]. 

You are a personal assistant that receives ftness data from 
an individual. Your task is to tell a story based on it. This 
story should be a personalised high level overview of the 
data. Please focus on the steps. Use a neutral tone and stay 
objective. Do not sound patronising. Do not use any numbers. 
The result should not be performance based. Please give 
references from the data to support your statement. Ignore 
days with very low step counts (under 1000 steps). Stay short 
and concise, please limit your answer to 200 words. Your text 

https://serverjs.io/
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Figure 5: Elements of the study webpage. The login dialog allowing the user to choose their ftness data provider (left) and part 
of a questionnaire form (right). All webpage components were developed specifcally for our study. 

should provoke user refection about the data considering 
routines, personal situation and commitments, but do not 
ask questions. The activity data is provided in the following 
format: [...] 

We used this prompt to generate all textual feedback in our 
online study. Data was provided to the model in a Python-style 
dictionary format injected into the prompt. All generated texts as 
well as the full prompt text and message objects for the API calls are 
available in the auxiliary material. Below is an illustrative example 
of a narrative generated by the GPT-4 for our survey: 

Your ftness data shows a pattern of consistent activity 
throughout the week. On Thursday and Friday, your steps 
were similar, suggesting a routine or commitment on these 
days. Over the weekend, there was a signifcant increase in 
steps, with Sunday being the most active day. This could 
imply that you are using your free time for longer walks or 
more intense activities. The start of the week saw a decrease 
in steps, but still remained higher than Thursday and Friday. 
This suggests that despite the commitments of the working 
week, you are still prioritising physical activity. Wednes-
day’s data indicates a slight decrease in steps compared 
to the beginning of the week. This could be due to various 
factors such as fatigue or changes in daily schedule. Your 
data refects a balance between routine commitments and 
physical activity, with a noticeable increase in steps during 
the weekend. (This quote is automatically generated text.) 

5.4 Participants 
We recruited a total of � = 273 participants through the online 
research recruitment service, Prolifc. The mean age of participants 
was � = 43.16, �� = 12.75. The participant genders were dis-
tributed as follows: 154 participants were female, 117 male, one 
non-binary and one preferred not to disclose their gender. The 
participants resided primarily in the United Kingdom and the ma-

jority of them was actively employed. Detailed demographic data is 

available in the auxiliary material. Each participant received com-

pensation for their involvement at a rate of £9 per hour, with a 
median study completion time of 7 : 22���, according to Prolifc. 
Prior to opening the prolifc study, participants were informed that 
they were required to be adult active users of a ftness tracking 
technology supported by the study platform. Further, we required 
that the participants donated step data from the last seven days 
preceding the day of the study. This way, we assured that study 
participants were familiar with ftness trackers and the data repre-
sented in the study described their real-life activity levels. 

We made several exclusions to ensure data quality and relevance 
from the raw data gathered from Prolifc, which originally featured 
� = 324 participants. In total, we excluded 51 participants due to 
the absence of data and instances where participants did not show 
activity on at least fve out of the seven study days. Such data could 
have resulted in negative feedback, even though we were not able 
to achieve such during prompt piloting. Further participants were 
excluded as they used a device unsupported by the study platform. 
Another group of excluded participants was afected by poor server 
performance of their ftness data provider or the study server. This 
corresponds to a drop out rate of 16%, which is acceptable according 
to standard [45]. These participants were compensated despite their 
data not being used in the study. 

6 ONLINE STUDY RESULTS 
Here, we present the results of the study. First, we report on 

the metric scores. Then, we describe the qualitative results. Our 
study is driven by the question: What are the diferences between 
presenting PI data as standard chart and LLM-generated text in terms 
of supporting refection and user experience? 
6.1 Quantitative Results 
We frst report the quantitative results of our study. We conducted 
one-way ANOVA-type procedures for all the measures in the study. 
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Table 2: Mean values and standard errors for TSRI (General measure of refection) and its subscales (TSRI-I—Insight, TSRI-E— 
Exploration, and TSRI-C—Comparison) across the three conditions along with ANCOVA results. We found a signifcant efect 
for TSRI-C. ∗ denotes a signifcant diference between text and chart in a Tukey HSD test, at � = .03. 

TSRI TSRI-I TSRI-E TSRI-C 

Condition � �� � �� � �� � �� 

text 28.48 7.47 8.00 3.25 11.70 2.36 8.78∗ 3.35 
chart 26.31 7.16 7.60 3.37 11.14 2.68 7.57∗ 2.83 

chart+text 28.24 8.54 8.03 3.65 11.69 2.78 8.51 3.32 

ANCOVA �2,270 = 2.19, � = .11 �2,270 = 0.43, � = .64 �2,270 = 1.40, � = .25 �2,270 = 3.78, � = .03 

Figure 6: TSRI and subscale scores across the three conditions. We found a signifcant efect of condition on TSRI-C (Comparison). 

Diferent exclusion rates across the conditions resulted in an un-
balanced design, yet single-factor ANOVA tests are resistant to 
moderate diferences in the amount of data in cells [43]. When-

ever we report p-values, they are Bonferroni-corrected. We used 
an alpha level of .05 for all statistical tests. The raw data sheet for 
analysis is available in auxiliary material. 

text scored signifcantly higher than chart in terms of compari-
son. We conducted a one-way ANCOVA to investigate the efect of 
data representations on the TSRI score and its subscales, with the 
RRQ score as covariate. The covariate efect was signifcant in all 
cases. We did not fnd a signifcant efect on the overall scale, but a 
signifcant efect for TSRI-C–Comparison was observed. Post-hoc 
comparisons using Tukey HSD showed a signifcant diference in 
TSRI-C for the condition pair text and chart, at � = .03. Table 2 
shows the results of all test and Figure 6 visualises the results. 

text received signifcantly higher focused attention and reward 
scores than chart. Similarly, we analysed the results in terms of 
UES-SF. We conducted one-way ANOVAs to study the efect of the 
data representation presented on UES-SF and its subscales. While 
we did not fnd a signifcant efect on the total scale score, we 
found signifcant efects for the FA and RW subscales as shown 
in Table 3. Post-hoc testing with Tukey HSD showed that there 
were signifcant diferences between text and chart in terms of 
UES-FA and UES-RW, at � = .02 and � = .01, respectively. Figure 7 
illustrates the results. 

6.2 Answers to the Open Question 
Each participant was asked to write at least one sentence about 
their impression of the data representation. Feedback generated in 
this way was then imported into Atlas.ti for qualitative analysis. 
In line with the pragmatic approach discussed by Blandford et 

al. [12], two researchers open-coded the full data set, applying the 
same process as for the pre-study, see Section 4.3. Through iterative 
discussions, we constructed three themes which illustrate how 
the users reacted to the generated ftness feedback: Interpreting 
feedback, Tracking goals, and Comparison. Next, we present the 
three themes, focusing on understanding the inclusion of generated 
text in the data representation. We illustrate our fndings with 
quotes from the data combined with the respective conditions to 
which the participants were subjected in brackets. The full set of 
comments is available in the auxiliary material. 

6.2.1 Interpreting Feedback. Participants communicated how they 
interpreted the diferent forms of feedback presented in the study. 
In terms of sensemaking, the participants primarily discussed the 
recognition of patterns and how external factors infuenced their ac-
tivity. They reported that the narratives assisted users in identifying 
trends or unusual occurrences: 

[I have been] More inconsistent than I thought, (...), I just 
try and do the 11,000 [steps] a day and that’s it really, it’s 
not a life changing thing if I fail, but I generally hit target. 
(text) 

Often, participants noticed that the system did not have access to 
enough contextual information to ofer a reasonable interpretation 
of the data. Participants who were afected by temporary medical 
conditions often found step data less meaningful, rendering the 
feedback less appropriate for them: 

Unfortunately I have recently fractured a bone so I am lim-
ited in the amount I can do. When in good health I am 
obsessed with the number of steps I do and so the results 
would have been very interesting. (text) 

Other participants expected that the feedback would include 
more specifc information about their activity. Experienced users of 

https://Atlas.ti
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Table 3: Mean values and standard errors for User Enaggement Scale—Short Form (UES-SF) and its subscales (UES-AE—Aesthetic 
Appeal, UES-FA—Focused Attention, UES-RW—Reward, and UES-PU—Perceived Usability) for the three conditions. ANOVA 
results are shown in the last row. ∗ shows signifcant pairwise comparisons between text and chart at � < .05. 

UES-SF UES-AE UES-FA UES-RW UES-PU 

Condition � �� � �� � �� � �� � �� 

text 13.55 2.63 3.04 0.92 2.38∗ 0.99 3.64∗ 1.00 4.49 0.67 
chart 12.83 2.68 3.12 0.97 2.01∗ 0.85 3.26∗ 1.05 4.45 0.65 

chart+text 13.28 2.76 3.08 0.96 2.22 0.95 3.45 1.07 4.53 0.62 

ANOVA �2,270 = 1.68, � = .19 �2,270 = 0.15, � = .87 �2,270 = 3.69, � = .02 �2,270 = 3.16, � = .04 �2,270 = 0.36, � = .70 

Figure 7: UES-SF and subscale scores in the three conditions. Signifcant efects were found for UES-FA (Focused Attention) and 
UES-RW (Reward). 

ftness tracking often expected an analysis that would go beyond 
the scope of the data gathered by their tracker beyond the scope of 
what was used in the study: 

It did not seem to take into account other data that day, so 
whilst my Thursday was a lower step count it had over 90 
minutes rowing. All that I saw could have been obtained 
from my Garmin app however having further insights would 
make it useful. (chart+text) 

A few participants questioned the accuracy of the data, indicating 
a potential trust issue with AI-generated narratives or the data 
source itself. Some users supposed that there might have been 
technical issues: 

I don’t think the data presented was real/accurate. I have 
achieved 10,000 steps most days in the last week. (chart) 

6.2.2 Tracking Goals. This theme describes how participants re-
lated the presented feedback to their goals. Despite our prompt not 
mentioning goals, users would still relate the presented feedback 
to their step targets. Many participants found that the generated 

narratives provided them with insights into their activity habits 
and triggered refection on their goals: 

I love how it knew exactly how something could have caused 
me not to hit my targets. That’s mind blowing! I want to use 
this every day. (text) 

Some participants reported that the feedback made them think 
more critically about their activity patterns and prompted them to 
set actionable goals. One participant discussed how they altered 
between reaching and failing to reach ftness goals on diferent 
days: 

The data showed me that although I sometimes hit my step 
goal, there are many days where I do not. This caused me 
to think about days where I do vs. don’t hit my steps and 
what I could do to hit that goal every day. (chart+text) 

For some users, the visualisation combined with the text prompted 
a realisation about their activity trends, fostering a renewed sense 
of commitment to their goals. This participant expressed surprise 
at the fact that they did not meet their goal, despite the feedback 
not featuring goals: 
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Honestly quite shocked I hadn’t achieved my step count on 
most of the days this week. It’s interesting seeing the data 
presented like this and any patterns that have developed. 
(chart+text) 

6.2.3 Comparison. Here, we describe how participants reported 
comparing their activity levels featured in the data representation 
to diferent reference points. Participants found value in the text 
presentation format, particularly in how it aided their comparison 
across the diferent days. Many reported that they perceived an 
ease of understanding: 

It was nicely presented, easy to see and understand. I could 
observe how daily targets were met and then compare the 
results with what I did those days. (chart+text) 

However, some participants, who already had established tools 
or methods for viewing and interpreting their data, were disap-
pointed with the limited depth of the feedback. They entertained 
the idea of the feedback being part of a larger tracking ecology with 
personalised data curation practices: 

It was a diferent way to view the data, although Garmin is 
very good at showing my stats and I also export it to Google 
and look at trends there too (text) 

Another recurring topic was relating the presented feedback to 
routines in order to compare the activity levels on diferent days. 
In a comparative mindset, participants drew connections between 
their activity levels and regular routines. Working from home was 
often mentioned as afecting daily step counts: 

I can see that working from home and a busy weekday 
impacts my activity level. It was clear that I’m more active 
on the weekend. (chart+text) 

7 DISCUSSION 
Here, we contextualise the results of our study and outline how 
they inform the design of future PI systems. We further discuss the 
implications of the possible use of AI-generated narratives in PI and 
consider the limitations of our work. By juxtaposing open question 
comments with quantitative metrics, we aim to understand the 
user experience of the diferent data representations. Further, we 
present recommendations for future PI systems based on reading 
our results through related work. 

7.1 Attention Captivation by Text Descriptions 
Our fndings indicate that text descriptions capture the attention of 
users, as demonstrated by the UES-FA scores. Such narrative forms 
can be instrumental in guiding users’ focus towards specifc aspects 
of personal informatics, potentially fostering refection cf. [23]. 
However, it is worth noting the potential infuence of a novelty 
efect and how such attention direction will be afected by the tone 
of the narrative. Our analysis showed no signifcant performance 
diference between text and text+chart. There may be a potential 
novelty efect, where users might be primed to prioritise text over 
charts in combined formats. Further research is needed to explore 
how this potential novelty efect infuences the interaction between 
text and visuals in user engagement. Our fndings confrm past 
results that directing attention to oneself in PI is possible through 
engaging in a narrative [56]. We extend past fndings by showing 

that such a narrative can be automatically generated. In particular, 
our data suggests an increase in user engagement metrics when 
data representations are personalised and dynamic, suggesting that 
the efectiveness of these narratives is closely tied to their relevance 
and adaptability to individual user profles. 

Recommendation for future systems: Future systems might 
leverage AI-generated text to direct attention towards certain met-

rics or areas, but they should be mindful of the diminishing efects 
over time and consider periodically updating or varying the narra-
tive content to maintain user interest. Future work should focus on 
creating personalised narratives. 

7.2 Text and the Comparative Mindset 
The narrative style used in our study seems to stimulate a compara-

tive mindset in users, as evident from the TSRI-C scores we obtained 
and qualitative feedback (comparison). While this might enhance a 
refective stance, it also poses risks of fostering competitiveness or 
negative thought cycles, similarly to visual approaches [46]. While 
comparison is often necessary for the sensemaking process to fully 
understand personal informatics data [28] and can foster positive so-
cial interactions [53, 66], excessive comparison can foster an overly 
critical mindset [38] or competition [55]. This is particularly rele-
vant for inclusive PI systems as only a part of PI users is motivated 
by competition [33] and some users prefer a tracking experience 
without goals or comparisons [48]. Focusing on comparison may 
also lead to a negative experience for underrepresented groups of 
users [64]. For future research in PI, our work shows that using text 
feedback is afected by the same potential negative efects as using 
visuals. Recommendation for future systems: Systems aiming 
to employ narratives should ensure that comparisons are contex-
tualised, potentially by providing benchmarks or by promoting 
positive and constructive comparative metrics rather than purely 
competitive ones. Thus, similarly to our system, future PI solutions 
that use generated text must avoid setting a solely comparative 
mindset. 

7.3 Text for Focusing on Analysis and Reward 
Our work provided results which suggest that the textual descrip-
tions contribute to an enriched atmosphere of analysis, making 
the overall user experience rewarding, as captured by the UES-RW. 
This implies that AI-generated narratives have the potential to not 
just present data but also create an experience focused on analy-
sis and sensemaking. The UES-RW scores indicate that the users 
perceived the text condition as worth their time. In our study, we 
explicitly ensured that textual feedback did not feature numbers, 
sacrifcing accuracy for richness of description in order to focus on 
the qualitative experience of PI. This is in line with work by Niess 
and Wozniak [47] which showed how most users frame their ftness 
goal qualitatively. Thus, rich textual descriptions can contribute 
to an experience of meaning in PI [47]. As we observed in inter-
preting feedback, some users are likely to ascribe interpretive 
power to textual feedback, expecting information beyond what is 
possible in conventional trackers. This implies that the boundary 
between measurement and interpretation, already present in cur-
rent systems [8], where some metrics are sensor measurements and 
some are algorithmic predictions will be even harder to navigate. 
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Designers of future PI systems will be faced with the requirement 
to transparently communicate how rich feedback is generated and 
how precise it is. 

Recommendation for future systems: AI narratives in PI 
can be used to enhance engagement, but there is a need to inform 
the user on how the narratives relate to their PI data. Through 
generated text, PI systems can ofer a qualitative experience which 
supports qualitative goals at the potential cost of accuracy. 

7.4 Text as a Complementary Tool 
Both our interviews and online study underscore the idea that text 
should not operate as the sole data representation medium. As we 
did not observe diferences between the text and text+chart con-
ditions, further research is needed to explore the interplay of using 
multiple data representations simultaneously. Instead, narratives 
should ideally supplement visuals, which have been shown to be 
particularly efective when the primary design objective is to guide 
users’ attention [25]. Our data suggest that users are accustomed 
to the standard commercial data representations and charts are 
likely to continue being the main communication form of personal 
informatics [28]. Yet, our results show that a single interaction with 
generated text can ofer tangible benefts. Past work has shown 
that the data representations with which users engage undergo 
constant evolution, which facilitates a constant change of perspec-
tive [7]. Results in interpreting feedback show that generated 
text sets a lens that may make users notice particular facts or pat-
terns. While past work has shown that this is possible with brief 
pre-scripted text [15], our results illustrate that the strategy is also 
efective for richer text descriptions. Consequently, automatically 
generated text can be one more efective tool in the PI toolbox. 
Recommendation for future systems: Hybrid interfaces that 
seamlessly integrate both visual and narrative elements, allowing 
users to switch or combine views based on their preference, can 
enhance user comprehension and engagement in PI. Narratives 
can be used to ofer alternative perspectives and draw attention to 
particular data points, which is a desired PI experience. 

7.5 Challenges with Text Generation 
Here, we refect on the design process of the tool used in this pa-
per. The process of text generation, while promising, is fraught 
with both practical and ethical challenges. As gleaned from our 
interviews (role of AI), there is a pressing need to address these 
concerns to ensure that the generated narratives are not just efec-
tive but also ethically sound. A key issue that emerges from our 
work is preventing the LLM from generating data representations 
which could potentially trigger negative reactions in users, i.e. limit 
the possibility of inducing rumination [19, 46]. In our study, we 
assured that negative framing [29] was not used by following a 
specifc prompt design. Looking at the narratives generated in the 
study, we created feedback that was potentially incorrect, but never 
negative. Yet, this design necessitated that the text produced was 
highly abstract, which may be detrimental to the PI experience, 
cf. abstraction. Further, applications of LLMs in PI are currently 
afected by concerns similar to applying them in health [32]: the 
models have a tendency to hallucinate due to a lack of relevant 
world knowledge [70]. Counterfactual feedback could induce a 

highly negative experience of PI. This appears to be particularly 
challenging as our work shows that text can create a sense of re-
ward (UES-RW). As users appear to value such feedback, it remains 
a design challenge to assure its high quality. Recommendation 
for future systems: Engaging with ethical AI guidelines and pos-
sibly integrating user feedback loops to refne and correct narrative 
outputs can enhance the trustworthiness and efectiveness of the 
generated text. When designing for health interventions, which is 
not the goal in this paper, it is crucial to limit the scope of the LLM 
and introduce strict means of mitigating possible harm. 

7.6 Ways Forward 
The exploration of AI-generated narratives in the realm of personal 
informatics opens numerous possibilities. One promising avenue is 
the enhancement of system interactivity, remembering that most 
LLMs, including the one used in our study, are designed to support 
conversations. By enabling users to question and interact with the 
generated text, there is potential for deeper, more personalised 
feedback. Such an interactive feature would make the data more 
engaging and dynamic, allowing users to delve into specifc areas 
of interest and additionally provide more information on their 
personal motivation, goals and preferences. This additional context 
information for the LLM could address the limitations pointed out 
in the interviews (Abstraction and Scope of Feedback). Past 
work has shown that users desire a certain level of abstraction in 
how they view their data [47], which LLMs can provide. Designers, 
however, must be weary to balance abstraction and accuracy. 

Conversations with AI models are afected by explainability 
issues [35]. Our work provides initial empirical evidence that an 
LLM-powered conversation about one’s own data could beneft 
PI systems. Yet, our experience from this work indicates that this 
comes with a number of caveats. First, such a solution would make 
PI systems resemble health-oriented chatbots, which, arguably, 
enjoyed limited success in practice and research [1]. Alternatively, 
the LLM could assume the role of a coach, as suggested by earlier 
research [11], yet this would be in opposition to the need to avoid 
patronising, as seen in our interviews. Second, we note in the initial 
stages of our prompt design, the GPT-4 model was inclined towards 
providing feedback focused on performance, resembling narratives 
typical of persuasive technology. We needed to explicitly contain 
this in the prompt used in our study. While these problems may be 
specifc to the training set of that model, there is a probability that 
general LLMs show an inclination towards persuasion. Thus, using 
AI-generated narratives may involve the designer of the PI system 
in a number of issues for which persuasive technology has been 
criticised in the HCI community [69]. Consequently, it remains an 
open question if and how providing more context to or involving 
the user in a dialogue with an LLM can beneft the PI experience. 

Furthermore, LLMs appear to be a promising tool to support 
sensemaking across metrics. As our study constituted the frst, to 
our knowledge, exploration of using LLMs with ftness data, we fo-
cused on a single metric. Yet, future systems should build narratives 
based on a broad spectrum of user-specifc data points. This notion 
is key in our current understanding of PI—diverse data sources 
form the bedrock of refection [22, 37, 47]. In our exploration, tai-
loring content around user-specifc information based on tracker 
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data surfaced as a potential enhancement. The move towards a 
more individualised narrative could be paramount in bridging the 
gap between raw data and actionable insights [41]. However, such 
perspectives are also afected by potential challenges. Personalising 
feedback also introduces a myriad of ethical concerns around data 
privacy and potential biases in AI interpretations [16, 31]. Cou-
pling this with the integration of personal goals and the complexity 
of goal setting (which appears to be unavoidable; see tracking 
goals) within the AI narratives can add another layer of complex-

ity, cf [2, 47]. As a result, PI systems may generate feedback that is 
signifcantly beyond the control of the designer. Alternatively, it 
may expose the PI design space to potentially unethical parties by 
facilitating and driving users towards a particular, prescriptive way 
to interpret data. 

The choice of using an LLM over scripted text in personal in-
formatics systems ofers new potential due to LLMs’ adaptability 
and ability to generate novel content. Scripted text, while consis-
tent, can quickly become repetitive and lose its appeal, leading to 
reduced user engagement over time. In contrast, LLMs ofer dy-
namic and evolving narratives that can adapt to changing user data, 
interactions, and contexts, continually introducing fresh elements 
of interest. This capability to perpetually generate new narrative 
content helps maintain user interest and engagement. Yet, in our 
study, we cannot separate the novelty efect of the content of the 
narrative and the text modality per se. While we show that LLM-

generated text ofers new potential for PI, future research should 
study its optimal use. 

Finally, we note that our results suggest that text may be simply 
used as an extension for conventional visual representations. How-
ever, we note that this may also generate additional complexity. The 
juxtaposition of AI-generated narratives with traditional visuals 
creates new challenges for the interface as it will need to be more 
complex. With new LLM-based tools, e.g. Whoop Coach, appearing 
on the consumer market, we will need to understand how narra-
tives become part of a larger ecology of data representations in PI. 
To strike the right balance between data representations, designers 
will need to consider cognitive load, coherence, and potential biases 
that each representation might introduce. Thus, given that our work 
suggests that AI-generated narratives can enhance PI experiences, 
it is a challenge for HCI to fnd the right place for narratives in PI 
interfaces. 

7.7 Limitations 
We note that this initial exploration of using LLMs to enhance PI 
experiences is prone to certain limitations. First, our study was 
exclusively conducted online. Physical contexts, such as real-world 
environmental settings and the dynamics of face-to-face interac-
tions, might infuence users’ perceptions of PI as shown in many 
studies of physical artefacts for tracker data, e.g. [59]. Further, we 
faced technological limitations, as certain popular ftness track-
ers like the Apple Watch, Samsung and Huawei devices were not 
supported. This exclusion might have skewed our participant de-
mographic to users of specifc platforms, potentially not capturing 
the entirety of personal informatics users’ experiences and insights. 

Another inherent limitation revolves around the actual usage of 
ftness trackers. The varied rates at which participants wore their 

trackers on diferent days might infuence the data’s reliability. This 
variability can be attributed to several factors, including battery 
life, daily routines, or simply forgetfulness [65]. While we only 
included participants who recorded steps in at least fve of the 
last seven days, we had no control over tracker usage patterns 
during those days. We see this challenge as inherent to studies 
in PI, which use real-life data. Our sample size is likely to have 
compensated for such an efect. Another limitation pertains to 
the scales which we used for gauging participant engagement and 
refection. Behavioural measures, such as eye-tracking, might have 
ofered diferent insights. However, the completion times observed 
on Prolifc do provide an indication that participants review the 
content with care. Lastly, our use of GPT-4 introduces its own set of 
challenges. As with any language model, GPT-4 possesses inherent 
biases and limitations. The opaque nature of these models implies 
that we cannot have full control over their outputs or ensure exact 
replication in future studies. Since the conclusion of our study, GPT 
has been updated and its output may change. Newer versions of the 
model feature a ’seed’ parameter which increases replicability [3]. 
Furthermore, fne-tuning an LLM allows designing a task-specifc 
adaptation to improve the performance in a certain domain. We 
theorise that a fne-tuned model would have been more efective 
than the solution presented in this paper. The OpenAI API now 
allows fne-tuning, but only for the older GPT-3.5 Turbo model [52]. 
Yet, both of these features were not available at the time of the study. 
Our work shows the potential benefts of text-based narratives in 
PI. These benefts are likely to be more profound as better models 
for narrating PI are developed. Long-term use of such systems will 
most likely require PI-specifc personalised models where feedback 
evolves over time in a way specifc to individual users. We note 
that our results are partly dependent upon the specifcs of this 
version of the model. Future work can address this by building 
more specialised models, designed for generating data narratives. 

Further, we acknowledge that our study is embedded in HCI 
work on PI, which primarily targets WEIRD (Western, Educated, 
Industrialised, Rich, and Democratic [64]) participants. Thus our 
study is also afected by cultural bias, especially as Prolifc samples 
also exhibit WEIRD bias [40]. Similarly, most of the participants 
recruited for our interview study possessed or studied towards 
a university degree. We acknowledge that our insights may be 
relevant only to users from Western cultures, who can aford PI 
devices. We make the anonymised demographic data for the survey 
available to contribute to the discourse on how to build PI systems 
for a broader range of users. 

8 CONCLUSION 
In this work, we explored how LLM-generated qualitative descrip-
tions infuenced the manner in which users engaged with their 
ftness data. To this end, we conducted an interview pre-study and 
an online experiment, which used real-life ftness tracker data. The 
textual presentation augmented the levels of comparison-based re-
fection among participants. Further, presenting ftness data as text 
captured users’ attention more efectively and made the interaction 
more rewarding for participants. Our results show the potential of 
integrating AI-driven narratives to bolster user engagement with 
personal informatics tools. Based on our fndings, we recommend 



Narrating Fitness CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

that personal informatics systems utilise LLM-generated narratives 
to direct and sustain user attention, ensure comparisons are pre-
sented in a positive manner, enrich the user experience with a blend 
of visual and textual representations, and approach text genera-
tion with an emphasis on ethical considerations. We hope that our 
work inspires future research about how narrative-driven methods 
can contribute to building better PI systems which beneft user 
wellbeing. 
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