2009.07016v1 [math.OA] 15 Sep 2020

arXiv

QUANTUM NO-SIGNALLING CORRELATIONS AND

9.

NON-LOCAL GAMES

IVAN G. TODOROV AND LYUDMILA TUROWSKA

ABSTRACT. We introduce and examine three subclasses of the family
of quantum no-signalling (QNS) correlations introduced by Duan and
Winter: quantum commuting, quantum and local. We formalise the no-
tion of a universal TRO of a block operator isometry, define an operator
system, universal for stochastic operator matrices, and realise it as a quo-
tient of a matrix algebra. We describe the classes of QNS correlations in
terms of states on the tensor products of two copies of the universal op-
erator system, and specialise the correlation classes and their represen-
tations to classical-to-quantum correlations. We study various quantum
versions of synchronous no-signalling correlations and show that they
possess invariance properties for suitable sets of states. We introduce
quantum non-local games as a generalisation of non-local games. We
define the operation of quantum game composition and show that the
perfect strategies belonging to a certain class are closed under channel
composition. We specialise to the case of graph colourings, where we ex-
hibit quantum versions of the orthogonal rank of a graph as the optimal
output dimension for which perfect classical-to-quantum strategies of
the graph colouring game exist, as well as to non-commutative graph ho-
momorphisms, where we identify quantum versions of non-commutative
graph homomorphisms introduced by Stahlke.
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1. INTRODUCTION

Non-local games [I8] have in the past decade acquired significant promi-
nence, demonstrating both the power and limitations of quantum entangle-
ment. These are cooperative games, played by two players, Alice and Bob,
against a verifier, in each round of which the verifier feeds in as an input
a pair (z,y), selected from the cartesian product X x Y of two finite sets,
and the players produce as an output a pair (a,b) from a cartesian product
A x B. The combinations (z,y,a,b) that yield a win are determined by
a predicate function A : X XY x A x B — {0,1}. A probabilistic strat-
egy is a family p = {(p(a, b|z,y)) (@ p)eaxn : (r,y) € X x Y} of probability
distributions, one for each input pair (x,y), where the value p(a, b|x,y) de-
notes the probability that the players spit out the output (a,b) given they
have received the input (z,y). Such families p are in addition required to
satisfy a no-signalling condition, which ensures no communication between
the players takes place during the course of the game, and are hence called
no-signalling (NS) correlations.

In pseudo-telepathy games [10], no deterministic perfect (that is, win-
ning) strategies exist, while shared entanglement can produce perfect quan-
tum strategies. Such strategies consist of two parts: a unit vector £ in the
tensor product Hy ® Hp of two finite dimensional Hilbert spaces (repre-
senting the joint physical system of the players), and local measurement
operators (Ey )z,q (for Alice) and (Fy )y (for Bob), leading to the proba-
bilities p(a, b|z,y) = (Ez.q ® F, ), €). Employing the commuting model of
Quantum Mechanics leads, on the other hand, to the broader set of quantum
commuting strategies, whose underlying no-signalling correlations arise from
mutually commuting measurement operators (that is, E, .Fyp = FypEr.q)
acting on a single Hilbert space. This viewpoint leads to the following chain
of classes of no-signalling correlations:

(1.1) Cloc € Cq C Cqa C Coe C Cus.

The class Cqa of approximately quantum correlations is the closure of the
quantum class Cq — known, due to the work of Slofstra [70] (see also [22]) to
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be strictly larger than C; — and C, is the class of all no-signalling correla-
tions, playing a fundamental role in generalised probabilistic theories [3] [4].
The long-standing question of whether Cy, coincides with the class Cqyc of
all quantum commuting correlations, known as Tsirelson’s problem, was re-
cently settled in the negative in [37]. Due to the works [38] and [56], this
also resolved the fundamental Connes Embedding Problem [65].

In this paper, we propose a quantisation of the chain of inclusions ().
Our motivation is two-fold. Firstly, the resolution of the Connes Embedding
Problem in [37] follows complexity theory routes, and it remains of great
interest if an operator algebraic approach is within reach. The classes of
correlations we introduce are wider and hence may offer more flexibility in
looking for counterexamples.

Our second source of motivation is the development of non-local games
with quantum inputs and quantum outputs. A number of versions of quan-
tum games have already been examined. In [I9], the authors studied the
computability and the parallel repetition behaviour of the entangled value
of a rank one quantum game, where the players receive quantum inputs
from the verifier, but a measurement is taken against a rank one projection
to determine the likelihood of winning. In [30], the focus is on multiple
round quantum strategies that are available to players with quantum mem-
ory, while the quantum-classical and extended non-local games considered
in [67] both have classical outputs (see also [14]). Here, we propose a frame-
work for quantum-to-quantum non-local games, which generalises directly
(classical) non-local games. This allows us to define a quantum version
of the graph homomorphism game (see [22] 51} [52] 62]), and leads to no-
tions of quantum homomorphisms between (the widely studied at present
I8, [7, 201 2T, [46], [71]) non-commutative graphs.

Our starting point is the definition of quantum no-signalling correlations
given by Duan and Winter in [21]. Note that no-signalling (NS) correlations
correspond precisely to (bipartite) classical information channels from X x
Y to A x B with well-defined marginals. In [2I], quantum no-signalling
(QNS) correlations are thus defined as quantum channels Mx .y — Maxp
(here My denotes the space of all Z x Z complex matrices) whose marginal
channels are well-defined. In Section M, we define the quantum versions of
the classes in ([[LT]), arriving at an analogous chain

(12) Qloc c Qq c Qqa c Qqc c Qns-

The base for our definitions is a quantisation of positive operator valued
measures, which we develop in Section Bl The stochastic operator matrices
defined therein replace the families (E; 4)zecx,qc4 of measurement operators
that play a crucial role in the definitions of the classical classes (LI). In
Section [0l we define a universal operator system 7Tx, 4, whose concrete repre-
sentations on Hilbert spaces are precisely determined by stochastic operator
matrices. Our route passes through the definition of a universal ternary
ring of operators Vx 4 of a given A x X-block operator isometry, which is a
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generalisation of the Brown algebra of a unitary matrix [I1] (see also [29]).
We describe Tx 4 as a quotient of a full matrix algebra (Corollary [5.6); this
is a quantum version of a previous known result in the classical case [26].
We show that any such quotient possesses the local lifting property [43].
This unifies a number of results in the literature, implying in particular [35,
Theorem 4.9].

In Section [l we provide operator theoretic descriptions of the classes
Qloc, Qga, Qqc and Qy, establishing a perfect correspondence between the
elements of these classes and states on operator system tensor products. We
see that, similarly to the case of classical NS correlations [49], each QNS
correlation of the class Qg arises from a state on the commuting tensor
product Tx, 4 ®. Ty,p, and that similar descriptions hold for the rest of the
aforementioned classes. Along with the hierarchy (LZ), we introduce an
intermediate chain

(13) CQIOC - CQq - CQqa - CQqC - CQnsa

lying between (L)) and (L2)), whose terms are classes of classical-to-quantum
no-signalling (CQNS) correlations. We define their universal operator sys-
tem, and provide analogous characterisations in terms of states on its tensor
products; this is achieved in Section[7l In Section [§, we point out the canon-
ical surjections Qy — CQyx — Cx (where x denotes any specific correlation
class from the set {loc, q, qa, qc,ns}). Combined with the separation results
at each term, known for (ILT]), this implies that the inclusions in (2] and
(L3) are proper.

The class Qo at the ground level of the chain (2] is in fact well-
known: its elements are precisely the local operations and shared random-
ness (LOSR) channels (see e.g. [73, p. 358]). Thus, the channels from Qg
can be thought of as entanglement assisted LOSR transformations, and a
similar interpretation can be adopted for the higher terms of (L2)).

The notion of a synchronous NS correlation [61] is of crucial importance
when correlations are employed as strategies of non-local games. Here, we
assume that X =Y and A = B. These correlations were characterised in
[61] as arising from traces on a universal C*-algebra Ax 4 — the free prod-
uct of | X| copies of the |A|-dimensional abelian C*-algebra. In Section [9]
we propose two quantum versions of synchronicity. Fair correlations are
defined in operational terms, but display a lower level of relevance than tra-
cial correlations, which are defined operator algebraically, via traces on the
universal C*-algebra of a stochastic operator matrix. Tracial QNS correla-
tions are closely related to factorisable channels [I] which have been used to
produce counterexamples to the asymptotic Birkhoff conjecture [31]. More
precisely, if one restricts attention to QNS correlations that arise from the
Brown algebra as opposed to the ternary ring of operators Vx 4, then the
tracial QNS correlations are precisely the couplings of a pair of factorisable
channels with equal terms.
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Restricted to CQNS and NS correlations, traciality produces classes of
correlations that strictly contain synchronous NS correlations. The differ-
ence between synchronous and tracial NS correlations can be heuristically
compared to that between projection and positive operator valued measures.
The operational significance of tracial QNS, tracial CQNS and tracial NS
correlations arises from the preservation of appropriate classes of states,
which quantise the symmetry possessed by the classical pure states sup-
ported on the diagonal of a matrix algebra. The ground class, of locally
reciprocal states, turns out to be a twisted version of de Finetti states [17].
Thus, the higher classes of quantum reciprocal and C*-reciprocal states can
be thought of as an entanglement assisted and a commuting model version,
respectively, of de Finetti states.

In Section [0, we point out how QNS and CQNS correlations can be
used as strategies for quantum-to-quantum and classical-to-quantum non-
local games. This is not an exhaustive treatment, and is rather intended to
summarise several directions and provide a general context that we hope to
investigate subsequently. In Subsection [[0.1], we show that, when compared
to NS correlations, CQNS correlations provide a significant advantage in
the graph colouring game [15]. Employing the CQNS classes, we define new
versions of quantum chromatic numbers of a classical graph G. The class
CQjoc yields the well-known orthogonal rank {(G) of G [68]; thus, the chro-
matic numbers {,(G) and {qc(G), arising from CQq and CQqc, respectively,
can be thought of as entanglement assisted and commuting model versions
of this classical graph parameter. We show that {..(G) does not degenerate,
in that it is always lower bounded by /d/6(G), where d is the number of
vertices of G and 6(G) is its Lovasz number.

In Subsection [I0.2] we define a non-commutative version of the graph ho-
momorphism game [51]. We show that its perfect strategies from the class
Oloc correspond precisely to non-commutative graph homomorphisms in the
sense of Stahlke [7I]. Thus, the perfect strategies from the larger classes
in (L2 can be thought of as quantum non-commutative graph homomor-
phisms. We note that special cases have been previously considered in 8] and
[55]. The treatment in the latter papers was restricted to non-commutative
graph isomorphisms, and the suggested approach was operator-algebraic.
We remedy this by suggesting, up to our knowledge, the first operational
approach to non-commutative graph homomorphisms, thus aligning the non-
commutative case with the case of quantum homomorphisms between clas-
sical graphs [51].

Finally, in Subsection [[0.3] we introduce a quantum version of non-local
games that contains as a special case the games considered in the previous
subsections. To this end, we view the rule predicate as a map between the
projection lattices of algebras of diagonal matrices. We define game composi-
tion, show that the perfect strategies from a fixed class x € {loc, q,qa,qc,ns}
are closed under channel composition, and prove that channel composition
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preserves traciality. Some of these results extend results previously proved
in [57] in the case of classical no-signalling strategies.

2. PRELIMINARIES

All inner products appearing in the paper will be assumed linear in the
first variable. Let H be a Hilbert space. We denote by B(H) the space
of all bounded linear operators on H and often write L(H) if H is finite
dimensional. If &, € H, we write £n* for the rank one operator given by
En*)(C) = (¢,m)&. In addition to inner products, (-,-) will denote bilinear
dualities between a vector space and its dual. We write B(H)" for the
cone of positive operators in B(H ), denote by 7 (H) its ideal of trace class
operators, and by Tr — the trace functional on T (H).

An operator system is a self-adjoint subspace S of B(H) for some Hilbert
space H, containing the identity operator Iry. The linear space M, (S) of
all n by n matrices with entries in S can be canonically identified with a
subspace of B(H™), where H™ is the direct sum of n-copies of H; we set
M, (8)T = M,(S) N B(H")*" and write S}, for the real vector space of all
hermitian elements of S. If K is a Hilbert space, 7 C B(K) is an operator
system and ¢ : S — T is a linear map, we let ¢ : M, (S) — M, (T) be
the (linear) map given by ¢(™ ((2;;)i;) = (¢(2i;))i;. The map ¢ is called
positive (resp. unital) if ¢(ST) C T (resp. ¢(Ig) = Ix), and completely
positive if ¢(™ is positive for every n € N. We call ¢ a complete order
embedding if it is injective and ¢_1|¢( s) : #(S) — S is completely positive;
we write S Ceoi. 7. We note that C is an operator system in a canonical
way; a state of S is a unital positive (linear) map ¢ : S — C. We denote
by S(S) the (convex) set of all states of S. We note that every operator
system is an operator space in a canonical fashion, and denote by S? the
dual Banach space of S, equipped with its canonical matrix order structure.
Operator systems can be described abstractly via a set of axioms [58]; we
refer the reader to [23], [58] and [64] for details and for further background
on operator space theory.

We denote by | X| the cardinality of a finite set X, let HX = @,cxH and
denote by Mx the space of all complex matrices of size | X | x | X|; we identify
My with £(C¥) and write Ix = Icx. For n € N, we set [n] = {1,...,n}
and M, = M[n]. We write (e;)zex for the canonical orthonormal basis of
CX, denote by Dy the subalgebra of My of all diagonal, with respect to
the basis (e;)zex, matrices, and let Ax : Mx — Dx be the corresponding
conditional expectation.

When w is a linear functional on My, we often write w = wx. The
canonical complete order isomorphism from My onto M}i( maps an element
w € Mx to the linear functional f, : Mx — C given by f,(T) = Tr(Tw")
(here, and in the sequel, w' denotes the transpose of w in the canonical
basis); see e.g. [63, Theorem 6.2]. We will thus consider My as self-dual
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space with pairing

(2.1) (p.w) = (pyw) = Tr(pu).

On the other hand, note that the Banach space predual B(H ), can be canon-
ically identified with 7 (H); every normal functional ¢ : B(H) — C thus
corresponds to a (unique) operator Sy € T (H) such that ¢(T") = Tr(T'Sy),
T € B(H). In the case where X is a fixed finite set (which will sometimes
come in the form of a direct product), we will use a mixture of the two
dualities just discussed: if w,p € My, S € T(H) and T € B(H), it will be
convenient to continue writing

(p@T,w®S) =Tr(pw") Tr(TS).

If X and Y are finite sets, we identify Mx ® My with Mx«y and write
Mxy in its place. Similarly, we set Dxy = Dx ® Dy. Here, and in the
sequel, we use the symbol ® to denote the algebraic tensor product of vector
spaces. For an element wy € Mx and a Hilbert space H, we let L, :
Mx ® B(H) — B(H) be the linear map given by L, (S ® T) = (S,wx)T.
If H=CY and wy € My, we thus have linear maps L,y : Mxy — My and
L, : Mxy — Mx; note that

(Luy (R), py) = (R,wx ® py), R€ Mxy,py € My,

and a similar formula holds for L. We let Tryx : Mxy — My (resp. Try :
Mxy — Mx) be the partial trace, that is, Trx = Ly, (resp. Try = Ly, ).

Let X and A be finite sets. A classical information channel from X to A
is a positive trace preserving linear map N : Dx — Dy4. It is clear that if
N :Dx — Dy is a classical channel then p(-|z) := N (ezek) is a probability
distribution over A, and that A is completely determined by the family
{(p(alz))eea : @ € X}.

A quantum channel from My into M, is a completely positive trace
preserving map ® : Mx — My; such a ® will be called (X, A)-classical if
®=A 0Po0Ax. A classical channel N : Dx — D4 gives rise to a (X, A)-
classical (quantum) channel ®5 : Mx — My by letting ®pr = N o Ax.
Conversely, a quantum channel ® : My — M, induces a classical channel
N3 : Dx — Dy by letting Ng = Ay 0 @|p,. Note that Ng,, =N for every
classical channel N.

Let X,Y, A and B be finite sets. A quantum correlation over (X,Y, A, B)
(or simply a quantum correlation if the sets are understood from the context)
is a quantum channel I : Mxy — Map. Such a I' is called a quantum no-
signalling (QNS) correlation [21] if

(2.2) Tr Al'(px ® py) =0 whenever Tr(px) =0
and

(2.3) Tr pI'(px ® py) = 0 whenever Tr(py) = 0.
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We denote by O, the set of all QNS correlations; it is clear that O, is a
closed convex subset of the cone CP(Mxy, Map) of all completely positive
maps from Mxy into Mapg.

Remark 2.1. A quantum channel I' : Mxy — Map is a QNS correlation
if and only if
Tr oT(p') =0 and Trl'(p”) =0

provided p’, p” € Mxy are such that Tr xp' = 0 and Tryp” = 0. Indeed,
suppose that I" is a QNS correlation and p’ € Mxy, Tr xp' = 0. Writing

/ / / _
o= Zx’w,%y, Pip g1y €2€ar @ €y€yr, We have that Y osex Prwyy =0 for all
y,y €Y. Thus Tr (erX Ol . y y,exe;;) =0, and hence

TrAF((memyy’e:E >®ey ):07 yayley

zeX

Since Tregel, = 0,4/, we also have TryI'(egel, ® eye; ) =0if x # 2/, for
all y,y' € Y. Tt follows that Tra T'(p") = 0. The Second property is verified
similarly, while the converse direction of the statement is trivial.

A classical correlation over (X,Y, A, B) is a family

p={(p(a,0z,9)@peaxn : (z,y) € X x Y},

where (p(a, b|7,y))(apeaxp 18 a probability distribution for each (z,y) €
X xY; classical correlations p thus correspond precisely to classical channels
N, : Dxy — Dap. A classical no-signalling correlation (or simply a no-
signalling (NS) correlation) is a correlation p = ((p(a,b|z,y))ap)z,y that
satisfies the conditions

24) ) pla,blry) =Y pabla'y), @2’ € X,yeY,beB,

a’'€eA a’ €A

and

25) Yo plabt|ry) =Y plably), zeXyy eYacA
veB veB

We denote by C,s the set of all NS correlations and identify its elements
with classical channels from Dxy to Dap. Given a classical correlation p,
we write I'), = ® 7 ; thus, I, : Mxy — Map is the (X x Y, A x B)-classical
channel given by

(2.6) T'p( Z Z (a,blz,y) (plex @ ey), ez @ €y) eqe; @ epey.
reX,yeY acAbeB

Remark 2.2. If p is a classical correlation over (X,Y, A, B) then p is an
NS correlation precisely when I', is a QNS correlation. Indeed, if Trpx =0
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and p satisfies (24]) and ([2.35]) then
Tr al'p(px @ py)
= ST plable ) (oxes ) (ovey ey) e

zeX,yeY a€AbeB

S 9 31 D9) STYERIASE) [ATIRE R
yeY beB \z€X acA

(23]) is checked similarly. Conversely, assuming that I', satisfies ([22)) and

23), the relations (24]) and (235]) are obtained by substituting in (2.6)

p = exe;Qeyey —epey, Deyey and p = ege; Deye, —egey @eyey,. It follows

that if I' is a (X x Y, A x B)-classical QNS correlation then I' = T, for some

NS correlation p.

Let Hy,..., Hj be Hilbert spaces, at most one of which is infinite dimen-
sional, T' € B(H;®---® H},) and f be a bounded functional on B(H;, ®---®
H;,), where k < n and iy,...,1i are distinct elements of [n] (not necessarily
in increasing order). We will use the expression L¢(T), or (T, f) (in the case
k = n), without mentioning explicitly that a suitable permutation of the
tensor factors has been applied before the action of f. We note that, if g
is a bounded functional on B(H;, ® ---® Hj,), where | < n and the subset
{j1,---, 51} does not intersect {iy,...,i;}, then

(2.7) LyLy=LyL;.

Considering an element w € Mx as a functional on Mx via (21I), we have
that, if £ = (Ex@/)x@/ € Mx ® B(H) then

(2'8) Leze*, (B) = Eyw, w, ' e X.

3. STOCHASTIC OPERATOR MATRICES

Let X,Y, A and B be finite sets. A stochastic operator matriz over (X, A)
is a positive operator F € Mx @ M4 ® B(H) for some Hilbert space H such
that

(3.1) TroF =1x ® Ig.

We say that E acts on H. This terminology becomes natural after noting
that the operator stochastic matrices £ € Dx ® Dy ® B(C) coincide, after
the natural identification of Dx ® D4 with the space of all | X | x |A| matrices,
with the row-stochastic scalar-valued matrices.

Let E € Mx®Mas®B(H) be astochastic operator matrix and Ey 5/ 4 o €
B(H), x,2' € X, a,d’ € A, be the operators such that

E = E E exezi;/ ® eae:;/ ® Em,m’,a,a’;
r,x'€X a,a’ €A
we write £ = (Ey 2/ a0/ )z, a,a’- Note that

/ /
Ew,zv’,a,a’ = Leze:,@)eaez, (E) , r,x € X, a,a" € A.
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Set

Ea,a’ = (Ex,x’,a,a’)x,x’EX € MX @ B(H),
thus, B, o = Le,e,(E), a,a’ € A, and hence E,, € (Mx ® B(H))", a € A.
By Choi’s Theore;n stochastic operator matrices E are precisely the Choi
matrices of unital completely positive maps ®g : M4 — Mx ® B(H) defined
by
(3.2) Ppleqel) = Eqw, a,d € A.

Recall that a positive operator-valued measure (POVM) on a Hilbert space
H, indexed by A, is a family (F,)q.c4 of positive operators on H, such that
Y aca Ea = In. If E4 is a projection for each a € A, the family (E,)qca is
called a projection valued measure (PVM).

Theorem 3.1. Let H be a Hilbert space and E € (Mx @ My @ B(H))*"
The following are equivalent:

(i) E is a stochastic operator matriz;
(ii) (Ea,a)aca is a POVM in Mx ® B(H);
(i) Tra Ly (E) = Ig, for all states wx € Mx;
(iv) Tra Ly, (E) = Tr(wx ) IH, for all wx € Mx;
(v) there exists a Hilbert space K and operators Vo, : H - K, x € X,
a € A, such that (Vy 1)a. € B(HX, K4) is an isometry and
(3.3) Erwaw =V Voo, z2 €XadcA

In particular, if E is a stochastic operator matriz then (Eyza0)acA 1S a
POVM for every x € X.

Proof. (i)« (ii) and (iv)=-(iii) are trivial, while (i)=-(iii) is immediate from

(iii)=(iv) By assumption, Try L, (F) = Tr(w)Ig for every state w € Mx.
Write w = Z?‘Zl A\iw;, where w; is a state in My and \; € C, i = 1,2,3,4.
Then

4 4
Tr aLu(E) = > A\iTraLy(B) =Y Aily = Tr(w)ly

(iii)=(i) By 1), for all wx € S(Mx) and all normal states 7 on B(H),
we have
<IX & IHwa ®T> = 1= <ﬁAwa(E)7T> = <LwX ’PI‘A(E),T>
= <TI‘A(E),OJX & T> .
By polarisation and linearity,
<TI‘A(E),O'> = <IX & IH,O'>

for all 0 € (Mx ® B(H))4, and hence Try(E) = Ix ® Iy.

(i)=(v) Let ® = &g be the unital completely positive map given by
(B2). By Stinespring’s Dilation Theorem, there exist a Hilbert space K, an
isometry V : CX @ H — K and a unital *-homomorphism 7 : M4 — B(K)
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such that ®(T) = V*n(T)V, T € Ma. Up to unitary equivalence, K =
CA @ K for some Hilbert space K and n(T) = T ® I, T € My. Write
Vag: H— K,a€ A, x € X, for the entries of V', when V is considered as
a block operator matrix. For £,n € H, z,2' € X and a,d’ € A, we have

(Braraartsn) = (Leser, (Ba)éon) = Tr (Leger, (®(caciy)) (€0"))
= Tr(@(each)((erel) @ (€0")))
= Te (V¥ ((eatly) © TV (e ® €) (e © 1))
= (V' ((eatly) @ Tx)V(er © €), ez 1)
= {((eatl) ® L)V (e € €), V(e © 1))
((eatsr) @ IK)(earel) @ T)V (ear @), ((€ach) @ IV (€0 @ 1)
= (Vaw§ Vaan) = Vo Varwréin) -

(v)=(ii) Let £ = > cx D aca s @ €q ® &pq, Where &, € H, x € X,
a € A. Using [33), we have

E££ Z Z <Va o' "a's ax&xa =

r,x2'€X a,a’ €A

2
Z Z Va,mgm,a

ze€X a€A

I

and thus F is positive. Since V' is an isometry, we have

ZEmm aa—z am’—5xx’IH

acA acA
O

Let (Ezq)aca be a POVM on a Hilbert space H for every x € X. A
stochastic operator matrix of the form

(3.4) E = Z Z ezer ® eqey @ By g

ze€X a€A

will be called classical. A general stochastic operator matrix can thus be
thought of as a coordinate-free version of a finite family of POVM’s.

Remarks. (i) In view of Theorem Bl stochastic operator matrices are
precisely the positive completions F of partially defined diagonal block ma-
trices D = (Eqy 4)aca with entries in My @ B(H) and Try(D) = I.

(ii) The following generalisation of Naimark’s Dilation Theorem was
proved in [59]: if (Eyqa)aca € B(H), x € X, are POVM’s then there exist
a Hilbert space H, a PVM (E,)qsea € B(H) and isometries V, : H — H,
r € X, with orthogonal ranges such that

(3.5) Epo=V'E,)V,, acAuzcX.

This can be seen as a corollary of Theorem Bt given POVM’s (Ey )qea C
B(H), x € X, let I be the stochastic operator matrix defined by (B.4) and
let V.= (V4z)ae be the isometry from Theorem Bl Set E, = ese); @ Iy,
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a € A, and let V, be the column isometry (Vg z)eca : H — K4 z e X.
Then (Ey)aca is a PVM fulfilling (3.3]).

Let E € Mx®M4®B(H) be a stochastic operator matrix and ® = &g be
given by (B2]). Recall that the predual @, : Mx & T(H) — M4 of ® is the
completely positive map satisfying (®.(p),w) = (p, ®(w)), p € Mx @ T (H),
w € My. For astate o € T(H), set

Ieq(px) = Pu(px ® o), px € Mx;
then I'p 5 : Mx — My is a quantum channel. We have

(3.6) I'eo(px) = Loxao(E), px € Mx;
indeed, if a,a’ € A then
(TEo(esey ), eaen) = (Pilezer @ 0),eq€y) = (€x€h & o, P(eqey))

— <€m€;r ® 07 Ea,a’> = <07 E:L‘,:L‘/,a7a/>
= <Lexe:,®U(E)v ean/> )

1) now follows by linearity. By Choi’s Theorem, every quantum channel
® : Mx — My has the form I'g; for some stochastic operator matrix
EFeMx®Mjy.

Remark 3.2. Let H be a Hilbert space and E € Mx ® My ® B(H) be a
stochastic operator matrix. The following are equivalent:

(i) E is classical;

(ii) for each state o € T(H), the quantum channel I', , : Mx — My is
(X, A)-classical.

Proof. The channel I'g , is (X, A)-classical if and only if I'g ;(ezel,) = 0
whenever z # 2’ and

(Tgo(ec€l), eqc) =0 whenever a # a'.
The latter equality holds for every o if and only if E, ;4. = 0 whenever
z # & and E; ;40 = 0 whenever a # o, that is, if and only if F is
classical. O

4. THREE SUBCLASSES OF QNS CORRELATIONS

In this section, we introduce several classes of QNS correlations, which
generalise corresponding classes of NS correlations studied in the literature

(see e.g. [49)]).

4.1. Quantum commuting QNS correlations. Let H be a Hilbert space,
and F € Mx ® My ® B(H) and F € My ® Mp ® B(H) be stochastic op-
erator matrices. The pair (E, F) will be called commuting if Ly, gw, (E)
and Ly, gwy (F) commute for all wy € My, wy € My, wa € My and
wp € Mp. Writing ' = (Ey 2/ a.0/ a2 a0 @0d F = (Fy b1/ )y b1y, We have
that (E, F) is commuting if and only if

Ex,x’,a,a’Fy,y’,b,b’ = Fy,y’,b,b’Ex,x’,a,a’y x, x e X, y, y/ €Y, a, d e A, b, ' € B.
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Proposition 4.1. Let H be a Hilbert space and E € Mx @ My ® B(H),
F € My®@Mp®B(H) form a commuting pair of stochastic operator matrices.
There exists a unique operartor E - F € Mxy @ Map ® B(H) such that

(4-1) <E “Fipx @ py @ pa @ pp @ U> = <pr®pA(E)pr®pB(F)=U> s

forall px € Mx, py € My, pa € My, pp € Mp and o € T(H). Moreover,

(i) E- F is a stochastic operator matriz;

) 15 | < 1B Il

(i) If o € T(H) is a state then T'p.p o is a QNS correlation.
Proof. Let

E-F = (EvaaaFyypp) € Mxy ® Map @ B(H).

Denote by A (resp. B) the C*-algebra, generated by E; ;v o4, z, 2" € X,
a,a’ € A (vesp. Fyypp, v,y €Y, bt € B); by assumption, B C A". Let
w4 Mxa(A) = Mxyap(B(H)) (resp. mg : Myp(B) — Mxyap(B(H)))
be the *-representation given by m4(S) = S® Iy (resp. m(T) =T ®Ix4).
Then the ranges of 74 and 73 commute and hence the pair (74, 73) gives
rise to a *-representation 7w : Mx A(A) @max My (B) — Mxy ap(B(H)) with
m(SRT) =7mA(S)mg(T), S € Mxa(A), T € Mygp(B). Thus, E-F =n(E®
F) € Mxyap(B(H))". Inequality (ii) now follows from the contractivity of
*_representations. In addition,

TI"ABE F ZZ z,7’,a,a yy bb)zm,yy

acAbeB
= (02.20y 1)

that is, I/ - F' is a stochastic operator matrix. For z,2’ € X, y,y/ € Y,
a,a’ € A, b,/ € Band o € T(H) we have

(4.2) (E - Fregey @ eyen @ eqe @ epeyy @ a)
- <E{E,{E’,a,a/ Fy7y,7b7b/7 U> = <Leze:/®eaez/ (E)Ley6;/®€b€;, (F)7 U> 9

and (LI follows by linearity.
To show (iii), let o € T(H) be a state. Suppose that px € My is traceless
and py € My. For every 75 € Mp, by ([@1]) and Theorem B.1] we have
(Tr ATe.ro(px ®py),™8) = (TeFe(px @py),la @ TB)
= <E'F,px®py®[A®TB®O'>
= (TraL,(E)Lyy o (F),0) =0.
Thus, (22)) is satisfied; by symmetry, so is (2.3]). O

vt gy = AXY © 1,

If £ is a unit vector in H, we set for brevity I'p p¢ = I'p.p e

Definition 4.2. A QNS correlation of the form I'g p¢, where (E,F) is a
commuting pair of stochastic operator matrices acting on a Hilbert space H,
and £ € H is a unit vector, will be called quantum commuting.
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We denote by Qg the set of all quantum commuting QNS correlations.

Proposition 4.3. In Definition [{.4 one can assume, without gain of gen-
erality, that o is an arbitrary state.

Proof. Suppose that H is a Hilbert space and E € Mx @ My ® B(H), F €
My @ Mp®B(H) form a commuting pair of stochastic operator matrices. Let
o be a state in T (H) and write o = 377°; Ni&&;, where (§;)72; is sequence of
unit vectors and \; > 0, 7 € N, are such that So2 A =1. Set H=H®(?
and £ = >"22 VA& ® e;; then € is a unit vector in H and (€E*, T ® Ip2) =
{0,T), T € B(H).

Let E=FE® I and F = F ® I2; thus, E and F are stochastic operator
matrices acting on H that form a commuting pair. Moreover, if px € My,
py € My, 04 € My and op € Mp then

(T pelox @ py),oa @ ”B> = <E Fupx@py 040 op 96

- <LpX®UA(E)LPY®UB X®UA )L X R0 A (F)) ®1527§§*>
= (Lpxoos(E)Lpygo,(F),0 > = <PE Fa(px ® py),04 @ 0oB) .

\/

O

Remark 4.4. Recall that a classical NS correlation p over (X,Y, A, B) is
called quantum commuting [61],[62] if there exist a Hilbert space H,POVM’s
(Era)aca, x € X, and (Fyp)en, y € Y, on H with E, = Fy By o for
all x,y,a,b, and a unit vector £ € H, such that

pla,blz,y) = (Eraly 4, &), ze€X,ycY,acAbeB.
Suppose that the stochastic operator matrices £ € Mx ® M ® B(H) and
F e My®Mp®B(H) are classical, and correspond to the families (E; 4)qc 4,
x € X, and (Fyp)pep, ¥y € Y, respectively, as in (B4]). It is clear that pair
(E,F) is commuting and E - F' is classical. We have that I'), = TI'g pe.
Indeed, by Remark 3.2] the QNS correlation I'g ¢ is classical; by Remark
22 T'p re =Ty for some NS correlation p’. It is now straightforward that
P =p.
4.2. Quantum QNS correlations. Let H4 and Hp be Hilbert spaces,
and F € My ® Mg ® B(Ha) and F € My ® Mp ® B(Hp) be stochastic
operator matrices; then

E®FEMx®MA®B(HA)®My®MB®B(HB).

Reshuffling the terms of the tensor product, we consider £'® F' as an element
of Mxy®@Map®@B(H4®Hp); to underline this distinction, the latter element
will henceforth be denoted by E ® F. Note that, if

E=E®Iy, € Mx @ My @ B(Hs ® Hp)

and
F=F®lIy, € My ® Mp® B(Hs ® Hp)
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(where the last containment is up to a suitable permutation of the tensor
factors), then (E,F ) is a commuting pair of stochastic operator matrices,
and E® F = E - F. By Proposition I, E ® F is a stochastic operator
matrix on Hy ® Hp and, if 0 € T(H4 ® Hp) is a state then, by Proposition
A1 I'eore is a QNS correlation.

Remark 4.5. It is straightforward to check that, if 0 = 04 ® op, where
o4 € T(Hy) and op € T(Hp) are states, then ' o, ®T'r o, = TEoFoa00s-

Definition 4.6. (i) A QNS correlation T' : Mxy — Map is called quan-
tum if there exist finite dimensional Hilbert spaces Ha and Hp, stochastic
operator matrices E € Mx @ My ®@ L(H4) and F € My @ Mp® L(Hp) and
a pure state 0 € L(Hy ® Hp) such that I’ =T'porq.

(ii) A QNS correlation will be called approximately quantum if it is the
limit of a sequence of quantum QNS correlations.

We denote by Q (resp. Qqa) the set of all quantum (resp. approximately
quantum) QNS correlations. It is clear from the definitions that Qq C Qqc.
It will be shown later that Qg is closed, and hence contains Qqa.

Similarly to Proposition B3] it can be shown that quantum QNS cor-
relations can equivalently be defined using arbitrary, as opposed to pure,
states.

Remark 4.7. Recall that a classical NS correlation p over (X,Y, A, B) is
called quantum if there exist finite dimensional Hilbert spaces H4 and Hp,
POVM’s (Eya)aca, on Hy, x € X, (Fyp)rea on Hp, y € Y, and a unit
vector £ € Hy ® Hp, such that

(4.3) pla,blz,y) = (Epa ® Fyp)é. &), ze€X,yeY,acAbeB.

It is easy to verify that, if the stochastic operator matrices F € Mx @ M4 ®
B(Hj4) and F € My ® Mp ® B(Hp) are classical, and determined by the
families (Ey q)aca, € X, and (Fyp)en, y € Y, then E® F is classical and
determined by the family {(E; 4 ® Fyp)@apeaxs @ (z,y) € X x Y} Asin
Remark [£.4] it is easy to see that I'), = I'g .

Proposition 4.8. The sets Q4 and Qg are convex.

Proof. Let E; € Mx @ M4 ® ﬁ(Kl’i) (resp. F,e My @ Mg ® E(KQJ)) be
a stochastic operator matrix over (X, A) (resp. (Y,B)) and o; = n;n} be
a pure state on Ki; ® Ko;, @ = 1,...,n. Fix \; > 0, ¢ =1,...,n, with
g =1 Let Ky = @ Ky, k = 1,2, E = &' |E;, F = &' F,
and n = O |V Aini € K1 ® Ka, viewed as supported on the (i,7)-terms of
Ki®@ Ky =@}, 1K1, ® Ky j. Set o = nn*. Using distributivity, we consider
E (resp. F') as a stochastic operator matrix in Mx ® M4 ® L(K7) (resp.
My @ Mp ® L(K3)). A direct verification shows that

n
Z AlEoF,0; = TEOF;
=1
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thus, Qg is convex, and the convexity of Qg, follows from the fact that

Qqa = Q_q U

4.3. Local QNS correlations. It is clear that, if ® : My — M4 and
U : My — Mp are quantum channels, then the quantum channel I' := d® W
is a QNS correlation.

Definition 4.9. A QNS correlation T' : Mxy — Map is called local if
it is a convexr combination of quantum channels of the form ® ® W, where
d: Mx — My and ¥ : My — Mp are quantum channels.

We denote by Q. the set of all local QNS correlations. The elements
of Qo are precisely the maps that arise via local operations and shared
randomness (LOSR) (see e.g. [13, p. 358]).

Remark 4.10. We have that Qo is a closed convex subset of Q.

Proof. Let ® : Mx — M4 and ¥ : My — Mp be quantum channels and
E e Mxy ® Mg and F' € My ® Mp be the Choi matrices of ® and WV,
respectively. By Remark [£5]

PRV =Ip1®r1 =TEpor1

and hence ® @ ¥ € Q.

Let (Tk)ken € Qloc be a sequence with limit I' € Q5. Note that I'y all
are elements of a real vector space of dimension 2| X|?|Y'|?|A|?|B|*. Let L =
2| X 2|Y|?|A| B> + 1. By Carathéodory’s Theorem, 'y, = S/, )\l(k)CI)l(k) ®

\Ifl( ) as a convex combination. By compactness, we may assume, by passing

to subsequences as necessary, that <I>l(k) koo Pl \I’l(k) — koo ¥y and

)\l(k) —k—oo Al. Thus, I' = Zlel NP ® U, as a convex combination, that is,
I" € Qloc, showing that Oy, is closed. O

Remark 4.11. Recall that a classical NS correlation p over (X,Y, A, B) is
called local if there exist families of probability distributions {(p}(alz))sea :
z € X} and {(p2(b|y))ven : y € Y} and positive scalars A\, k = 1,...,m,
such that Y ;" | Ay =1 and

pla,ble,y) =Y Mpplalz)pi(bly), =€ X,yeY,acAbeB.
k=1
It is clear that, if @y (resp. W) is the (X, A)-classical (resp. (Y, B)-classical)

channel corresponding to p} (resp. ph) then T =2 pq M Pr @y and hence
Fp S Qloc-

If needed, we specify the dependence of Q, on the sets X, Y, A and B
by using the notation Qy(X,Y, A, B), for x € {loc, q, qa, qc, ns}.
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5. THE OPERATOR SYSTEM OF A STOCHASTIC OPERATOR MATRIX

Recall [30L [74] that a ternary ring is a complex vector space V, equipped
with a ternary operation [-,-,-] : VXV xV — V), linear on the outer variables
and conjugate linear in the middle variable, such that

[s,t, [u,v,w]] = [s, [v,u,t],w] = [[s,t,u],v,w], s,t,u,v,w € V.

A ternary representation of V is a linear map 6 : V — B(H, K), for some
Hilbert spaces H and K, such that

0 ([u,v,w]) = 0(w)d(v)* O(w), u,v,w e V.

We call 6 non-degenerate if span{f(u)*n : u € V,n € K} is dense in H. A
concrete ternary ring of operators (TRO) [74] is a subspace U C B(H, K)
for some Hilbert spaces H and K such that S,T, R € U implies ST*R € U.

Let X and A be finite sets, and V%’ 4 be the ternary ring, generated by
elements v, 5, * € X, a € A, satisfying the relations

(5.1) Z['Ua”,x”,va,mava,x’] = Op 2/ Vg 2 z, 2 2" € X,d" € A.
acA
Note that (G5.I]) implies
(5.2) Z[u,va,x,va,x/] =0ppu, =, €X,u€ V%A.
acA

Indeed, suppose that ([5.2]) holds for u = u;, i = 1,2,3. Then

Z [[Ul, Uz, u3]7 rUa,ZW Ua,:(:’] - Z [ulu ug, [Ug, U(Lxu Ua,l"]] = 6:0,:(3’ [ula ug, u3]7
acA acA
(E2) now follows by induction.
Let 6 : V% 4 — B(H,K) be a non-degenerate ternary representation.
Setting Vo o = 0(vaz), v € X, a € A, (5.2) implies

(5.3) Z Va*’xVa,xl = 550750/[1{, 33,33, € X;
acA

conversely, a family {V, . : . € X,a € A} C B(H, K) satisfying (0.3]) clearly
gives rise to a non-degenerate ternary representation 6 : V% 4 — B(H,K).
We therefore call such a family a representation of the relations (51I). We
note that the set of representations of (B.I)) is non-empty. Indeed, consider
isometries V., x € X, with orthogonal ranges on some Hilbert space H,
ie. ViVy =g pln, x,2' € X. Fix ag € A and let V, ; = d4,40Vz. Then
YacA VazVaw = ViV = 0p o ln.

We note that (B.3]) implies [V, .|| < 1, x € X, a € A. We identify
the family {V,, : a € A,z € X} with the isometry V = (V)4 and
write Hy = H, Ky = K and 6y = 6. Two representations V = (V,2)a.z
and W = (W, 2)er are called equivalent if there exist unitary operators
Ung : Hy — Hw and Uk : Ky — Ky such that W, .Uy = UV, 2, x € X,
a € A.
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Write § = @y 0y, where the direct sum is taken over all equivalence classes
of representations of the relations (5I)). For u € V%’A, let ||ullo == [|6(w)].
As ||vg || <1 and V%’A is generated by vg ., a € A, x € X, we have that
||lullo < oo for every u € VS]Q 4- It is also clear that || - || is a semi-norm on
V%A. Set N = {u € V%A o = 0}. We have that N is a ternary ideal of
V%’A, that is, [u1,ug,us] € N if u; € N for some i € {1,2,3}. The ternary
product of V% 4 thus induces a ternary product on V% 4/N, and 6 induces
a ternary representation of V% 4/N that will be denoted in the same way.
Letting ||ul| := [|0(w)]|, u € V%A/N, we have that || - || is a norm on V%A/N,
and hence V%,A/N is a ternary pre-C*-ring (see [74]). We let Vx 4 be the
completion of V%’ 4/N; thus, Vx 4 is a ternary C*-ring [74]. Note that 0
extends to a ternary representation of Vx 4 (denoted in the same way) onto

a concrete TRO, and the equality |lu|| = ||f(u)|| continues to hold for every
u € Vx 4. We thus have that Vx 4 is a TRO in a canonical fashion. It is
clear that each 6y induces a ternary representation of Vx 4 onto a TRO,
which will be denoted in the same way.

Let Cx, 4 be the right C*-algebra of Vx a; if Vx 4 is represented faithfully
as a concrete ternary ring of operators in B(H, K) for some Hilbert spaces
H and K (that is, Vx,aVx aVx,.a C Vx,4), the C*-algebra Cx 4 may be
defined by letting

Cx,a =span{S*T : S,T € Vx a}.

Each representation V' = (V; ;)q.. of the relations (G gives rise [34] to a
unital *-representation 7y of Cx 4 on Hy by letting

Wv(S*T) = Hv(S)*Qv(T), S,T S VX7A'

Lemma 5.1. The following hold true:

(i) Every non-degenerate ternary representation of Vx a has the form
Oy, for some representation V' of the relations [(51);
(ii) 0 is a faithful ternary representation of VX, A;
(i) Every unital *-representation © of Cx a has the form my, for some
representation V' of the relations (2.1]).

Proof. (i) Suppose that 6 is a non-degenerate ternary representation of Vx 4.
Letting ¢ : V%’A — Vx,a be the quotient map, write 0y = ¢ o ¢; thus,
0y is a non-degenerate ternary representation of VS]Q 4- Letting V' be the
representation of the relations (5.1]) such that 6y = 0y, we have that § = 6y.

(ii) follows from the fact that [|f(u)|| = [|ul, u € Vx.a.

(iii) Let 7 : Cx, 4 — B(H) be a unital *-representation. Then there exists a
ternary representation 6 : Vx 4 — B(H, K) such that 7(S*T") = 6(S)*6(T),
S, T € Vx 4 (see e.g. [5, Theorem 3.4] and [24, p. 1636]). Since 7 is unital,
6 is non-degenerate. By (i), there exists a representation V' of the relations
(1) such that 6 = 0y, and hence ™ = 7y . O
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Set €z.a/ a0’ = Vg zVa ot € Cx 4, T,7" € X, a,a’ € A. We call the operator
subsystem
Tx,a = span{es p oo @ T, 7' € X,a,a’ € A}
of Cx a the Brown-Cuntz operator system. Note that relations (5.1I) imply

(5.4) Z €rataa=0z1, z,2 €X.
acA

Theorem 5.2. Let H be a Hilbert space and ¢ : Tx o — B(H) be a linear
map. The following are equivalent:
(i) ¢ is a unital completely positive map;
(ii) ((b(ex,x/,a’a,))x’x,ﬂ@, s a stochastic operator matriz;
(iii) there exists a *-representation m : Cx a — B(H) such that ¢ =
7T|TX,A'
Moreover, if (Ex,x/,aﬂ/)x’x,’aﬂ

Hilbert space H then there exists a (unique) unital completely positive map
¢ Tx,a— B(H) such that ¢(eg a2 aa’) = By aa for all x,2' a,d .

, 1S a stochastic operator matriz acting on a

Proof. (1)=(ii) By Arveson’s Extension Theorem and Stinespring’s Theo-
rem, there exist a Hilbert space K, a *-representation 7 : Cx 4 — B(K)
and an isometry W € B(H, K), such that ¢(u) = W*n(u)W, u € Tx a. By
Lemma 5.l m = 7y for some representation V' = (V; 3)q,. of the relations
(EI). By the proof of Theorem Bl E := (71'(6:0750/7@’,1/)) € (Mx ® Ma®
B(K))", and hence

(é(em,m’,a,a’)) = (IX ® [A ® W)*E(IX & [A & W) S (MX & MA & B(H))+ .

By G.4) and Theorem B, (¢(€z07a,a)), v, o 1S & Stochastic operator ma-
trix. S

(ii)=-(iii) By Theorem [BI] there exist a Hilbert space K and an isometry
V = (Vau)ax € B(HX, K4) such that

s / /
¢(eac,gc’,a,a’) = Va,xva’,m’a r,v € X,a,a" € A.

The *-representation my of Cx 4 is an extension of ¢.

(iii)=(i) is trivial.

Suppose that £ = (Ex,x/,ma/)x o o is a stochastic operator matrix acting
on H. Letting V' be the isometry, associated with F via Theorem Bl we
have that ¢ := 7my|7y , satisfies the required conditions. U

Let S be an operator system. Recall that the pair (C}(S),t) is called
a universal C*-cover of S, if C(S) is a unital C*-algebra, ¢ : S — C}(S)
is a unital complete order embedding, and whenever H is a Hilbert space
and ¢ : § — B(H) is a unital completely positive map, there exists a *-
representation 7y : Cyi(S) — B(H) such that 74 01 = ¢. It is clear that the
universal C*-cover is unique up to a *-isomorphism. The following corollary

is immediate from Theorem
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Corollary 5.3. The pair (Cx a,t), where ¢ is the inclusion map of Tx, a
into Cx, 4, is the universal C*-cover of Tx .

We will need the following slight extension of the equivalence (i)<(ii) of
Theorem

Proposition 5.4. Let H be a Hilbert space and ¢ : Tx 4 — B(H) be a linear
map. The following are equivalent:

(i) ¢ is a completely positive map;
(i) ($(eraa0)) g0t 0o € (Mx @ Ma @ B(H))".

Proof. (1)=(ii) It follows from Theorem B and Lemma [B1] (iii), with my
a faithful *-representation of Cx 4, that (€44 4a/) € (Mx ® Mg ® Cx . a)T.
Since Tx,4 C Cx,4 as an operator subsystem, we have

(55) (ex,x’,a,a’)x,x’,a,a’ € (MX & MA & TX,A)+
and (ii) follows.

(ii)=(1) Write E = (¢(ezatiaa)), vy a0d let T = ¢(1). Since 1 =
ZaeA €z.2,a,0 (Where z is any element of X), we have that 7' > 0. Note also
that if z,2’ € X and = # 2’ then

(56) Z Ex,x’,a,a = (b (Z e:c,:c’,a,a) =0.

a€A acA

Assume first that 7' is invertible. Let ¢ : Tx 4 — B(H) be the map given
by

(5.7) (u) = T V2()T™V2, we Txa.
Setting F = (¥(ez 2/ .0,a))
F=(Ixae T 2)E(Ixa@T ) 2 0.
Let w = (wy47) € Mx and o be a state in 7 (H). Using (5.6), we have
(Tr ALy(F),0) = (F,w®Is® o)
- <(IXA ® T—l/z) E (IXA ® T‘1/2) WL ® 0>

, ,, we have that
z,x’ a,a

- <E w®Is® T‘1/20T_1/2>

= Z Z Wy ! <Ex,x’,a,a7 T_l/zo'T_l/2>

r,x'e€X acA

S Y e (Bu T )
rzeX a€A

= Z Wa.z <T, T_1/20T_1/2> = Z Wa.e = Tr(w).
zeX zeX

By Theorem Bl F is a stochastic operator matrix; by Theorem B2l 1) is
completely positive. Since ¢(-) = T 2(-)T/?, so is ¢.
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Now relax the assumption that T be invertible. For every ¢ > 0, let
¢e : Tx,ao — B(H) be the map, given by ¢.(u) = ¢(u)+ €I. By the previous
paragraph, ¢, is completely positive. Since ¢ = lim._,g ¢ in the point-norm
topology, ¢ is completely positive. O

Let

Lx = {(Aw,w/,ma/) € Mxy:dceCs.t. Z Ao ot aq = Oz arCy T, 2 € X} ;
acA

we consider Lx 4 as an operator subsystem of My 4. For the next propo-
sition, note that, by [16l Corollary 4.5], if 7 is a finite dimensional opera-
tor system than its (matrix ordered) dual 7¢ is an operator system, when
equipped with any faithful state of 7 as an Archimedean order unit. It is
straightforward to verify that, in this case, 79922, ; T.

Proposition 5.5. The linear map A : T)%A — Lx A, given by

(58) A(gb) = (¢(ex’xl7aval))x,w’GX,a,a’EA
is a well-defined complete order isomorphism.
Proof. By Proposition 4], if ¢ € Tx 4 — C is a positive functional then

_l’_
(¢(emvm,ﬂva/))xw’aa’ € ﬁ}’A. Thus, the map Ay : <T)§’A> — ﬁ}A, given
by

+
A+(¢) = ((b(ex,x’,a,a’))x’x/ﬂ’a/ , ¢E€ (7}((17A> )
is well-defined. It is clear that A is additive and

d +
AL(A0) = M4(9), A2 0, o€ (Tia)

Suppose that ¢ € ’7}?7 4 is a hermitian functional. If ¢ = ¢1 — ¢2, where ¢
and ¢, are positive functionals on Tx 4, set

Ap(d) = Ay (¢1) — Ay (92).

The map Ay, : (TX7A)2 — Lx, 4 is well-defined: if ¢; — ¢ = 1)1 — 1), where
1, ¢2, 1 and 19 are positive functionals then, by the additivity of A4, we

have that Ay (¢1) + A4 (v2) = Ay (1) + A (d2), that is, Ay (d1) — Ay (d2) =
Ap (1) — Ay (v2). Tt is straightforward that the map Ay is R-linear, and

thus it extends to a (C-)linear map A : T)C(IA — Lx,A-

J’_

Suppose that (¢i,j)%':1 € My, (T)?,A) ; thus, the map ® : Tx 4 — My,
given by ®(u) = (¢;;(u)){"_;, is completely positive. By Proposition (.4}
(¢ij(esaraa))ij € (Mxa® M,,)". This shows that A is completely posi-
tive.

If A(p) = 0 then ¢z qa) = 0 for all z,2" € X and all a,d’ € A,
implying ¢ = 0; thus, A is injective. Since Lx 4 is an operator subsystem of
Mx 4, it is spanned by the positive matrices it contains. Using Theorem [5.2],
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we see that every positive element of Lx 4 is in the range of A; it follows
that A is surjective.

Finally, suppose that ¢; ; € ’7}?7 4> % J =1,...,m, are such that the matrix
(A(¢ij))is=y is a positive element of My, (Lx,4). Let @ : Tx 4 — My, be

given by ®(u) = ((é”(u))?;:l Then (@(ex,x/,ma/)) € My, (ﬁx,A)Jr. By

_l’_
Proposition 5.4l ® is completely positive, that is, (qbz-,j)?;:l € M, <7}§’ A) .
Thus, A~! is completely positive, and the proof is complete. O

Let S be an operator system. A kernel in S [43] is a linear subspace
J C 8, for which there exists an operator system 7 and a unital completely
positive map ¢ : & — T such that J = ker(¢)). If J is a kernel in S, the
quotient space S/J can be equipped with a unique operator system structure
with the property that, whenever 7 is an operator system and ¢ : & — T is
a completely positive map annihilating .J, the induced map ¢ : §/J — T is
completely positive. If 7 is an operator system, a surjective map ¢ : S — T
is called complete quotient, if the map ¢ is a complete order isomorphism.
We refer the reader to [43] for further details.

Let

JX,A = {(ﬂx,x’,a,a’) € Mxa: Pz z' a0’ = 0 and bz z' a0 = Mx,x’ a0’ @ 7& aly
and Z Pz zaa=0,a € A}.
reX
Corollary 5.6. The space Jx 4 is a kernel in Mx 5 and the operator system

Tx,a is completely order isomorphic to the quotient Mxa/Jx A.

Proof. By Proposition B3], the map A : ’7}(}’ A — Mx 4 is a complete order
embedding. By [28, Proposition 1.8], the dual A* : M%A — Tx,a of Ais
a complete quotient map. Identifying M}i{ 4 with Mx 4 canonically, for an
element f € M;i( 4> We have

AN(f)=0 <= (A*(f),¢)=0 forall p € Tx a
< (f,A(¢)) =0 forall p € Tx a
< (f,T)=0 forall T € Lx a
<~ f JX,A-
Thus, ker(A*) = Jx a. O

6. DESCRIPTIONS VIA TENSOR PRODUCTS

In this section, we provide a description of the classes of QNS correlations,
introduced in Section [, analogous to the description of the classes of NS
correlations given in [49] (see also [26] and [62]). We will use the tensor
theory of operator systems developed in [42]. If S and 7 are operator
systems, S®umin7 denotes the minimal tensor product of S and 7 if A and B
are unital C*-algebras, A®min B is the spatial tensor product of A and B, and
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S Ceoi Aand T Ceoi B, then § ®min T Ceoi. A ®@min B. The commuting
tensor product S ®. T sits completely order isomorphically in the maximal
tensor product C;(S) @max Cpi(T) of the universal C*-covers of S and T,
while the maximal tensor product S ®max 7 is characterised by the property
that it linearises jointly completely positive maps 6 : S x T — B(H). We
refer the reader to [42] for more details and further background.

Let X, Y, A and B be finite sets. As in Section [ we write ey 4 q.a/,
z,2' € X, a,a’ € A, for the canonical generators of Tx 4. Similarly, we
write fypp, ¥,y € Y, b0 € B, for the canonical generators of Ty, p.
Given a linear functional s : Tx 4 ® Ty, — C (or a linear functional s :
Cxa®Cyp — C), welet I'y: Mxy — Map be the linear map given by

(6.1) Ty (exe;, ® eyez,) = Z Z s (ex,x/,ma/ ® fy,y/7b7b,) eqbnr & epey.
a,a’ €Abb eEB

Remark 6.1. The correspondence s — I'y is a linear map from the dual
(Tx.a @ Ty) of Tx.a ® Ty.p into the space L(Myy, Mag) of all linear
transformations from Mxy into Mypg.

Theorem 6.2. Let X,Y, A, B be finite sets and I' : Mxy — Map be a
linear map. The following are equivalent:

(i) T is a QNS correlation;
(ii) there ezists a state s : Tx A @max Ty, — C such that T' = T.

Proof. (i)=-(ii) Let I' : Mxy — Map be a QNS correlation and write
[ (esey @ eyen) = Z Z ol b CaC ® €bely,
a,a’€Abb EB

for some ;ljf;’,y eC,z, 2 €eX,yy €Y,a,d € A, bb € B. It follows
from (2.2) and (2.3) that the Choi matrix C := ( lf:f,,l;y }ff/) of I satisfies the
following conditions (see also [21]):

(a) C € My 45 , o /

(b) there exists ¢y € Csuch that 35,4 Co0 % = 0wy y,y' €Y,

a,a,b,b’
b,b € B;
/ / / /
(c) there exists d.”, € C such that >, ., C% Y =6, /d, x,2' €
X, a,d € A.

By condition (b), Ly, 5 (C) € Lx, 4 for every wyp € My g, while by condition
(¢), Ly, (C) € Ly p for every wxa € Mx 4. Thus,

Ce(Lxa®Lyp) N M¥yap;

by the injectivity of the minimal operator system tensor product, C' €
(LxA@min Ly.) "
By [28] Proposition 1.9] and Proposition [£.5]

(62) (TX,A ®max TY,B)d Zcoi £X,A Qmin EY,Bv
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via the identification A given by (5.8]). The state s of Tx 4 @max Ty,B corre-
sponding to C' via (6.2]) satisfies

(6.3)
C’Z”j’f’g{ =5 (em@rﬂﬂr ® fy7y/,b,b/) , x,7 € X,y,y €Y,a,a € A, bV € B.
Thus, I' = T'.

(ii)=(i) Let s be a state of Tx,4 ®max Ty,B, and define Ci’:,:’g{ ’bzf/ via (63);

thus, C' is the Choi matrix of I'y. By (B5]) and and the definition of the
maximal tensor procuct,

(em,m’,a,a’ ® fy,y’,b,b’) € MXYAB (TX,A Rmax TY,B)+ )

and hence the matrix C' := (C’f’j’é’ﬁf) is positive; by Choi’s Theorem, I
is completely positive. Relations ([B4]) imply that I's is trace preserving and
that conditions (b) and (c) hold. Suppose that px = (pz,2/)zr € Mx has
zero trace and py = (p¥¥'), ., € My. We have

m7m,7y7y/ 5 d *
E : E : E : E :Ca,a,b,b’ pm,m’pyyebeb’

rzx'eX yy' €Y bp/eBacA

i (ZW) >3 e =0,

reX v,y €Y bb/eB
that is, (2.2]) holds; similarly, (c) implies (2.3)). O

Theorem 6.3. Let X,Y, A, B be finite sets and I' : Mxy — Map be a
linear map. The following are equivalent:

(i) T is a quantum commuting QNS correlation;
(ii) there exists a state s : Tx,a @ Ty, — C such that I =T';
(iii) there exists a state s : Cx A @max Cy,p — C such that I' =T';.

Proof. (1)=(iii) Let H be a Hilbert space, E € Mx @ My @B(H), F € My ®
Mp ®B(H) form a commuting pair of stochastic operator matrices, and 7 €
T(H)" besuchthatT' =T'p. Fr- By Theorem[5.2] there exist representations
mx and my of Cx 4 and Cy g, respectively, such that Ey 5/ 4 o0 = Tx(€2.2/ a,0’)
and Fy oy = Ty (ey ) for all 2,2 € X, y,y/ € Y, a,a € A, b,V € B.
Since Cx 4 (resp. Cyp) is generated by the elements ey 4/ o, 7,2 € X,
a,a’ € A (resp. fyypps ¥y €Y, bV € B), mx and 7y have commuting
ranges. Let mx x7y be the (unique) *-representation Cx 4®@maxCy,p — B(H)
such that (7x x 7y)(v ®v) = 7x(u)wy (v), u € Cx a, v € Cy,p. By ({2),

<FE.F7T(eme;, ® eyezl), eq€h & ebeZ/>
= <Ex,x’,a,a’Fy,y’,b,b’7 T> = <(7TX X WY)(em,m’,a,a’ ® fy,y’,b,b’): T> .

Letting s(w) = ((mx X 7y)(w),T), w € Cx A @max Cy,B, we have I' = I';.
(ii)=(i) Let s be a state on Cx 4 @max Cy,p and write w5 and & for

the corresponding GNS representation of Cx 4 ®max Cy,p and for its cyclic

vector, respectively. Then F = (7s(€p /a0’ @ 1))z2/.0,0 and F = (m5(1 ®
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fya bt )y, by form a commuting pair of stochastic operator matrices; more-
over, for z,2’ € X, y,v/ € Y, a,a’ € A and b,b’ € B, we have

(Ps(eaey @ eyes),eqety @ evey) = 5(eqaaw @ fyy b
= (ms(exa 0,00 ® fyu bb)sEs)
= (Eua a0 Fyy bpEsEs)
= (Tpre(ecey @eyey), eacs @ epeyy) .
(i)« (iii) By Corollary b3l and 42, Theorem 6.4], Tx 4 ®c Ty, sits com-

pletely order isomorphically in Cx 4 ®maxCy,B; thus the states of Tx a®. Ty,
are precisely the restrictions of the states of Cx 4 ®max Cy,B- O

Corollary 6.4. The set Q. is closed and convex.

Proof. By Theorem and Remark [6.] the map s — I’y is an affine bijec-
tion from the state space of Tx 4 ® Ty, onto Qqc. It is straightforward that
it is also a homeomorphism, when its domain is equipped with the weak*
topology. Since the state space of Tx 4 ®c Ty,p is weak™ compact, its range
is (convex and) closed. U

Theorem 6.5. Let X,Y, A, B be finite sets and I' : Mxy — Map be a
linear map. The following are equivalent:

(i) T is an approzimately quantum QNS correlation;
(ii) there exists a state s : Tx A @min Ty, — C such that T' =T;
(ili) there exists a state s : Cx A @min Cy,B — C such that ' =T.

Proof. The proof is along the lines of the proof of [62, Theorem 2.8]; we
include the details for the convenience of the reader.

(ii)=(i) Let mx : Cx,a — B(Hx) and 7y : Cy,g — B(Hy) be faithful
*-representations. Then 7x ® my : Cx,4 @min Cy,p — B(Hx ® Hy) is a
faithful *-representation of Cx 4 ®min Cy,B. Let s be a state satisfying (iii).
By [39 Corollary 4.3.10], s can be approximated in the weak* topology by
elements of the convex hull of vector states on (7x ® 7y)(Cx, 4 ®min Cy,B);
thus, given € > 0, there exist unit vectors &1,...,&, € Hx ® Hy and positive
scalars A1,..., A, with Y7 | \; = 1 such that

n
s(€za/ a0’ ® Sy pbr) — Z Ai <(7TX(€x,x’,a,a’) ® 7"'Y(fy,y’,b,b’)) &is £z> <g,
i=1
for all z,2" € X, y,y/ €Y, a,d’ € A and b,b/ € B. Let £ = I |/ \i& €
C"® (Hx ® Hy); then ||€]| = 1. Set Ey g0 = In @ mx (g2 aa) and
Fy vy = 7"'Y(fy,y’,b,b’)' Then (E:c,:v’a,a’):v,x’,a,a’ (resp. (Fy,y’,b,b’)y,y’,b,b’) is a
stochastic operator matrix on C" ® Hx (resp. Hy), and

|S (em,m’,a,a’ ® fy7y,7b7b,) - <EZB,ZBICL,[1, ® Fy7y/7b7b,€7 €>‘ < €.
It follows that I'y is in the closure of the set of correlations of the form
I'eore, where E and F' act on, possibly infinite dimensional, Hilbert spaces
H and K. Given such a correlation I'gopg, let (Py)a (resp. (Qg)g) be a net
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of finite rank projections on H (resp. K') such that P, —, Iy (resp. Qg —3
Ik) in the strong operator topology. Set H, = P,H (resp. Kg = QgkK),
E,=Ux®I4® P,)E(Ix ® I4 ® P,) (resp. Fg = (Iy @ Ip® QB)F(IY ®
Ip ® Qp)), and &, = WM(PQ ® Qp)¢ (note that &, g is eventually
well-defined). Then E, (resp. Fj3) is a stochastic operator matrix acting on
H, (resp. Kg), and LB 0Fs 605 (a8 IEoFe along the product net. It
follows that I's € Qqa-

(i)=-(iii) Given € > 0, let E' and F' be stochastic operator matrices acting
on finite dimensional Hilbert spaces Hx and Hy, respectively, and £ €
Hx ® Hy be a unit vector, such that

‘<F(exe;, ® eyez,), €ala D ebe;}> — <(Ew,x/,a7a/ ® Fy,yr,b,b/) &, §>‘ <e,

for all z,2’ € X, y,y/ € Y, a,a’ € A and b,t/ € B. By Lemma 5.1} there
exists a *-representation mx (resp. my) of Cx a (resp. Cy,p) on Hx (resp.
HY) such that Ex,x’,a,a’ = 7I-X(e:c,:c’,a,a’) (reSp- Fy,y’,b,b’ = WY(fy,y’,b,b’))a
z, 2 € X, a,a’ € A (vesp. y,y € Y, bt/ € B). Let s. be the state on
CX,A Rmin CY,B giVGH by

s (u©v) = ((mx(u) @ Ty (V) €,8)

and s be a cluster point of the sequence {sy/, } in the weak™ topology. Then

$ (e:vvx’,ava’ ® fy,y’7b7b’) = ,}i_{gosl/n (ew,x’,ava’ ® fyvy’,b,b’)

= (T(es€ ® eyey)s Calal @ evey)

giving I' = T;.
(ii) < (iii) follows from the fact that Tx 4 @min Tv,B Cc.0i Cx, A @min Cy,B-
U

Recall [63] that, given any Archimedean ordered unit (AOU) space V,
there exists a (unique) operator system OMIN(V) (resp. OMAX(V)) with
underlying space V', called the minimal operator system (resp. the maximal
operator system) of V that has the property that every positive map from
an operator system 7 into V (resp. from V into an operator system T) is
automatically completely positive as a map from 7 into OMIN(V') (resp.
from OMAX(V) into 7). If V is in addition an operator system, we denote
by OMIN(V) (resp. OMAX(V)) the minimal (resp. maximal) operator
system of the AOU space, underlying V.

Lemma 6.6. Let V and W be finite dimensional AOU spaces with units e
and f, respectively. An element u € OMAX (V) ®@max OMAX(W) is positive

if and only if u = Zle v; @ wj, for somev; eV, w, e WH,i=1,... k.

Proof. Let D be the set of all sums of elementary tensors v @w with v € VT
and w € W*. We claim that if, for every € > 0, there exists u. € D such that
||ltuel] —e—0 0 and u 4 u. € D for every € > 0, then u € D. Assume, without
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loss of generality, that ||uc|| < 1 for all e > 0. Set L = 2dim(V) dim(W) + 1
and, using Carathéodory’s Theorem, write

L
U+ Ue = ZU](-E) ®U)§-€),

j=1
where o\ € V', wl? € W+ and |[o\]| = lw| for all j=1,..., L and all

e > 0. Since v](e)@wg-e) < u+ue and ||[u+uc|| < JJul|+1 for all € > 0, we have

||v](-€)|| < V/|lu|| + 1 and Hw](.E)H <+|u|l+1,j=1,...,L. By compactness,

we may assume that vj(»g) —res0 v; and w](-g) —esowj forall j=1,...,L. It
follows that u = Zle v @w;j € D.
Let
l r
(6.4) So = Z ap, @v, and Ty = qu ® wy,
p=1 q=1

for some a, € M,, v, € Vt, p=1,...,], and b, € M\, w, € W+, ¢ =
1,...,r. If a € My, then

l r

a(So @ Ty)a™ = Z Z (afap ® by)a™) v, @ wy € D.
p=1 g=1

Suppose that S € M, (OMAX(V))* and o € My ;. By the definition of
the maximal tensor product [42], if € > 0 then S + €l,, has the form of Sy

in (G4]). Hence
a(SeTy)a” +ea(l, ®Ty)a™ =a((S+el,) @Ty)a™ € D.
Since a (1, ® Ty) a* € D, the previous paragraph shows that
a(S®Ty)a" €D.
Now let T' € M,,(OMAX(W))", and write T + €l,, in the form of Tj in
(64). Then
a(SeT)a"+ea(S®1y,)a" =a(S® (T +e€ly))a” € D.
By the previous paragraph, o (S ® 1,,)a* € D; by the first paragraph,
a(SeT)a* € D.
Let u € (OMAX(V) ®max OMAX(W))". By the definition of the max-
imal tensor product [42], for every e > 0, there exist n,m € N, S €

M, (OMAX(V)*, T € M,,(OMAX(W))* and o € My s, such that u +
el = a(S®T)a*. By the previous and the first paragraph, u € D. O

Theorem 6.7. Let X,Y, A, B be finite sets and I' : Mxy — Map be a
linear map. The following are equivalent:
(i) T is a local QNS correlation;
(ii) there exists a state s : OMIN(Tx ) ®min OMIN(Ty,5) — C such that
r=ry.
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Proof. (ii)=(i) Let s : OMIN(7x 4) ®min OMIN(Ty,5) — C be a state.
Using [40, Theorem 9.9] and [28, Proposition 1.9], we can identify s with

+
an element of <OMAX(7}‘§7 4) ®max OMAX(T)% B)) . By Lemma [6.6] there

+ +
exist states ¢; € <’7}‘g A) and 1; € (7;9 B> , and non-negative scalars \;,

i=1,...,m, such that s = """ \i¢; ® ¢;. Set E; = (¢i(exa a.a’))za aa
(resp. Fy = (Yi(fyu b))y b ), and let @; : Mx — My (resp. ¥; : My —
Mpg) be the quantum channel with Choi matrix E; (resp. F;), i =1,...,m.
Then Ps = Z;Zl )\Z’(I)i ® \IJZ'.

(i)=(ii) Write I' = >~ \i®; ® ¥; as a convex combination of quantum
channels ®; : Mx — My and ¥; : My — Mp, i = 1,...,m, and let s
be a functional on Tx 4 ® Ty, such that I' = T'y. Let E; € (My @ Ma)™
(resp. F; € (My ® Mp)™) be the Choi matrix of ®; (resp. V,); thus, E;
(resp. Fj) is a stochastic operator matrix acting on C. By Theorem [£.2]
there exist positive functionals ¢; : Tx 4 — C and v¢; : Ty, — C such
that (¢i(ex,x’,a’,a))m,m’,a,a’ = E; and (dji(fy,y’,b’,b))%y’,@b’ =F,i=1,...,m.
It is now straightforward to see that s is the functional corresponding to
> Aigs @ ¢ and is hence, by Lemma [6.6] a state on OMIN(7Tx 4) ®min
OMIN(Ty g). O

7. CLASSICAL-TO-QUANTUM NO-SIGNALLING CORRELATIONS

In this section, we consider the set of classical-to-quantum no-signalling
correlations, and provide descriptions of its various subclasses in terms of
canonical operator systems.

7.1. Definition and subclasses. Let X, Y, A and B be finite sets and H
be a Hilbert space.

Definition 7.1. A family © = (044)zexycy of states in Map is called a
classical-to-quantum no-signalling (CQNS) correlation if

(7.1) Tr g0y y = Tr gopmy and Tr poy v = Tr poy 4,

for all z,2',2" € X and all y,y',y" €Y.

A stochastic operator matrix £ € My ® M4 @ B(H) will be called semi-
classical if Le e (E) = 0 whenever x # 2/, that is, if

E = Z exer @ By,
zeX

for some E, € (My ® B(H))" with Try E, = Iy, € X. We write F =
(Ey)zex; note that, in its own right, E, is a stochastic operator matrix in
LIC)@Mas®B(H), z € X.

Suppose that E = (E;)zex and F = (Fy)yey form a commuting pair of
semi-classical stochastic operator matrices, acting on a Hilbert space H and
o is a vector state on B(H). The family formed by the states

(7.2) Opy=Lo(Ey-Fy), ze€Xyey,
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is a CQNS correlation; indeed, by Proposition A1l Tra o, = Lo (F,) and
Trposy = Lo(E;) for all z,y. We call the CQNS correlations of this
form quantum commauting. Similarly, if (E;)zex (resp. (Fy)yey) is a semi-
classical stochastic operator matrix on H4 (resp. Hp) and o is a vector
state on L(H4 ® Hp), the family formed by

Ozy=Lo(E,OF,), z€X,yeY,
will be called a quantum CQNS correlation. A CQNS correlation © =
(02y)zexyey Will be called approzimately quantum if there exist quantum
CQNS correlations ©,, = (Jg(cfz)xexyey, n € N, such that

0’;2 —nsoo Ozys TEX,yeY.

Finally, © will be called local if there exist states afx

(resp. Mp) and scalars \; > 0, i =1,...,m, such that

(resp. afy) in My

m
Jw,y:Z)\iafm®0’fy reX,yey.
i=1
If £: Dxy — Map is a (classical-to-quantum) channel, we set I's =
€ o Axy; thus, I's is a (quantum) channel from Mxy to Map. Given a
CQNS correlation © = (J%y)mexyey, we let £g : Dxy — Map be the
channel given by

Eo (exe; ® eyeZ) =04y x€X,yey,

and I'g = I'g,. In the sequel, we will often identify © with the channel &g.
For x € {loc, q, qa, qc, ns}, we write CQy for the set of all CQNS correlations
of class x; thus, the elements of CQ, will often be considered as channels
from Dyxy to Mapg. Similarly to the proof of Proposition 3] it can be
shown that quantum and quantum commuting CQNS correlations can be
defined using normal (not necessarily vector) states.

In the next lemma, for (finite) sets X and A and a Hilbert space H, we
let for brevity

Ax = Ax ®id 4 ®id gy : Mx ® Ma @ B(H) = Dx ® Ma @ B(H)
and
Axa=A0x®As®@id g : Mx ® Ma® B(H) — Dx ® Da @ B(H).

Lemma 7.2. Let H be a Hilbert space, E € MX®MA®B(~H) be a stochastic
operator matriz and o € T(H) be a state. Set ' = Ax(E) and E" =
Ax A(E). Then E" (resp. E") is a semi-classical (resp. classical) stochastic
operator matriz,

(7.3) l'ecoAx =Tp, and Agolg,0Ax =Tpgr,.

Moreover, if F € My ® Mp ® B(H) is a stochastic operator matriz that
forms a commuting pair with E then

(7.4) Axy(E-F)=Ax(E) - Ay(F).



30 I. G. TODOROV AND L. TUROWSKA
Proof. Note that, if E = Z%x,ex Za,a’eA ezl @ eqel, @ Ey 1 o then

Ax(FE) = Z Z er€y @ eqln @ Ey z o
zeX a,a’ €A

We now have
(Teo(Ax(exer)),eay) = 6z (Braaa,0) = <PE’,0(69€€;’)7 ea62’>
for all z,2/ € X and all a,a’ € A. The second identity in (73] is equally

straightforward. Finally, for (74]), notice that, if £ = (Ew,x/,ma/) and F' =
(Fy7y/7b7br) then both sides of the identity are equal to

* * * *
DD D D et ®ae By @ ey ® Bpaa Fyyoy-

zeX yeY a,a’€Abb EB
O

Theorem 7.3. Fiz x € {loc,q,qa,qc,ns}. IfI' € Q then I'lp,, € CQx;
conversely, if £ € COy then I'e € Q. Moreover, for a channel £ : Dxy —
Map, we have that
(i) € € CQqc if and only if I's = I'p.p, where (E,F) is a commut-
ing pair of semi-classical stochastic operator matrices, acting on a
Hilbert spaces H, and o is a normal state on B(H);
(i) € € CQq if and only if T'e = 'pore, where E and F are semi-
classical stochastic operator matrices, acting on finite dimensional

Hilbert spaces Ha and Hp, respectively, and o is a state on L(Hq ®
Hp).

Proof. Tt is trivial that if I' € Qs then I'|p,, € CQns. Conversely, suppose
that £ € CQus, and let px € My and py € My be states, with Tr(px) = 0.

By (ZI),

Tr ol'e (PX & PY) = Z Z<,0X€:c, €x><PY€y7 ey> Tr A0z y = 0
zeX yeY

and, by symmetry, I'e € Q.

Let E € Mx @ Ma®@B(H) and F € My ® Mp® B(H) form a commuting
pair of stochastic operator matrices and o € T(H) be a state. It follows
from Lemma [T.2] that

PE~F,U"DXY = FAxy(EvF),U"DXY = FAx(E)-Ay(F),U"DXY € CQqC'

Conversely, suppose that g € CQqc, where © = (04.4)zexyey is a CQNS
correlation. Let H, o, E and F' be such that (7.2)) holds; then I'e = I'g.p .
A similar argument applies in the case x = ¢, and the case x = qa fol-
lows from the fact that the map & — £ o Axy, from L(Dxy,Myp) into
L(Mxy,Map), is continuous. Finally, if 0, , = 0, ® 0¥, where 0, € My
(resp. oY € Mp) is a state, z € X (resp. y € Y), and & : Mx — My
(resp. ¥ : My — Mp) is the channel given by ®(ezel,) = 050, (resp.
U(eye, ) = 0y,0¥), then I'e = ® ® ¥, and the case x = loc follows. O
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7.2. Description in terms of states. We next introduce an operator sys-
tem, universal for classical-to-quantum no-signalling correlations in a similar
manner that Tx 4 is universal for the (fully) quantum correlations, and de-
scribe the subclasses of CQNS correlations via states on tensor products of
its copies.
Let
Bx.a= Max*y--- %1 Ma,

|X| times

a free product, amalgamated over the unit. For each x € X, write {e; 4.4 :
a,a’ € A} for the canonical matrix unit system of the z-th copy of M4, and
let

Rx.a =span{e, o0 : ¢ € X,a,d € A},
considered as an operator subsystem of Bx 4.

Given operator systems Sy, ...,S,, their coproduct S = S1 @1+ D1 Sy, is
an operator system, equipped with complete order embeddings ¢; : S; — S,
characterised by the universal property that, whenever R is an operator
system and ¢; : §; — R is a unital completely positive map, i = 1,...,n,
there exists a unique unital completely positive map ¢ : S — R such that
por; = ¢, i =1,2,...,n. We refer the reader to [4I], Section 8] for a detailed
account of the coproduct of operator systems.

Remark 7.4. Let A;, i = 1,...,n, be unital C*-algebras and § = span{a; :
a; € A;,i = 1,...,n}, considered as an operator subsystem of the free
product Aj *; --- %1 A,, amalgamated over the unit. It was shown in [27
Theorem 5.2] that S 2. A @1 -+ @1 A,. In particular, we have

(7.5) Rxa=My®r-- D1 Ma.

|X| times

An application of [62] Lemma 2.8] now shows that
(7.6) Rx,A®c Ry,B Ce.oi. Bx,A Omax By,B-
Theorem 7.5. Let H be a Hilbert space and ¢ : Rx o — B(H) be a linear
map. The following are equivalent:

(i) ¢ is a unital completely positive map;

(ii) <(¢(ex,a7a/))a7a,eA) vex 1s a semi-classical stochastic operator ma-

triz.

Proof. (i)=-(ii) The restriction ¢, of ¢ to the z-th copy of My is a unital
completely positive map. By Choi’s Theorem, (¢x(em7a,a/))a o 18 astochastic
operator matrix in M4®B(H) for every x € X; thus, <(¢(ex,a7a/))

is a semi-classical stochastic operator matrix.

(ii)=(i) For each z € X, let ¢, : M4 — B(H) be the linear map defined by
letting ¢z (eq€}/) = ¢(eg.q,a7). By Choi’s Theorem, ¢, is a (unital) completely
positive map. By the universal property of the coproduct, there exists a

a,a’EA) reX
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(unique) unital completely positive map v : Rx a4 — B(H) whose restriction
to the z-th copy of M4 coincides with ¢,. It follows that ¢ = ¢, and hence
¢ is completely positive. O

Remark 7.6. By [27, Theorem 5.1], Rx 4 is an operator system quotient
of Mx 4. Now [28, Proposition 1.8] shows that, if

Ox.A=A{PBrexTy € BgexMs:3ceCst. Tt Ty =c,x € X},

then the linear map A : R% 4 — 9x,A, given by
Acq(¢) = Drex (¢(€x,a,a’))a’a/ )

is a well-defined unital complete order isomorphism.

We denote the canonical generators of Ry.g by fysp, y €Y, b, € B.
Given a functional ¢ : Rx 4 ® Ry,p — C, we let & : Dxy — Myp be the
linear map defined by

* * * *
& (exex ® eyey) = E E t (ew,ma/ ® fy,b,b/) €aly X epep .
a,a’ €Abb eB

We note that ¢ — & is a linear map from (Rx a®@Ry,p)* into L(Dxy, Map).
Theorem and the universal property of the coproduct imply the exis-
tence of a unital completely positive map Bx 4 : Rx.4 — Tx,a such that

/BX,A(em,a,a’) =eC€raraa, L EC X, a, a € A.

Similarly, the matrix (6, z/€z.a,0’)z,2/,a,a’ 18 stochastic, and Theorem im-
plies the existence of a unital completely positive map 63(’ 4 Txa— Rx,a
such that

53{7,4(6:5@'7@,(1') = 0p.0/€xa,0"+ z,2 € X,a,d’ € A.
It is clear that
Bx.a0Bxa=idry ,.
Theorem 7.7. The map t — & is an affine isomorphism

(i) from the state space of Rx A @max Ry,B onto CQns;

(ii) from the state space of Rx 4 @c Ry, onto CQqc;

(ili) from the state space of Rx A @min Ry,B onto CQqa;

(iv) from the state space of OMIN (Rx,4) @min OMIN (Ry,5) onto CQjoc.

Proof. 1t is clear that the map t — & is bijective. It is also straightforward
to see that, for a linear functional s : Tx a®7Ty,p — C, we have I's|p,, = &,
where t = so (x4 ® Py,B). The claims now follow from Theorems 6.2} [6.3]
6.5 6.1 and the functoriality of the involved tensor products. O

As a consequence of Theorem [T we see that the sets CQgy. and CQjoc
are closed (as are CQys and CQga).

Remark. As in Theorems and [6.5] the classes CQy and CQg, can
be equivalently described via states on the C*-algebraic tensor products
Bx, A ®@max By, and Bx, 4 @min By, B, respectively. For the class CQqa, this is
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a direct consequence of the injectivity of the minimal tensor product in the
operator system category, while for the class CQqc, this is a consequence of
Remark [7.4
8. CLASSICAL REDUCTION AND SEPARATION
Let X and A be finite sets. We let
Ax 4 =07 %1 - % L,
—_———
|X| times

where the free product is amalgamated over the unit, and

Sxa =03 @1 D1 LY,

|X| times

the operator system coproduct of |X| copies of ¢5°. Note that, by [27,
Theorem 5.2] (see Remark [[.4]), Sx 4 is an operator subsystem of Ax 4. We
let (ez,0)aca be the canonical basis of the a-th copy of £ inside Sx 4; thus,
Sx,4 is generated, as a vector space, by {e;, : * € X,a € A}, and the
relations
Zew,azl, r e X,
acA

are satisfied. Note that, by the universal property of the operator system
coproduct, Sx 4 is characterised by the following property: whenever H is a
Hilbert space and {E; , : © € X,a € A} is a family of positive operators on
H such that (E; 4)eca is @ POVM for every x € X, there exists a (unique)
unital completely positive map ¢ : Sx a4 — B(H) such that ¢(ezq) = Ezq,
re X, a€eA

We denote by & the map sending a quantum channel I' : Mxy —
Map to T'|p,, (and recall that 9 stands for the map sending I' to N =
AapoT|py,); Remark below justifies calling € and 0 classical reduc-
tion maps. The forward implications all follow similarly to the one in (ii),
which was shown in Theorem [(.3], while the reverse ones can be seen after
an application of Lemma We recall that we identify Cps with the set
{N, : p an NS correlation}.

Remark 8.1. Let X, Y, A and B be finite sets, x € {loc,q,qa, qc,ns},
p € Cyx and € € CQy. The following hold:

(i) pely e & eCO o T)e O

(il) £ €CQyx & I'e € Oy.
Moreover, the maps € : Qy — CQOy and M : CQx — Cyx are well-defined and
surjective.

We identify an element N of Cy with the corresponding classical-to-
quantum channel from Dxy into M4p, and an element £ of CQ, with the
corresponding quantum channel from M xy into M 4. The subsequent table
summarises the inclusions between the various classes of correlations:
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Coc C C4 C Cqa C Cq¢ C  Cus

N N N N N
C Qloc c C Qq c C Qqa c C Qqc c C Qns
N N N N N

Qloc C Qq C Qqa C Qqc C Qns .

By Bell’s Theorem, Cj,. # Cq for all subsets X,Y, A, B of cardinality at
least 2. By Remark B.Il we have that CQjoc # CQq and Qo # Q4. By
[70], Cq # Cqa for some finite sets X, Y, A and B (see also [22]) and hence
CQq # CQqa and Qg # Qga for a suitable choice of sets. The inequality
Cqc # Cns is well-known (it follows e.g. from [26, Theorem 7.11]), implying
that CQqc # CQns and Qqc # Ons-

It was recently shown [37] that the inequality Cqn # Cqc also holds true
for suitable sets X, Y, A and B, thus resolving the long-standing Tsirelson
Problem and, by [38] and [56], the Connes Embedding Problem, in the
negative. It thus follows from Remark RJ] that, for this choice of sets,
COqa # CQqc and Qqa # Qqc. We next strengthen these inequalities.

Lemma 8.2. Let X; and A; be finite sets, i = 1,2, with X1 C Xo and
Ay C Ay. There exist unital completely positive maps t1 : Sx,, 4, — Sxy, 40
and 2 : Sx,. 4, — Sx,, 4, such that 13011 = id.

Proof. Denote the canonical generators of Sx, 4, by €zq, and of Sx, 4, —
by fz .. By induction, it suffices to prove the claim in two cases.

Case 1. X7 = Xy and Ay = A; U{az}, where ay & A;.
Let a; € A;. Define the maps ¢; and to by setting
. fx’a ifa e Al \ {al},
3] (ex,a) - { fm,m + fm,ag a=a,
and . A\ {ar)
_ €x,a Iraec A aiy,
t2(faa) = { %ewm a € {ay,as}.
Case 2. Ay = A; and X9 = X3 U {x2}, where x9 & X;.
Let 21 € X;. Define t1(ez4) = fr.a, ¢ € X1, a € Aj, and
era ifxe Xy,
L2(fx,a) = { ’ !

€ri,a T = T2.

By the universal property of the operator systems Sx 4, t1 and tp are
unital completely positive maps, and the condition ¢ 0 t; = id is readily
verified. O

Theorem 8.3. For all finite sets X, Y, A and B of sufficiently large car-
dinality, the following hold true:
(1) Qqa(X7 Y7 A7 B) 75 QQC(Xv K Av B);
(i) CQqa(X,Y, A, B) # CQq(X,Y, A, B);
(iii) Tx,4 ®min Ty,B # Tx,4 @c Ty,B;
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(iv) Rx, 4 @min Ry,B # Rx,A @ Ry,B;
(V) Bx,A @min By,B # Bx,A @max By,B;
(vi) Cx, 4 ®min Cy,B # Cx,4 ®max Cy,B.

Proof. By [37], there exist (finite) sets X, Yy, Ag and By and an NS corre-
lation

P € Cqe(Xo, Yo, Ao, Bo) \ Cqa(Xo, Yo, Ao, Bo)-
Using [49], Corollary 3.2], let s be a state on Sx, 4, ®c Sy,,B, such that

(8.1) p(a,blz,y) = s(ez,a @ ey,p)

for all z € Xy, y € Yy, a € Ay and b € By. Assume that Xy C X,
Yo C Y, Ay € A and By C B. Write ' (vesp. (P), i = 1,2, for the
maps arising from Lemma for the operator systems Sx, 4, and Sx a
(resp. Syy,B, and Sy,p). By the functoriality of the commuting tensor
product, the map t := so (Lé4 ® Lg) is a state on Sx 4 ®. Sy,p. The NS
correlation g € Cqc(X,Y, A, B) arising from ¢ as in (81]) does not belong to
the class Cqa. Indeed, if ¢ € Cq, then, by [49, Corollary 3.3], t is a state on
Sx, A @min Sy,B, and hence s =t o (L‘f1 ® 1P) (see Lemma [B2) is a state on
Sxy,40 @min Sy, B, Which, in view of [49], Corollary 3.3], contradicts the fact
that p is not approximately quantum.

It follows that Cqa(X,Y, A, B) # Cqo(X, Y, A, B) for all sets X, Y, A and
B of sufficiently large cardinality. Parts (i) and (ii) now follow from Remark
R1l Claim (iii) follows from Theorems and [65, while (iv) — from (ii)
and Theorem [Tl Finally, (v) follows from (iv) and Remark [[4] and (vi)
follows from (iii), Corollary and [42] Theorem 6.4]. O

Recall that an operator system S is said to possess the operator system
local lifting property (OSLLP) [43] if, whenever A is a unital C*-algebra,
I C Ais a two-sided ideal, 7 C S is a finite dimensional operator subsystem
and ¢ : T — A/Z is a unital completely positive map, there exists a unital
completely positive map 1 : T — A such that ¢ = go ) (here q: A — A/T
denotes the quotient map). We conclude this section with showing that the
operator systems we introduced possess OSLPP.

Proposition 8.4. Let S be an operator system quotient of My, for some
k € N, and H be a Hilbert space. Then S Qmin B(H) Zcoi. S @max B(H),
and hence S possesses OSLLP.

Proof. Let J C My be a kernel such that S = My/J; write ¢ : M — S
for the quotient map. By [28, Proposition 1.8], the dual ¢* : ST — M,? is a
complete order embedding.

Fix u € My, (S ®min B(H))"; after a canonical identification, we consider
u as an element of (S ®umin M, (B(H)))". Let {Si,...,S,} be a basis of
S, and write u = Y ", S; ® T;, for some T; € M, (B(H)), i = 1,...,m.
By [T, Proposition 6.1], the map ¢, : S* — M,, (B(H)), given by ¢.(f) =
Sy f(Si)T;, is completely positive. By Arveson’s Extension Theorem,
there exists a completely positive map ) : M,f — M, (B(H)) with ¢ o ¢* =
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¢u. Let S; € My, be such that ¢(S)) = S;, i =1,...,m, and let {S] : i =
m+1,...,k%} be a basis of J. Then {S},...,5/,, m+1,...,5;€2} is a basis
of Mk. Let
k2
v=> S/®T € My® M, (B(H))
i=1
be an element such that

ZgS’T’ g € Mg;

by [41l Proposition 6.1], v € (Mk @min My, (B(H)))". Since M, is nuclear, v
belongs to (M @max M, (B(H)))*. Let w = (¢®id)(v); by the functoriality
of the maximal tensor product, w € (S ®@max My, (B(H)))"T. We have

k2
’“’:Z (SHeT = ZS QT
=1

For all f € 89, we have

m

m k2
D FSHT = q (N(SHT = ¢(q" () = dul(f) = D F(S)Ts.
i=1 i=1

i=1
It follows that 7; = T/, ¢ = 1,...,m, and hence v = w. Thus, u €

My, (S @max B(H)) T, and it follows from [43, Theorem 8.6] that S possesses
OSLLP. -

Proposition B4l combined with Corollary and Remark [.0] yield the
following corollary.

Corollary 8.5. Let X and A be finite sets. Then Tx 4 and Rx, A possess
OSLPP.

Remark. It is worth noting the different nature of the C*-algebras Ax 4
and Bx, 4 on one hand, and Cx 4 on the other. This is best seen in the special
case where | X| =1, when Ax 4 = Dy, Bx a = Ma and Cx 4 = C(My).

9. QUANTUM VERSIONS OF SYNCHRONICITY

Let X and A be finite sets, Y = X and B = A. We will often distinguish
the notation for X vs. Y (resp. A vs. B) although they coincide, in order
to make clear with respect to which term in a tensor product a partial trace

is taken. An NS correlation p = {(p(a,b|x,y))a7beA S,y € X} is called
synchronous [61] if
pla,blz,z) =0 x € X,a,b€ Aa#b.

In this section, we examine possible quantum versions of the notion of syn-
chronicity. Our main motivation is the following result, which was proved

in [61].
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Theorem 9.1. Let p be an NS correlation. Then

(i) p is synchronous and quantum commuting if and only if there exists
a trace 7 : Ax,a — C such that

(9.1) pla,blz,y) =7 (eraeyp), =,y € X,a,bc A;

(ii) p is synchronous and quantum if and only if there exist a finite di-
mensional C*-algebra A, a trace 74 on A and a *-homomorphism
m: Ax a — A such that (91) holds for the trace T =T 0m;

(iii) p is synchronous and local if and only if there exist an abelian C*-
algebra A, a trace 74 on A and a *homomorphism m : Ax 4 — A
such that (@1) holds for the trace T = T4 0.

9.1. Fair correlations. If A is a unital C*-algebra, we write AP for the
opposite C*-algebra of A; recall that A° has the same underlying set (whose
elements will be denoted by u°P, for u € A), the same involution, linear
structure and norm, and multiplication given by u°Pv°P = (vu)°P, u,v € A.
For a subset S C A, we let S°P = {u? : u € S}.

For a Hilbert space H, we denote by HY its Banach space dual; if K
is a(nother) Hilbert space and T' € B(H, K), we denote by T9 its adjoint,
acting from K9 into H9. We note the relation

(9.2) (T4 = (19, T eB(H,K).
It is straightforward to see that if A is a C*-algebra and 7 : A — B(H)
is a (faithful) *-representation then the map 7°P : A — B(HY), given by
7P (u°P) = 7(u)d, is a (faithful) *-representation. Note that the transpo-
sition map u — (u')°P is a *-isomorphism between My and M. It was
shown in [44] that there exists a *-isomorphism 94 : Axa — AY 4 such
that d4(es.q) = €30, © € X, a € A. The following analogous statements for
Cx,a and Bx 4 will be needed later.
Lemma 9.2. Let X and A be finite sets.

(i) There exists a *-isomorphism 0 : Cx a — CY 4 such that

a(e:c,:c’,a,a’) =e ZE,ZE/ € X,a,a' c A.

z/ x,a’,a’
(ii) There exists a *-isomorphism Op : Bx A — B(;(P,A such that
oB(exaa) = egl,ja’7a’ z € X,a,d € A.
Proof. (i) Let m : Cx.a — B(H) be a faithful *-representation. Write
Ey o aa = T(€xaaa), T, @ € X, a,a’ € A. Using Theorem BI] let K
be a Hilbert space and (Vg 4)az : HX — K% be an isometry such that
Evgraa = VigVaw, v,20 € X, a,a’ € A Let Wy, = (V2,)"; thus,
W € B(HY KY), 2 € X, a € A. Using ([@2), we have

Z W;,x’wa,x - Z Va(%:c’ (Vafx)d - Z (Vafxva,m’)d = 6:2,:2’1(1;

acA acA acA
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thus, (Waz), , is an isometry. By Theorem Bl if Fy » 00 = Wy War o,
z,2' € X, a,d € A, then (Fp o qa),
Note that

*
d d d d
Fx,x’,a,a’ = Va,:v <Va’,x’) - (Vaﬂax/Va,m) - E

o o is a stochastic operator matrix.
b "
z'x,a’ar

By the universal property of Cx a, there exists a *-homomorphism 7’ :
7 (Cx,a) — B (HY) such that

ud (Em,m’,a,a’) = Ed

z/ x,a’ a0

z,2 € X,a,d € A.

By the paragraph before Lemma [0.2] 7’ o 7 can be regarded as a *-homo-

morphism from Cx 4 into C})(pA, which maps e, ;/ 4./ to egl,)m oo The claim
follows by symmetry.
(ii) The words of the form €x11,a1,0] - - - Capap,af, SPAL A dense x-subalgebra

of Bx.a . As u— (u")°P is a *-isomorphism from My to M3’ that maps
the matrix unit eqe’, to (eqe})", the universal property of the free product
implies that the map dp given by

op(e r...e 1) =e? eP
B\Cx1,a1,a] - - - Cap,ap,a), x1,ah,a1 " Twg,a) ,ay

extends to the desired *-isomorphism. O

If U is a subspace of a C*-algebra A, we call a linear functional s :
URU®P — C fair if
(9.3) s(u®1) =s(1®@u®) for all u € U.

It will be convenient to write ty for the transpose map on My . A state
p € Mxy will be called fair if Trx ((id ® ty')(p)) = Try ((id @ ty)(p)). We
write Sx = {p € My : p a fair state}, and observe that an element p =
(Pza'yy) € M;gy belongs to ¥ x precisely when

* *
: : : : pxr:v’yvy/ey/ey = : : : :px,x/7y7yemewl’
zeX yy' ey rx'eX yey
that is, when
/
(94) > Praze = D Pteyy 57 €X.
reX yeX

We let ©¢ = X xNDxy; thus, a state p = (Pay)ey € D}Y is in E% precisely
when

(9.5) Z Paz = Z Py, %€ X.

zeX yeX
It follows from (@.4]) and ([@.3]) that
(9.6) Axy(Ex) = 5%
Definition 9.3. A QNS correlation T' : Mxy — Map (resp. a CQNS

correlation € : Dxy — Mag, an NS correlation N : Dxy — Dap) is called
fair if T (Ex) C $a (resp. € (5%) CTa, N (2F) € =9).
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Theorem 9.4. Let I' be a QNS correlation.

(i) T is fair if and only if there exists a state s : Tx A @max Tx,4 — C
such that T = Ty and the state s o (id ® 9)~! is fair;

(i) T 4s fair and belongs to Qqc if and only if there exists a state s :
Tx.A ®@c Tx,a — C such that T = T's and the state so (id ® 9)~! is
fair;

(iii) T is fair and belongs to Qqa if and only if there exists a state s :
Tx,A @min Tx,a — C such that I' =T’y and the state so (id ® )1 is
fair;

(iv) T is fair and belongs to Qioc if and only if there exists a state s :
OMIN(Tx,4) @min OMIN(Ty,5) — C such that I' =Ty and the state
so (id®d)~! is fair.

Proof. We only show (i); the proofs of (ii)-(iv) are similar. Let I' be a QNS
correlation. By Theorem [6.2] there exists a state s € Tx 4 @max Tx,4 — C
such that I' = I';. The condition

Tra((id®tp)(I(p)) = Trp ((id©tp)(T(p))

is equivalent to

(9.7)
> {(d@tp(T(p))ea @ ey eq @ ep) = > (({d @ tp(L(p))ey ® eq,ep ® eq)
acA acA

b,b' € B. Note that

L(p) = Z Z Z Z Paal gy S(€xalaa @ eyy bl )eay © €vey

a,a’€AbbcAx ' eX yyeX

and hence
(id @ tg)(T'(p))

= Z : : : : : : vaxlvyvyls(exvxlvaval ® eyvylvbvb/)eaezl ® eb/ez

a,a’ EAbYEAz ' €X yy' €X

Thus, letting Ml(ll?)/ = ZxEX Pa,ay,y s W have that the left hand side of (Iﬂ)

coincides with

E : E : E : P’ yy' S (ew,x’,a7a®ey,y’,b’,b)

acAza'eX yyeX

= Z Z P,z y,y'S <<Z ew,x’,a7a> ®ey,y’,b’,b>

r,2'eX Yy eX acA

- Z Z Py Oa,es (L@ ey yp) =5 |1 Z Nz(/l,z)/ey,y’,b’,b

zx'eX yy'eX Y,y EX

=so(id®d) ' |1® Z 'u?(JlZ)/ €Yy
Yy’ €X
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Similarly, letting uf;, =

@) coincides with

E : E : E : Pz’ yy'S (6x7x’7b7b’ ®ey7y’7a,a)

acAzx'eX yy eX

= Z Z vaxlvyvy/s <ex7xlvbvbl ® <Z €y7y/7a’a>>

rx'eX yy'eX acA

- Z Z Pzl y,y Oy, S (e:r:7:(:’7b7b’ ®1)

rax'eX yy'eX

Zye x Pa,z' .y, We have that the right hand side of

E : (2)
=S Mo o Cx,a! b,b @1/,
z,x'eX

that is, with

. _ 2
so (id ® 9) ! Z :u;/,)yey’,y,b,b’ ®1
yy'eX
Let now p € ¥x. By (@.4), ,uél’;, = u;%?y. Hence, if so (id ® 9)~! is fair then
['(p) € X4, that is, I' is fair.
Conversely, assuming that I is fair, the previous paragraph shows that

(9.8) s0(id®d) M (u®1) =so(id®ad) (1 ®u)

for any w of the formu =37 /e (3, o2y )eyy by With p € Zx. Letting
p = ege; @ ezel € Yx we conclude that (Q.8) holds for u = ey 441, ¢ € X,
bt € A Letting p = 1 @ w' + w ® 1, where w = a(e.el + eyel)) +
Be.et, + Beyet, z # 2/, with a > |B], we obtain that (@8] holds for u =
a(2 zng €y,y,b,b’ + ’X‘ez,z,b,b’ + ‘X’ez’,z’,b,b’) + /B‘Xlez’,z,b,b’ + ﬁ’X‘ez,z’,b,b’-
From this we deduce that (@8] holds for any u = e,/ p1r, ¥,y € X, b,V €
A. O

Let S C B(K) be an operator system. We let S = {ud : u € S},
considered as an operator subsystem of B(K?). Note that S is well-defined:
ifgp:S — B(K ) is a unital complete isometry, then the map b SP —
B(KY), given by ¢(ul) = ¢(u)d, is also unital and completely isometric. We
thus write u°® = u in the (abstract) operator system S°P.

For a linear map ® : Mx — M}y, let ® : My — M, be the linear map
given by ®f(w) = ®(w)".

Lemma 9.5. Let S be an operator system.

(i) If  : S = B(H) be a unital completely positive map then the map
¢°P : SP — B(HY), given by ¢°P(u°P) = ¢(u)?, is unital and com-
pletely positive.

(ii) Up to a canonical *-isomorphism, C;:(S°P) = C(S)°P.

(iii) If ® : Mx — My is a completely positive map then so is ®F.
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Proof. (i) Represent S C B(K) as a concrete operator system. Then S°P C
B(K?). Suppose that ui; € S, 4,5 = 1,...,n, are such that (U?,j)i,j €
M, (B(KY))*. Then (uj;);; = (ugj)?’j € M, (B(K))" and hence (¢(uj;))i; €
M, (B(H))". Thus,

o) = (o(uiy)?) e M, (BHY) .
2% 2,]

(ii) Suppose that @ : S°? — B(H) is a unital completely positive map.
By (i), ¥°° : S — B(HY) is (unital and) completely positive. By the uni-
versal property of the maximal C*-cover, there exists a *-homomorphism
7 CH(S) — B(HY) extending ¢°P. It follows that 7°P : C*(S)°P — B(H)
is a *-homomorphism that extends 1. Thus, C;(S)°P satisfies the universal
property of the C*-cover of S°P.

(iii) The transposition is a (unital) complete order isomorphism from M x
onto M. The statement follows after observing that, under the latter
identification, ®! coincides with ®°P. O

Corollary 9.6. A local QNS correlation T is fair if and only if T =3 ",
Ai®; @V, for some quantum channels ®;, W, : Mx — M4 and scalars \; > 0,
i=1,...,m, Yi" N\ =1, such that

(9.9) Em:Ai@i = iAiqf?.
=1 i=1

Proof. Suppose that T" is fair and, using Theorem [0.4] write T' = I'y, where
s is a state on OMIN(Tx, 4) ®@min OMIN(Ty,5) such that s o (id ® 9)~! is
fair. As in the proof of Theorem [6.7] identify s with a convex combination
Yot Xy ® 1y, where ¢; and 1); are states on Tx 4, @ = 1,...,m; then the
fairness condition is equivalent to

(9.10) > Xidi(u) =D Aahi (0 (), u € Txa.
i=1 i=1

Let ®; and ¥; be the quantum channels from My to My, corresponding to ¢;
and 1, respectively; then T' = > A\;®; @ ¥;. Let ; : u — ¥; (071 (uP)),
u € Tx, 4. By Lemma[@.2] v; is a state. Moreover,

<\I’§(6xe;’)vea62’> = (\I/i(emre;)t,eae:,> = (V;(exrey); earey)
= T/Ji(ex’,:c,a’,a) = ¢i(8_1(egf)m’,a,a’)) = ¢i(€x,x’,a,a’)7
that is, the quantum channel \IIEi corresponds to 1[11 Identity ([@.9) now follows

from (Q.I0). The converse implication follows by reversing the previous
steps. O

Corollary 9.7. (i) A CQNS correlation & is fair if and only if there is
a state t : Rx A @max Rx,4 — C such that to (id ® 0g)~ " is fair and
E = &. Similar descriptions hold for fair correlations in the classes

C Qqc . C Qqa and CQjoc-
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(ii) An NS correlation p is fair if and only if there is a state t : Sx, A @max
Sx.a— C such that t(u® 1) =t(1 ®u), u € Sx, 4, and

pla,blz,y) =tlera @eyp), z,y€ X,a,be A

Similar descriptions hold for fair correlations in the classes Cyc, Cqa
and Cioe.

Proof. We only give details for (i). Let £ : Dxy — Mup be a fair CQNS
correlation. By [@6), EoAxy : Mxy — Myp is a fair QNS correlation. By
Theorem (i), £ o Axy =T, for some state s on Tx 4 @max Tx,4 such
that so (id ® d)~! is fair. It follows that & = &, where t := so (Bx,4a®Bx,4)
is a state on R x 4 @max Rx,4 and to (id®0dp)~ ! is fair. Conversely, if £ = &
for some state t on Rx 4 ®max Rx,4 such that t o (id ® Op)~ ! is fair then
I'e =T, where s :=to (8% 4 ® By 4) and so (id® 0)~! is fair. By Theorem
(i), ¢ is fair, and hence so is £. The statements regarding CQqc, CQqa
and COQ),. follow after a straightforward modification of the argument. [

Remark. It follows from Theorem 0.1 Theorem [@.4land Corollary 0.7 that
fair correlations can be viewed as a non-commutative, and less restrictive,
version of synchronous correlations.

9.2. Tracial QNS correlations. Let A be a unital C*-algebra, 7: A — C
be a state and A°P be the opposite C*-algebra of A. By the paragraph
before Theorem 6.2.7 in [12], the linear functional s; : A ®mpax AP — C,
given by s.(u ® v°P) = 7(uv), is a state.

A positive element £ € My @ M4 ® A will be called a stochastic A-
matriz if (id®id®7)(FE) is a stochastic operator matrix for some faithful
*_representation of A. Such an E will be called semi-classical if it belongs
to Dx @ My ® A.

Let £ = (92.4/.0,0')z,2" 0,00 D€ & stochastic A-matrix, and set

E%P = (QOp )w,x’,a,a’ EMx @My® .AOp;

z' x,a’a

Lemma shows that E°P is a stochastic A°P-matrix. Thus, after a per-
mutation of the tensor factors, we can consider £ ® E°P as an element
of (Mxa® Mxa® (A®max AP))T. By Theorem (.2, there exists a *-
homomorphism 7g : Cx a4 — A, such that Tg(es o/ a.0/) = 9z, ,a,0r for all
z,7',a,a’. By Corollary [5.3] and Lemma [3.5] C;(T)??A) = C())(ITA; thus,

TX,A e T)??A Ceoi CX,A Omax C%?A-
Write
(9.11) fBr=570(mg®@my) o (Id®J);
we have that fp - is a state on Tx 4 ®¢ Tx, 4, and

/ / !/ /
vaT(exvxlyaval ® eyvylvbybl) = T(ngxlvava/gylvyvblvb)7 ;U’ r 7y7 y € X’ a’ @ ’b7 b € A
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In the sequel, we write I'g; = I'yy ; by Theorem 6.3l I'p, € Qg By
Theorem [5.2] we may assume, without loss of generality, that A = Cx 4 and
E = (e34/ .a,a')z.a 0,00~ In this case, we will abbreviate I'g > to I';.

Definition 9.8. A QNS correlation I" is called

(i) tracial if I' =T, where 7 : Cx a4 — C is a trace;

(ii) quantum tracial if there exists a finite dimensional C*-algebra A,
a trace 74 on A and a *-homomorphism m : Cx 4 — A such that
= FT_AOT(';

(iii) locally tracial if there exists an abelian C*-algebra A, a state T4 on
A and a *-homomorphism m: Cx o — A such that T' =T'7 ,or.

Theorem 9.9. Let X and A be finite sets.

(i) If T is a quantum tracial QNS correlation then I € Q;
(ii) A QNS correlation T': Mxx — Maa is locally tracial if and only if

there exists quantum channels ®; : My — Ma, j = 1,...,k, such
that
k
(9.12) D= )b
j=1

as a convex combination. In particular, if I' is a locally tracial QNS
correlation then I' € Qjc.

Proof. (i) Suppose that H is a finite dimensional Hilbert space on which
A acts faithfully and let 7 : Cx 4 — A be as in Definition (ii). Let
Ey o aq = T(€xa aa) and E = (Em,m',a,a') . By the proof of Lemma

032 E°P .= <Eg, e a) is a stochastic operator matrix. Let o be
k) b ) ‘,E7‘,L./’a7a/

z,x’a,a’

any positive functional on £(H @ H?) that extends the state s, _, which, by
nuclearity, may be considered as a state on A®min A°P. Then 'y = I'gopor »
and, by the paragraph before Remark 7] I'; € Q.

(ii) Suppose that ®; : Mx — Ma, j = 1,...,k, are quantum channels

and I is the convex combination (@.12). Letting ()\;j ;, " a,) =@, (eg€l),
b et a7a/

! /
z,x a,a

z,2’ € X, we have that the matrix C; = (/\(j) ) is a stochastic
z,x’ a,a’

C-matrix. By Theorem [£.2] there exists a (unique) *-representation 7; :
Cx,a — C such that mj(e; o a0) = )\gl,’aﬂ,, r, 7 € X, a,a’ € A. Let

7 : Cx,A — Dy, be the *-representation given by

k

7 (u) = ij (u) ejes, u€Cxa,
j=1
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and let 7% : D — C be the state defined by 7% <(,uj)§:1) = 2?21 . We
have

Lo (eacs 8 €465)
= Z Z Tk o 7T e:c ! a,a €yl b, b)ea ' ebeb’

a,a’ EAbY EB
= E Z Tk E 7T] €x.a’ a0y y,b b)e] €; | €atq ®€b€b/
a,a’ €Abb EB j=1
_ )
= g Yy g g /\xwaa)\ Vb bCaCa o @ epepy
j=1 a,a’ €A b EB
= E:& D0 Mawtac | © | D0 Ay pench
j=1 a,a’ €A bb'eB

= Z)\@ (exes ®<I>ﬁ(eyy)

Conversely, let A be a unital abelian C*-algebra, 74 : A — C a state,
and m : Cx 4 — A a *homomorphism such that I' = I'; ,or. Without
loss of generality, assume that A = C'(Q2), where Q is a compact Hausdorff
topological space, and p is a Borel probability measure on €2 such that
TA(f) = Jo fdu, [ € A Set hypga = T(€rn aw) ¢, 0 € X, a,d € A
For each s € Q, let ®(s) : Mx — Ma be the quantum channel given by
D(s) (exe:fc,) = (hw,w’,a,a’(s))a,a/- We have

T (eme*, ® eyezl)

= XY ([ hawa O araldu)) i

a,a’ EAbY EA
_ /Q B(s) (eaels) ® B(s) (eyely) du(s).

It follows that I' is in the closed hull of the set of all correlations of the form

(@I2). An argument using Carathéodory’s Theorem, similar to the one in
the proof of Remark .10, shows that I" has the form (Q.12)). O

Remark 9.10. (i) Every tracial QNS correlation I' = I'g ; is fair. Indeed,
writing £ = (92,42’ a,0’), We have
fE,T o (ld ®8)_1(6x,x’,a,a’ ® 1) = T(g:(:,:c’,a,a’)
= fgro(id®d) H(1®eP,

(E(E CL[l)

It can be seen from Corollary 0.6l and Theorem 0.9 (see the closing remarks
of this section) that the converse does not hold true.
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(i) The set of all tracial (resp. quantum tracial, locally tracial) QNS
correlations over (X, A) is convex. Indeed, suppose that A (resp. B) is a
unital C*-algebra, 74 (resp. 73) a trace on A and E (resp. F) a stochastic
A-matrix (resp. a stochastic B-matrix). Let A € (0,1),C = A®B,7:C — C
be given by 7(u & v) = At4(u) + (1 — A\)78(v), and G = E & F, considered
as an element of Mx ® M4 ® C. Then G is a stochastic C-matrix and

)\FE,T_A + (1 — )‘)FFFFB = PG,T'

(iii) It is straightforward from Theorem [@Tlthat, if p € Cqyc (resp. p € Cq,
P € Cloc) is synchronous then I', is a tracial (resp. quantum tracial, locally
tracial) QNS correlation. By [22, Theorem 4.2], the set Cg of synchronous

quantum NS correlations is not closed if | X| = 5 and |A| = 2. Let p € C5\C5.
Then p is a synchronous NS correlation and does not lie in Cy. Assume that
I') is quantum tracial. By Theorem 0.9 I'), € Q, and hence, by Remark
BIl p € Cq, a contradiction. It follows that the set of quantum tracial NS
correlations is not closed.

(iv) The set of all tracial QNS correlations is closed; this can be seen via
a standard argument (see e.g. [54]): Assuming that (I',),en is a sequence
of tracial QNS correlations converging to the QNS correlation I', let A,, be

a unital C*-algebra with a trace 7,,, and E,, = (gg(cn;, a.al

Ap-matrix such that I';, = I'g, -,. Let A be the tracial ultraproduct of the
family {(An, ) }nen with respect to a non-trivial ultrafilter u [33, Section
4]. Write 7 for the trace on A and E = (gy4/,4,0’) for the class of @,enEy
in A. Then

(Dlexely @ eyeyr) eatly @ erery) = lim 7, (g(") (n) >

n—oo x,x’,a,a’gy’,y,b’,b

) be a stochastic

= T (gx,x’,a,a’gy’,y,b’,b) .

We next show that the class of all tracial QNS correlations, as well as each
of the the subclasses of quantum tracial and locally tracial QNS correlations,
have natural classes of invariant states. Given a unital C*-algebra A, a trace
7: A — C and a stochastic A-matrix E = (g, ./),» € L(C) ® Mz ® A, let

wBT = (wE’T > € Mzz be defined by

! !
z,2" uu

E,r / /
wz,;”,u,u’ = T(gz,zlgu’,u)7 Z,Z,u,u € Z.

Equivalently, let E°P be the stochastic A°P-matrix (gzyu>, and recall that

Sy A ®max AP — C is the state given by s;(u ® v°P) = 7(uv). Then
whPT = L, (E® E°P), where

LST . MZZ ® (A ®max AOp) — MZZ
is the corresponding slice. It follows that w7 is a state.

Definition 9.11. Let Z be a finite set. A state w € Myy is called
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(i) C*-reciprocal if there exists a unital C*-algebra algebra A, a trace T
on A and a stochastic A-matriz E € My ® A such that w = w7 ;
(ii) quantum reciprocal if it is C*-reciprocal, and the C*-algebra A from
(i) can be chosen to be finite dimensional;
(iii) locally reciprocal if it is C*-reciprocal, and the C*-algebra A from
(i) can be chosen to be abelian.

We will denote by Y(Z) (resp. Yq(Z), Tioc(Z)) the set of all C*-reciprocal
(resp. quantum reciprocal, locally reciprocal) states in Myz.

Theorem 9.12. Let I' be a QNS correlation.

(i) If T is tracial then T (Y (X)) C T(A);
(ii) If T is quantum tracial then T' (Yq(X)) C YTq(A);
(iii) If T is locally tracial then T (Yioe(X)) € Tioc(A).

Proof. (i) Let 7 be a trace on Cx 4, A be a C*-algebra, 74 be a trace on A,
and E = (93,0 )z.0r € Mx ® A be a stochastic A-matrix. Set w =T'; (wE’TA)
and write w = (Wa,a',b,b’)aa, BB Let B = A ®max Cx,4 and 78 = T4 @ T be
the product trace on B [IEL ’F;roposition 3.4.7]. Set

/ .
ha,a’ = E 9’ & €2’ a0’y Ay Q € Aa
z,x'eX

thus, ' := (ha,a’ )a,e0 € Ma ® B. Moreover,

Tr ol = Z ha,a = Z z,z’ @ <Z ex,x’,a,a)

acA z,x'€X acA
= Z Gz, & 5:(:,:(:’1 = Z z,z & 1=1z.
r,x'eX zeX

To see that F' is positive, we assume that 4 and Cx a are faithfully repre-
sented and let V,, and V, , be operators such that (V;), is a row isometry,
(Vaz)az is an isometry, g, oo = V'V and eg o 00 = Vy'( Vi o, z,2" € X,
a,a’ € A. Letting W = (erX Ve ® Va@)aeA, considered as row operator,
we have that ' = W*W. Hence F is a stochastic B-matrix. In addition, for
a,a’,b,b € A we have

B (ha,a’ hb’,b) = Z Z TA (gx,x’gy’,y) T (ex,x’,a,a’ ey’,y,b’,b) = Wa,a’,b,b’ 5
zx'eX y,y' eX

implying that w = w78,

(ii) and (iii) follow from the fact that if the C*-algebra A is finite di-
mensional (resp. abelian) and 7 factors through a finite-dimensional (resp.
abelian) C*-algebra then so does 7. ]
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Remark 9.13. (i) The state ﬁ[ xx is locally reciprocal, and hence it
follows from Theorem [9.12] that

1
Tioc(4) = {WF(IXX) : X finite, I' loc. tracial QNS correlation}

(9.13) = {T'(1): T :C — Mgy loc. tracial QNS correlation} .

Similar descriptions hold for Yq(A) and T(A). Remark thus implies
that the sets Y(A), Tq(A) and Yi(A) are convex and the sets T(A) and
T1oc(A) are closed.

(ii) Recall that a state p € Mxx is called de Finetti [17] if there exist
states w; € My, 1 = 1,...,k, such that p = Zk

i=1 Ajwj ® wj as a convex
combination. By (@.I3)) and Theorem 0.9

T1oc(X) = conv {w ®w': w a state in MX} )

Thus, the locally reciprocal states can be viewed as twisted de Finetti states.
The presence of the transposition in our case is required in view of the
necessity to employ opposite C*-algebras. Thus, quantum reciprocal states
can be viewed as an entanglement assisted version of (twisted) de Finetti
states, while C*-reciprocal states — as their commuting model version.

(iii) C*-reciprocal states are closely related to factorisable channels intro-
duced in [T (see also [32, 53], to which we refer the reader for the definition
used here). Indeed, factorisable channels have Choi matrices of the form
T(Gza' Py )22ty Where 7 is a faithful normal trace on a von Neumann
algebra A, and (gg,2/)z,» and (hy )y, are matrix unit systems — a special
type of stochastic A-matrices (see [53, Proposition 3.1]). Equivalently, the
Choi matrices of factorisable channels ® : My — Mx can be described
[32] Definition 3.1] as the matrices of the form (T(v;7mva/7x/))x o Where
V = (Vaz)az € Mx(A) is a unitary matrix. Note that, if E is the stochastic
operator matrix corresponding to V', then the QNS correlation I' = I'g;  has
marginal channels I'4(-) =I'(- ® I) and I'p(-) = I'( ® -) that coincide with
®. We can thus view tracial QNS correlations as generalised couplings of
factorisable channels. Here, by a coupling of the pair (®, ¥) of channels, we
mean a channel I' with I'y = ® and 'y = ¥V — a generalisation of classical
coupling of probability distributions in the sense of optimal transport [72].

9.3. Tracial CQNS correlations. In this subsection, we define a tracial
version of CQNS correlations. Let A be a unital C*-algebra, 7: A — C be a
trace and F € Dx ® M4 ® A be a semi-classical stochastic A-matrix. Write
E = (gx,a,a’)x,a,a’; thllS, (g:c,a,a’)a,a’ € (MA & -A)+ and ZaGA 9z,a,0 = 17 for
each z € X. Set E? = (¢9°, Jzaa; thus, E°? € Dx ® My ® A°P and
Lemma shows that E°P is a semi-classical stochastic A°P-matrix. Let
B, : M4 — Abe the unital completely positive map given by ¢ »(eqe) =
9z.aa- By Boca’s Theorem [6], there exists a unital completely positive
map ¢p : Bx,a — A such that ¢p(era0) = Graa, ¢ € X, a,d € A
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Let ¢%p : ngA — A°P be the map given by QS%D(qu) = ¢p(u)°P, which is
completely positive by Lemma Write

fE,T =570 (¢E & (b%P) o (ld ®8B);
thus, by (7.0) fg - is a state on Rx 4 ®c Rx 4. Note that

fE,T (em,a,a’ ® ey,b,b’) =T (gx,a,a’gy,b’,b) , T,Y € X, a, aly b, b, €A
In the sequel, we write £g » = £, ; by Theorem [T, Ep ; € CQqc-

Definition 9.14. A CQNS correlation £ is called

(i) tracial if £ = Ep,r, where E € Dx @ Ma ® A is a semi-classical
stochastic A-matrixz for some unital C*-algebra A and 7: A — C is
a trace;
(ii) quantum tracial if it is tracial and the C*-algebra as in (i) can be
chosen to be finite dimensional;
(iii) locally tracial if it it is tracial and the C*-algebra as in (i) can be
chosen to be abelian.

Proposition 9.15. Let £ : Dxx — Maa be a CQNS correlation.

(i) If € is quantum tracial then € € CQy;
(ii) & is locally tracial if and only if there exist channels £; : Dx — Ma,
j=1,...,k, such that

k
(9.14) = NEREL
j=1

In particular, if £ is locally tracial then £ € CQjpe.

Proof. (i) Suppose that £ is quantum tracial and write £ = £, where
E = (9z,0,0')z,a.00 € Dx ® My ® A is a semi-classical stochastic A-matrix for
some finite dimensional C*-algebra A and a trace 7 : A — C. The matrix
E = (5%90’917%@’):(;@/@7@' is a stochastic matrix in My ® M4 ® A and hence
gives rise, via Theorem [5.2] to a canonical *-homomorphism 7 : Cx .4 — A.
Letting 7 = 7 o 7, we have that 7 is a trace on Cx 4 and I's = I'z. Thus,
I'e € Q4. By Remark Bl € € CQ,.

(ii)) We fix A, 7 and E as in (i), with A abelian. The trace 7, defined in
the proof of (i), now factors through an abelian C*-algebra, and hence I'g is
locally tracial. By Theorem [0.9] there exists quantum channels ®; : Mx —
Mya, 5 =1,...,k, such that I'¢ = Z§=1 o, ® (I>§- as a convex combination.
Letting & = ®j|py, j =1,...,k, we see that £ has the form (@.14]).

Conversely, suppose that £ has the form (@I4]). By Theorem [@0.9] there
exists an abelian C*-algebra A, a *-representation 7 : Cx 4 — A and a
trace 7 on A such that I'e = I';o,. The stochastic operator matrix £ =
(ﬂ-(exvxvaval))x,a@’ is semi-classical and £ = € -. O

We now specialise Definition [0.11] to states in Dxx, that is, bipartite
probability distributions. A probability distribution ¢ = (¢(z,y))syex on
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X x X will be called C*-reciprocal if there exists a C*-algebra A, a POVM
(92)zex in A and a trace 7 : A — C such that ¢(z,y) = 7(g29y), v,y € X. If
A can be chosen to be finite dimensional (resp. abelian), we call ¢ quantum
reciprocal (resp. locally reciprocal). We denote by T(X) (resp. Tgl(X ),
T¢! (X)) the (convex) set of all C*-reciprocal (resp. quantum reciprocal,
locally reciprocal) probability distributions on X x X.

It can be seen as in Remark [0.13] that the class of locally reciprocal proba-
bility distributions coincides with the well-known class of exzchangeable prob-

ability distributions, that is, the convex combinations of the form
n
a(z,y) =D Nag(@)ai(y), zyeX,
i=1

where ¢; is a probability distribution on X, 7 = 1,...,n. Thus, C*-reciprocal
and quantum reciprocal probability distributions can be viewed as quantum
versions of exchangeable distributions.

It is straightforward to see that, writing A = Axx, we have

A(T(X)) = TUX), A(Tq(X)) = TFX) and A(Tioe(X)) = THo(X).

loc

These relations, combined with Theorem [@.12] easily yield the following
proposition, whose proof is omitted.

Proposition 9.16. Let £ : Dxx — Maa be a CQNS correlation.
(i) If € is tracial then € (Y(X)) C Y(A);
(ii) If € is quantum tracial then & (Tgl(X)) C YTy(A);
(iii) If € is locally tracial then € (TE.(X)) € Yioe(A).

loc

9.4. Tracial NS correlations. The correlation classes introduced in Sec-
tions and have a natural NS counterpart. For a C*-algebra A,
equipped with a trace 7, and a classical stochastic A-matrix £ € Dy ®
Da® A, say, E = (gz.4)za (so that g, , € AT for all z € X and all a € A
and ) c 4920 = 1, € X), write

pE,T(a7 b|$, y) = T(gm,agy,b)a T,y € Xv a, be A
Similar arguments to the ones in Sections and show that pg » € Cqc.

Definition 9.17. An NS correlation p is called

(i) tracial if it is of the form pg ,, where E is a classical stochastic
A-matriz for some unital C*-algebra A and 7: A — C is a trace;
(ii) quantum tracial if it is tracial and the C*-algebra A in (i) can be
chosen to be finite dimensional;
(iii) locally tracial if it it is tracial and the C*-algebra A in (i) can be
chosen to be abelian.

The next two propositions are analogous to Theorem and [@.12] re-
spectively, and their proofs are omitted.

Proposition 9.18. Let p be an NS correlation.



50 I. G. TODOROV AND L. TUROWSKA

(i) If p is quantum tracial then p € Cq;
(ii) p is locally tracial if and only if p = Z§=1 A\jgj ® q;, where g =
{g;j(-|z) : = € X}, is a family of probability distributions, j =

1,..., k. In particular, if p is locally tracial then p € Cioc.

Proposition 9.19. Let N : Dxx — Daa be an NS correlation.
(i) If N is tracial then N (T(X)) C Y(A).
(ii) If N is quantum tracial then N (Y (X)) C TE(A).
(iii) If N is locally tracial then N (Y5} (X)) C Y5l (A).

loc loc

9.5. Reduction for tracial correlations. We next specialise the state-
ments contained in Remark to tracial correlations.

Theorem 9.20. Let X and A be finite sets, p be an NS correlation and &
be a CQNS correlation. The following hold:

(i) p is tracial (resp. quantum tracial, locally tracial, fair) if and only if
&y is tracial (resp. quantum tracial, locally tracial, fair), if and only
if 'y is tracial (resp. quantum tracial, locally tracial, fair);

(ii) € is tracial (resp. quantum tracial, locally tracial, fair) if and only
if T¢ is tracial (resp. quantum tracial, locally tracial, fair).

Moreover,

(iii) the map M is a surjection from the class of all tracial (resp. quantum
tracial, locally tracial, fair) CQNS correlations onto the class of all
tracial (resp. quantum tracial, locally tracial) NS correlations;

(iv) the map € is a surjection from the class of all tracial (resp. quan-
tum tracial, locally tracial, fair) QNS correlations onto the class of
all tracial (resp. quantum tracial, locally tracial, fair) CQNS corre-
lations.

Proof. We prove first the statements about tracial correlations.

(i) Suppose that the NS correlation p is tracial, and write p(a,blz,y) =
T(9z,a9y0), T,y € X, a,b € A, for some trace 7 on a unital C*-algebra
A and matrix F' = (gz.4)z,a € (Px ® Da ® A)T with YoacAJra =1, T €
X. The matrix F' = (04.0/92,0)z.000 € Dx ® Ma ® A is a semi-classical
stochastic A-matrix and, trivially, £, = Ep/ ;. Similarly, the family F" =
(0,0’ 02 2/ 9z,0) 2.2 0,00 € Mx ® My ® Ais a stochastic A-matrix and I'), =
FF”,T‘

Conversely, suppose that I'), = I'g -, where E' = (934/ a.0/)z,0/ a0’ 15 &
stochastic A-matrix and 7 is a trace on the unital C*-algebra A. Then
E' = (Grzaa)za0a (1esp. E” = (gzzaa)ra) 5 a semi-classical (resp.
classical) stochastic A-matrix such that &, = Egr ; (vesp. p = prr ;).

(ii) is similar to (i).

(iii) follows from the fact that, if E is a stochastic A-matrix and 7 is a
trace on A such that I' = I'g ; then €(I') = Ep/ -, where E’ is given as in
the second paragraph of the proof.
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(iv) is similar to (iii). All remaining statements about quantum tracial
and locally tracial correlations are analogous.
Turning to the case of fair correlations, (ii) follows from the equivalence

5(2%) CYy <= Fg(zx) = 5(AX7y(2x)).
For (i), observe that £, = Ay p o &, and hence
&(Z5%) € Va = &(T%) € T = Np(B%) € ¥4,

showing that p is fair if and only if so is £,. As I', = I'g,, the equivalence
with fairness of I', follows from (ii). O

We conclude this section with a comparison between the different classes
of correlations of synchronous type. Note first that, if p is a synchronous
quantum commuting NS correlations then, by Theorem 011 N, is a tracial
NS correlation. In fact, the synchronous quantum commuting NS corre-
lations arise precisely from classical stochastic A-matrices (gyq)z,q, Where
each (gz.q)aca is a PVM, as opposed to POVM. Theorem implies that
tracial QNS correlations are necessarily fair. We summarise these inclusions
below:

synch. Cioc C loc. tr. NS C loc. tr. CQNS <C loc. tr. QNS

N N N N
synch. C;, C q.tr. NS C q.tr. CQNS C q. tr. QNS
N N N N
synch. Cqc C tracial NS C tracial CQNS C tracial QNS

N N N

fair NS C  fair CQNS C  fair QNS

The inclusions in the table are all strict. Indeed, for the first column this
follows from [22]. It can be shown, using results on the completely positive
semidefinite cone of matrices [46} 13] that T{, # Y& [2]. The properness of
the first inclusion in the second column now follows from Remark @13l The
properness of the second inclusion in the second column was pointed out in
Remark (iii), and Theorem implies that the first and the second
inclusions in the third and the fourth column are proper.

Let p = {p(-|x) : x € X} and ¢ = {q(-|x) : © € X} be families of
distributions so that, for some x € X, we have that supp p(-|x)Nsupp q(+|z) =
(). Then p=1/2(p®q+ q® p) is a fair NS correlation. However, p is not
tracial; indeed, assuming the contrary, we have that p = Z;”’:l AiDj @ pj
as a convex combination, where {pj};”:l consists of families of probability
distributions indexed by X. Since

- 1

pla,alz, x) = 5 (p(alz)e(alz) + g(alz)p(alzr)) =0, a€ 4,
we have 37", \jp;(alz)? = 0, and hence p;(alz) = 0, for all @ € A and all
7, a contradiction. Thus, the last inclusion in the second column is strict,
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and by Theorem so are the last inclusions in the third and the fourth
column.

Using Theorem and Proposition @.15] one can easily see that the sec-
ond and third inclusion on the first row are strict, and hence these inclusions
are strict on all other rows as well. Any NS correlation of the form ¢ ® ¢,
where ¢ = {q(-|z) : * € X} is a family of probability distributions with
at least one = having |suppgq(-|x)| > 1, is not synchronous, but is locally
tracial; thus, the first inclusion in the first, second and third rows are strict.

10. CORRELATIONS AS STRATEGIES FOR NON-LOCAL GAMES

In this section, we discuss how QNS correlations can be viewed as perfect
strategies for quantum non-local games, extending the analogous viewpoint
on NS correlations to the quantum case. Let X, Y, A and B be finite
sets. A non-local game on (X,Y, A, B) is a cooperative game, played by two
players against a verifier, determined by a rule function (which will often
be identified with the game) A : X xY x A x B — {0,1}. The set X (resp.
Y') is interpreted as a set of questions to, while the set A (resp. B) as a
set of answers of, player Alice (resp. Bob). In a single round of the game,
the verifier feeds in a pair (z,y) € X x Y and the players produce a pair
(a,b) € A x B; they win the round if and only if \(x,y,a,b) = 1. An NS
correlation p on X xY x A x B is called a perfect strategy for the game A if

A(l‘yy,CL’ b) =0 = p(a7b|$7y) =0.

The terminology is motivated by the fact that if, given a pair (z,y) of
questions, the players choose their answers according to the probability dis-
tribution p(-, |z, y), they will win every round of the game.

10.1. Quantum graph colourings. Let G be a simple graph on a finite
set X. For z,y € X, we write z ~ y if {x, y} is an edge of G. By assumption,
x ~ y implies x # y; we write x ~ y if z ~ y or x = y. A classical colouring
of Gisamap f: X — A, where A is a finite set, such that

r~y = flx) # fy)

The chromatic number x(G) of G is the minimal cardinality |A| of a set A
for which a classical colouring f : X — A of G exists.

The graph colouring game for G (called henceforth the G-colouring game)
[15] is the non-local game with Y = X, B = A, and rules

)=y = a=1b

(i) r~y = a#h.
Thus, an NS correlation p = {(p(a,b|z,y))apca : x,y € X} is a perfect strat-
egy of the G-colouring game if

(S) p is synchronous;
(P) z ~y = pla,a|z,y) =0 for all a.
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It is easy to see that if p is a perfect strategy of the G-colouring game from
the class Cjo then G possesses a classical colouring from the set A. Thus, the
perfect strategies for the G-colouring game from Cy, where x € {loc,q,qc}
can be thought of as classical x-colourings of G. The x-chromatic number
of (G is the parameter

Xx(G) = min {|A] : G has a classical x-colouring by A} ;

in particular, yioc(G = x(G) (see [15, 50l 62] and the references therein).

We call p a G-proper correlation if condition (P) is satisfied. For a finite
set A, we let (24 be the non-normalised maximally entangled matrix in My 4,
namely,

Q4 = Z eqep @ eqep.
a,beA

Remark 10.1. Let G be a graph with vertex set X. An NS correlation p
over (X, X, A, A) is G-proper if and only

zy = (& (exes @eyer), Qa) = 0.
Proof. The claim is immediate from the fact that
<5p (eme @ eye ) QA>
= Z Z (a,blx,y) (eae, @ eper,eqrey @ eqey)

abeAa b eA

= Z Z (a,blx,y) (ea, earey) (evey, eareys)
abeAd b eA

= Zp (CL, a‘x7y) .
acA

O

Remark [[0.1] allows to generalise the classical x-colourings of a graph G
to the quantum setting as follows.

Definition 10.2. Let G be a graph with vertex set X. A CQNS correlation
E:Dxx — May s called G-proper if

r~y = (Elewe) ®eyer), Va) =
A G-proper CQNS correlation £ is called

(i) @ quantum loc-colouring of G by A if € is locally tracial;
(ii) @ quantum g-colouring of G by A if £ is quantum tracial;
(iii) a quantum qc-colouring of G by A if £ is tracial.

For x € {loc, q,qc}, let
¢x(G) = min {|A| : 3 a quantum x-colouring of G by A}

be the quantum x-chromatic number of G.
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Recall [68] that an orthogonal representation of a graph G with vertex set
X is a family (&,)zex of unit vectors in CF such that

ry = (& &) =0
The orthogonal rank £(G) of G is given by
¢(G) = min {k: : 3 an orthogonal representation of G in (Ck} .

Proposition 10.3. Let G be a graph with vertex set X. The following are
equivalent:

(i) the graph G has an orthogonal representation in CF;
(ii) there exists a quantum loc-colouring of G by a set A with |A| = k.

Proof. (1)=(ii) Suppose that (£;)zex € C¥ is an orthogonal representation
of G. Let & : Dx — M4 be the quantum channel given by

50(65062) = 550527 T e X7

and set £ =& ® Eg; by Proposition @I58 £ is locally tracial. If 2 ~ y then

(Eeath @ eyer), Qa) = Y <£m622 ® (£6)"  eact ® ean>

a,beA

= 3 (@) (cacd)) Tr ((64)" (each)')
a,be A

= D Tr((&) (eved)) Tr ((&485) (eaci))
a,beA

- Z <§:c7 ea> <eb7 €x> <§y= eb> <6a, €y>
a,be A

= (Z (§os€a) <ea7§y>> (Z (& ev) <€b7€x>>

acA beA
= [(& &P =0

thus, £ is a quantum loc-colouring of G.

(ii)=-(i) Suppose that £ : Dxx — Maa is a quantum loc-colouring of
G, and write £ = E?:l A€ ® 5]# as a convex combination with positive
coefficients, where & : Dx — M, is a quantum channel, j = 1,... k.
Suppose that x ~ y. Then

k
Z)\j <<5j ® 5?) (ewez ® eyeZ) ,QA> =0
j=1
and hence, by the non-negativity of each of the terms of the sum,

(10.1) <51(exe;) @ Ef(eyel), QA> — 0.
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Let &, be a unit eigenvector of &£ (ezek), corresponding to a positive eigen-
value, x € X. Condition (I0.J]) implies that <£x£g’;® (£y£Z)t,QA> = 0,

which in turn means, by the arguments in the previous paragraph, that

<£x,£y> =0. U

By Proposition I03] &0c(G) = &(G). Thus, the parameters &, and e
can be viewed as quantum versions of the orthogonal rank.

Proposition 10.4. Let G be a graph. Then

(1) qu(G) < gq(G) < gloc(G); and
(ii) &(G) < xx(G) for x € {loc, q, qc}.

Proof. (i) The inequalities follow from the fact that CQjoc € CQq € CQqe.
(ii) Let p be a synchronous NS correlation that is an x-colouring of G' by

a set A. By Theorem 0.20] £, € CQx. By Remark [[0.I} &, is G-proper.

Thus, &(G) < v«(G). O

Remarks. (i) There exist graphs G for which {(G) < x(G) (see e.g. [68]).
By Proposition [0.3] for such G we have a strict inequality in Proposition
[M0.4] (ii) in the case x = loc. In [52], an example of a graph G on 13 vertices
was exhibited with the property that {(G) < xq(G). By Proposition [0.4]
(i), for this graph G, we have a strict inequality in Proposition [0.4] (ii) in
the case x = q. We do not know if a strict inequality can occur in the case
X = qC.

(ii) It was shown in [52] that there exists a graph G such that x4(G) <
¢(G). By Proposition D04 (ii), this implies {,(G) < &(G). We do not
whether £,.(G) can be strictly smaller than £,(G).

We next exhibit a lower bound on £,.(G) in terms of the Lovasz number
0(G) of G. We refer the reader to [48] for the definition and properties of
the latter parameter. We denote by K; the complete graph on d vertices.
We will need some notation, which will also be essential in Subsection
If £ C X x X, let

S, = span{exez C(x,y) € H};

thus, S, is a linear subspace of Mx which is a bimodule over the diagonal
algebra Dx. We write

EG) ={(z,y) e X x X : x ~y} and Fy(G) = {(z,y) e X x X 1z ~ y},

and let S¢ := Sg(q) be the graph operator system of G [20], and Sg = SEy(q)

be the graph operator anti-system of G [71] (here we use the terminology of

7).

Proposition 10.5. Let G be a graph with vertex set X. Then &£4(G) >
%. Moreover, £q(Kg2) = &qc(Kg2) = d.
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Proof. Let Abea C*-algebra, 7: A — Cbeatrace, (E;qq) € Dx@Ms®A
be a semi-classical stochastic A-matrix, and © = (ws y)zyex be a quantum
qc-colouring of GG, such that

We,y = (T (E:c,a,a’ yvb/vb))a,a’,b,b’ 5 HARTIS X.

Assume, without loss of generality, that A C B(H) as a unital C*-subalgebra
and that £ € H is a unit vector with 7(u) = (u§,§), v € A. Set & 400 =
Eyawé € X, a,d € A; then
We,y = (<§x’a7a/’Sy’b’b/»a,a’,b,b’ ) HARTIS X.

We note that
(10.2) Y Gaa=¢ TEX

acA
In addition, if  ~ y then
(10.3) Z <£x,a,by£y,a,b> = Z <wm,yy CaCh @ €a€p) = <wm,yy Qa) =0.

a,be A a,be A
Let
Qa,a’,b,b’ = ((éx,a,a’a éy,b,b’>)x’yex , ala b7 v € A

Note that, up to an application of the canonical shuffle,
(Qayalvbvb,)a,a’,b,b’ = (Wm,y)x7y = (ge(exe:? ® eyez))

and hence, after another application of the canonical shuffle, Choi’s Theorem
implies that the linear map W : Ma4 — Mx, given by

Y
x,Y

U (eqep R egey) = Qaa ptys Q, a,b,b € A,
is completely positive. We have

U(Laa)= 3 Uleaet @ epe)) = 3 Qubas

a,beA a,beA
By [I0.3),
e~y = (Y(laa)es, ey) = 0.

By Theorem 1], there exist operators V, , such that (V, ;). is an isom-
etry and Ep g0 = V),V oy © € X, a,a’ € A. Thus, if 2 € X then

<\IJ(IAA)exyex> - Z <§m,a,ba§m,a,b> - Z ”Em,a,bguz

a,beA a,beA
2
= D VaVeutl]” <D0 IVhatl?
a,beA acAbeA

= A (Voul, Vou) = |4] <Z %Tx%,x£,£> = |A].

beA beA
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Write W(I44) = D + T, where D is diagonal and T' L Si. We have shown
that D < |A|lx; thus |[A|Ix +T € M. It follows that

W (Laa)ll < [A[Lx + T

(10.4) < max{mAuX + 8|S eSHIAIx+ S e M;} = |A10(G).

Let Jx be the matrix in Mx all of whose entries are equal to one. By

M)7
U(Qa) = Z U (eaey ® eaeyy) = Z (<§x,a,a7§y7b7b>)x,y

a,beA a,be A

(10.5) = <<Z§x,a,a725y,b,b>> = Jx.

acA beA

By ([0.4) and [I0.3),
X| =[xl < 194012 = [A @ (Laa) |l < |APO(G).

Taking the minimum over all |A| completes the proof of the inequality.
Realise A = Z;={0,1,...,d—1} and let X = Ax A. Let ¢ be a primitive
|A|-th root of unity. For x = (a/,V') and y = (a”,b") € X, let

d—1

bll " _ bll_bl
oy = fc (a”~d’ Z ¢ ey @ e
and write oy = &z &5 - We have
1 d—1
b —b")(1—
O-.CB,y E C( )( n)ele;kl ® el—a’-i-a”e;—a’-‘,-a”
I,n=0
1 d—1
b —b)(l—n * *
= E C( )( )el—i-a’en—i-a’ X €l+a Cpnyql
I,n=0

Note that © = (04.y)s,y is a CQNS correlation; indeed,

d 1 d—

Z 1 Z .
Tr A0gy = el—i-a”el—i—a” = dIA = E €l+a' Clya = Tr BOz,y
l 0 =0

for all z,y € X. Since

/! /
Z <O':vyaeaeb ® eaeb Z O/ a'C b —b)(a—b) _ = db, a”éb’ b
abeA d, beA

we have that © is K -proper.
We claim that © is tracial. To see this, let E, , .» = C(Z,_Z)b,ez_a/ez,_a, €
LCY, x=(d V)€ X, 2,2 €A, and set B, = (B, ), 0ea, ¢ € X. Fix
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r € X;then Y ) B, . .= I4. Furthermore, if £ = (£;).en, & € C4, then

2
Z CZb/ (€2r€z—ar)

> 0.
z€EA

(B8 = > Vieeradlew &) =

z,2'€EA
Thus, F = (Ep)zex € Dx ® My ® L(C?4) is a semi-classical stochastic
matrix. Moreover, for z = (a/,V'),y = (a”,V") € X and z,2/,w,w’ € A we
have

Tr (Ex,z,z’Ey,w’,w)

’ ’ N
= Tr (C(z —)b C(w—w )b (ez—a’e;—a’)(ew’—a”e;ku—a”))
= 52’—a’,w’—a”52—a’,w—a” (Z,_Z)(bl_b”)

d—1

= Z C(b”_bl)(l_n) <ez’7 en+a’> <ew’7 en+a”> <el+a’7 ez> <el+a”7 ew>
1,n=0
d—1

— Z C(bu_b/)(l—n) <(el+a,e;+a,)ezl X (el—i-a”e;.;_a”)ew’a €, ® ew>
1,n=0

= d(ogyer ®ey), e @ ey).
Therefore O is quantum tracial. It follows that £,(Ks2) < d; On the other
hand, 6(K ) = 1 and hence £(K42) > d. Proposition [[0.4] now implies
that qu(Kdz) == fq(Kdz) =d. |

10.2. Graph homomorphisms. In this subsection, we consider a quan-
tum version of the graph homomorphism game first studied in [51]. Let G
and H be graphs with vertex sets X and A, respectively. Recall that the
homomorphism game G — H has Y = X, B = A, and A(z,y,a,b) = 0 if
and only if, either x = y and @ # b, or x ~ y and a % b. A synchronous

NS correlation p = {(p(a,b|x,y))a7beA cx,y € X} is thus called a perfect
x-strategy for the game G — H if p € Cy and

z~y, ab = pla,blz,y) =0.
For a subset k C X x X, let P, : Mx — Mx be the map given by
Pu(T) = Y (eaeh)T(eye;), T € Mx.
(z,y)€R

Thus, Py is the Schur projection onto S; it can be canonically identified with
the (positive) element ., ¢, (exe}) @ (eyey) of Dxx. We set (Pr) 1 = Pee.
For a graph G, we write for brevity P = Pgy(q)-

Proposition 10.6. Let G (resp. H) be a graph with vertex set X (resp. A),
and p = {(p(a,b\m,y))a’beA tx,Y € X} be a synchronous NS correlation.
The following are equivalent:

(i) p is a perfect strategy for the homomorphism game G — H ;
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(i) Np(Pg), (Pr)1) = 0.
Proof. (i)=-(ii) We have
Np (Pa), (Pr) 1)

T~y a’76b’

= Y bl by deac © eachcul © e

Ty a,bEA o bb
= Y57 plablr.y) (eae; © ereleacy @ eyel) = 0.
Y ar~b al pb'
(ii)=(i) If v ~ y and a o b then e e} e er < Pg and eqe;@epey < (Pr)..
By the monotonicity of the pairing,
p(a,b]z,y) = (N, (ex€; @ eyey) s eaey @ evey) < (Np(Pa), (Pr)1) = 0.
U

General operator systems in Mx were considered in [20] as a quantum
versions of graphs (noting that Sg is an operator system), while operator
anti-systems (that is, selfadjoint subspaces of Mx each of whose elements
has trace zero [7]) were proposed as such a quantum version in [71] (noting
that S is an operator anti-system). Note that one can pass from any of
the two notions to the other by taking orthogonal complements. Due to the
specific definition of QNS correlations in [21], employed also here, it will be
convenient to use a slightly different (but equivalent) perspective on non-
commutative graphs, which we now describe. Let Z be a finite set, H = CZ,
HY be its dual space and d : H — HY be the map given by d(¢)(n) = (1, €);
we write ¢4 = d(€). Note that, if T € L(H) then

(10.6) T = (176)4, T € L(H).
Let 0 : H® H — L(HY, H) be the linear map given by
o @m(C) = (€ On, CeH.
By ([I0.6),
(10.7) (S T)) =T0()SY, ¢ecH®H, S,T € L(H).
We denote by m : H ® H — C the map given by

m(¢) = <C,Zez®ez>, (€ H® H.

z€Z

Let also §: H® H — H ® H be the flip operator given by f(§ ® n) =n®¢&.
Note that, if £,1,(1,(s € H then

OE@N* (1), ) = (C,0E@n)E) = (G, (€ &) = (G2.6){(C,m)
= (€N Cm) = (¢, )
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and hence

“HOE @) (@A) = d7H((GLmEY) = (1.G)E =0 @ (¢
thus,
(10.8) d1of(()*odt=(0of)(C¢), (€ H®H.
In addition,

ZW(& ®n)(d(ez)), ez) = Z@, ex)(n,ez) =m({ ®@n),

z2€Z ze€Z
and hence

(10.9) m(¢) =Y ((B(¢)od)(ez),ez), (€ H®H.

z€Z
Definition 10.7. A linear subspace ! C H® H is called skew if m(U) = {0}
and symmetric if f(U) =U.

Suppose that U is a symmetric skew subspace of H ® H. Let Sy = 0(U);
by ([I0.8)) and ([I03), the subspace Sy of L(HY, H) satisfies

e TcSy= d 'oT"oq ! eS8y, and
e I'cSy= > ,((Tod)(e:)e.) =0.

We call a subspace of L(HY, H) satisfying these properties a twisted op-
erator anti-system. Conversely, given a twisted operator anti-system S C
L(HY H), (I0.8) and (I09) imply that the subspace Us = 0~ 1(S) of H® H
is symmetric and skew. Given a graph G, let

Ug = spanf{e; @ e, 1z ~ y};

it is clear that Ug is a symmetric skew subspace of CX @ CX. We thus con-
sider symmetric skew subspaces of CX ® CX as a non-commutative version
of graphs.

We write Py for the orthogonal projection from CX @ CX onto . Let
Uy C (C¥ ©C¥)? be the annihilator of U and write Py, € £ ((CX @ CX)d)
for the orthogonal projection onto U, . Observe that ¢4 € U, if and only if
¢ belongs to the orthogonal complement U+ of U in CX @ CX. Thus, for
¢ € H® H we have

Py ¢t =¢t e P = <<:><Pu<><> 1
& (GEDNCY) =1 e ()¢t = ¢,
and hence
(10.10) Py, = (Py)Y.

Let A be a finite set and w € M 4. Writing f,, for the functional on M4
given by f,(p) = Tr(pw"), we have that the map w — f,, is a complete order
isomorphism from My onto M§ (see e.g. [63, Theorem 6.2]). On the other
hand, the map wd — w' is a *-isomorphism from £ ((C*)?) onto M4. The
composition of these maps, wd > f,¢, is thus a complete order isomorphism
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from L (((CA)d) onto Mj. In the sequel, we identify these two spaces; note
that, via this identification,

(10.11) (p,wd) = (p,w") = Tr(pw), p,w € Ma.

Definition 10.8. Let X and A be finite sets andUd C CX@CX, VY C CAxCA
be symmetric skew subspaces. A QNS correlation I' : Mxx — Maa is called

(i) a quantum commuting homomorphism from U to V (denoted U X
V) if I is tracial and

(10.12) (T'(Py),Py,) =0

(ii) @ quantum homomorphism from U to V (denoted U Sy ) if T s
quantum tracial and (I0.13) holds;

(iii) @ local homomorphism from U to V (denoted U logy) ) if T is locally
tracial and (10.12) holds.

Given operator anti-systems S C Mx and 7 C My, Stahlke [71] defines
a non-commutative graph homomorphism from S to T to be a quantum
channel ® : Mx — My with family {M;}", of Kraus operators, such that
M;SM; C T, 4,5 = 1,...,m; if such @ exists, he writes S — 7. The
appropriate version of this notion for twisted operator anti-systems — directly
modelled on Stahlke’s definition — is as follows. For T' € My, we write
T = T* for the conjugated matrix of 7.

Definition 10.9. Let X and A be finite sets, and S C L (((CX)d,(CX) and
TCL (((CA)d, (CA) be twisted operator anti-systems. A homomorphism from
S into T is a quantum channel

®: Mx = My, ®(T)=Y MTM;,
=1

such that
M;SM{CT, ij=1,...,m.

If S and T are twisted operator anti-systems, we write S — T as in [71]
to denote the existence of a homomorphism from S to 7.
Proposition 10.10. Let X and A be finite sets and U C CX @ CX, V C
CA @ CA be symmetric skew spaces. Then U log'y) if and only if Sy — Sy.

Proof. Suppose that U ¢} and let T be a locally tracial QNS correlation
for which (I0I2) holds. By Theorem [0.9] there exist quantum channels

Q;: Mx — My, j=1,...,k, such that I = Z?ﬂ AP ® (I)g. as a convex
combination. We have

S ((2r0®) (R0). Py, ) = (D (Ra) Py = 0;
j=1
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since each of the terms in the sum on the left hand side is non-negative,
selecting j with A; > 0 and setting ® = ®;, we have

(10.13) <<<I> ® <I>ﬁ> (Py) ,PVL> —0.

Let ®(w) = >_/" ) MijwM}, w € Mx, be a Kraus representation of ®. For
w € Mx, we have

m

Em: thM* :ZM* YwM! = ZMwM
i=1 i=1

It follows that
(1014) (2@ @) (o) = Y (M@ My)p(M; @ Mj)",  p € Mxx.
ij=1

Let £ € U and n € V' be unit vectors; then £&* < Py. In addition,
nd = Py, nd and hence (nn*)4 = nd(nd)* < Py ; thus, (I0I3) implies

(22 0%) (&), 0m)") =o0.
By (I0.I4) and positivity,
((M; @ M;)(E€")(M; @ M), (q*)4) =0, i,5=1,...,m,
which, by (I0.IT]), means that
(M; @ Mj)¢m) =0, d,j=1,....m
Thus, (M; ® M;)¢ € V for every € € U and, by (I0.7),
M9() M = 0((M; @ Mj)¢) € Sy, €€l
that is, Syy — Sy.

Conversely, suppose that ® : Mx — My is a quantum channel with a
family of Kraus operators (M;), C £(CX,C#4) such that M;SMS C Sy,
i,7 =1,...,m. The previous paragraphs show that

(@ ®)(ge™), (")) = Te(® @ @) (¢¢™) (")) = 0
for all unit vectors & € U, n € V*. It follows that
(@ @ DF)(E€7) = (") (@ ® F)(667) (")
for all unit vectors n € V. Taking infimum over all such 7, we obtain
(@ @ DF)(667) = Py(® © BF)(E6) Py,
for all unit vectors & € Y. Thus, by (I0IT]) and (I0.I0),

T (2@ 9F) (€6 ) = (@ 0 #)(E€), Py, ) =0,

for all unit vectors £ € U. Writing Py = 22:1 &&r, where (&)L, is an
orthonormal basis of U, we obtain ((® ® ®¢)(Py), Py, ) = 0. O
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For graphs G and H, write G — H if there exists a homomorphism from
G to H. The next corollary justifies viewing the symmetric skew spaces as
non-commutative graphs.

Corollary 10.11. Let G and H be graphs. We have that G — H if and
only if Ug log U .

Proof. Write X and A for the vertex sets of G and H, respectively. Assume
that G — H. By [11], S& — S%. Write {M;}™, for the set of Kraus
operators such that MngM]’-‘ C SIOLI, i,j=1,...,m. Let Jx : C¥ — C¥ be
the map given by Jx(n) = 7. Then f(e; ® e,) = Jx oeyet od™!, z,y € X.
Therefore,

(JaoM;oJx)(Jx o"S’?;od_l)(do]\J;-k od ) CJro8%oa™t,

implying M;Sy, M ]d C Sy, ; by Proposition I0.10L Ug ¢ U7, The converse
follows after reversing the arguments. O

10.3. General quantum non-local games. We write Py, for the projec-
tion lattice of a von Neumann algebra M, and denote as usual by V (resp.
A) the join (resp. the wedge) operation in Pyy; thus, for Py, Py € Pyy, the
projection PV Py (resp. Py A P») has range the closed span (resp. the inter-
section) of the ranges of P; and Py. If M and N are von Neumann algebras,
amap ¥ : Py — Py is called join continuous if ¢ (Vi1 P;) = Vier P(F;) for
any family {P;};e1 € Pr. Note that if M is finite dimensional, then join
continuity is equivalent to the preservation of finite joins.

Let H be a Hilbert space and P be an orthogonal projection on H with
range U. As in Subsection [I0.2], we denote by I/, the annihilator of ¢/ in the
space H1, and by P, — the orthogonal projection on HY with range i/ .

Definition 10.12. Let X, Y, A and B be finite sets.

(i) A map @ : Pryy — Pumap (resp. @ : Ppyy = Priug, P Ppyy —
Pp,p) is called a quantum non-local game (resp. a classical-to-
quantum non-local game, a classical non-local game) if ¥ is join
continuous and ¥(0) = 0. We say that such ¢ is a game from XY
to AB.

(ii) A QNS (resp. CQNS, NS) correlation A is called a perfect strat-
egy for the quantum (resp. classical-to-quantum, classical) non-local
game ¢ if

(10.15) (A(P),¢(P)1)=0, P €Puy, (resp. P € Ppyy).

Remark 10.13. (i) Join continuous zero-preserving maps ¢ : Pry —
Pp(k), where H and K are Hilbert spaces, were first considered by J. A.
Erdos in [25]. They are equivalent to bilattices introduced in [69] — that is,
subsets B C Pp(p)y X Ppk) such that (P,0),(0,Q) € B for all P € Pgg,
Q € PB(K)) and (P1,Q1),(P,Q2) € B = (P V P,,Q1 AN Q2) € B and
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(PL A Py,Q1 V Q2) € B. Thus, quantum non-local games (resp. classical-
to-quantum non-local games, classical non-local games) can be alternatively
defined as bilattices; we have chosen to use maps instead because they are
more convenient to work with when compositions are considered (see Defi-
nition [[0.15)).

Conditions ([I0.I5]) are reminiscent of J. A. Erdos’ characterisation [25] of
reflexive spaces of operators, introduced by L. N. Loginov and V. S. Shulman
in [47). As shown in [25], a subspace S C B(H, K) (H and K being Hilbert
spaces) is reflexive in the sense of [47] if and only if there exists a join
continuous zero-preserving map ¢ : Py — Pp(x) such that S coincides
with the the space

Op(¥) = {T € B(H,K): ¢(P)y*TP =0, foral Pe PB(H)} .

(ii) The quantum (resp. classical-to-quantum, classical) non-local game
¢ with ¢(P) = Isp for every non-zero P € Py, (resp. P € Pp,, ) will be
referred to as the empty game. It is clear that the set of perfect strategies
for the empty game coincides with the class of all no-signalling correlations.

(iii) Let G be a graph with vertex set X and A be a finite set. The
quantum graph colouring game considered in Subsection [I0.Ilis the classical-
to-quantum non-local game ¥ : Pp, . — Par,,, given by

1oLl
Ty ifr~y
Pleger @ e et) = A4
(caCs Y y) {I otherwise.

Similarly, letting 4 € C¥ @ C¥ and V € C4 ® CA4 be symmetric skew
spaces, we define the homomorphism game &/ — V to be the quantum non-
local game 1, given by
Py, if0#P<PFy
PY(P)=<0 ifP=0
I otherwise.

For x € {loc,q,qc}, we have that 2/ = V if and only if the game & — V has
a perfect strategy of class Oy.

Let (X,Y, A, B,\) be a non-local game. For a subset &« C X x Y, let
P, € Ppy, be the projection with range span{e, ® e, : (z,y) € a}. For
(r,y) € X XY, let

Bry(A) ={(a,b) € Ax B: Xx,y,a,b) =1},

We associate with A the (unique) classical non-local game ¢y : Pp,, —
Pp , determined by the requirement

x (Playy) = Ps,,00,  (z,9) € X x Y.

Proposition 10.14. An NS correlation p is a perfect strategy for the non-
local game (with rule function) X if and only if N, is a perfect strategy for
Px-
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Proof. Note that, if (z,y) € X x Y then (PBW()\))L has range span{ese} ®
evey : AM(x,y,a,b) = 0}. As in Proposition [[0.6] it is thus easily seen that p
is a perfect strategy for A if and only if

(Mo (Paay) s (Pa,n) ) =0, (@,y) € X x Y.

Assume that p is a perfect strategy for A. For a projection P € Dxy,
write P = V{P{(Ly)} : P(ex ® ey) =e; ® ey}; then

Y\(P) = \/{Pgw(,\) :Pley ®ey) = e Qeyl.

Thus, (Np(Pyz1): PA(P)L) = 0 for all pairs (z,y) with P(e, ® e,) = €, @
ey. Taking the join over all those (z,y), we conclude that (N, (P), x(P) 1) =
0. The converse is direct from the first paragraph. O

Definition 10.15. Let X, Y, A, B, Z and W be finite sets and ¥y (resp.
¥s) be a game from XY to AB (resp. from AB to ZW ). The composition
of Y1 and ¥y is the game P2 0¥1 from XY to ZW.

It is clear that ¢ 07 is well-defined in all cases except when ¥ is a
quantum game, while ¥ is a classical-to-quantum game.

Lemma 10.16. Let X, A and Z be finite sets, H and K be Hilbert spaces
and B € Mx @ Ma®@B(H) and F € Ma®@ Mz ®B(K) be stochastic operator
matrices. Set

/ /
G:c,:c’,z,z’ = E Fa,a’,z,z’ & E:c,:c’,a,a’y T,xr € Xa zZ,z2 € Z.
a,a’ €A

Then G = (Gt 2.2 )z a 22 15 G stochastic operator matriz in My @ Mz &
B(K ® H).

Proof. Let V.= (Vo u)ax (resp. W = (W, 4)..4) be an isometry from HX
(resp. K4) to H* (resp. K%) for some Hilbert space H (resp. K), such
that

E:c,:(:’,a,a’ = V;,;pva’,x’ and Fa,a’,z,z’ = W:,aWz’,a’

forall z,2’ € X, a,a’ € A and 2,2’ € Z. Set

UZ,Z‘:ZWZ7Q®VQ7;C, xEX,ZGZ
acA
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For z,2’ € X, we have

NULUw = > (Z Wi, ® v;m> <Z Wew ® vw>

z€”Z z€Z \a€A a’'€A

= D D WiaWew @ Vi, Vara
z€Z a,a’ €A

= > <Z WW) O ViVt
a,a’ €A \zeZ

= Z 5a,a’IK b2y V;:mva’,x’ = Z Ix ® Vaﬂija,x’
a,a’€A acA

= 5x,x’IK ® Iy;

thus, (U, )z is an isometry from (K ® H)X into (f( ® ﬁ)Z. In addition,
for z,2' € X and 2,2’ € Z, we have

UZIUZ,@’ = <Z Wz*,a ® Va*,x) (Z Wz’,a’ & Va’,m’)
acA a’'eA
= Z Fa,a’,z,z’ & Ex,x’,a,a’ = Gw,x’,z,z"

a,a’€A

By Theorem B.1], G is a stochastic operator matrcx acting on K @ H. [

We call the stochastic operator matrix GG from Lemma [I0.16] the compo-
sition of F' and E and denote it by F o F.

Theorem 10.17. Let ¥1 (resp. ¥2) be a quantum game from XY to AB
(resp. from AB to ZW ) and x € {loc,q,qa, qc,ns}.
(i) If I'; is a perfect strategy for ¢; from the class Qx, i = 1,2, then
Iy o'y is a perfect strategy for ¥ 0@y from the class Qx.
(ii) Asume that X =Y, A= B and Z = W. IfT; is a perfect tracial
(resp. quantum tracial, locally tracial) strategy for ¥;, i = 1,2, then
Iy o'y is a perfect tracial (resp. quantum tracial, locally tracial)
strategy for P9 o0®y.

Proof. First note that if I'; is a QNS correlation then so is I'y o I'y. Indeed,
suppose that p € Mxy is such that Trx p = 0. By Remark 2] TraT'1(p) =
0, and hence, again by Remark [ZT] Trz(I'2(T'1(p)) = 0.

Suppose that I'; € Qqc, ¢ = 1,2. Let (E(i),F(i)) be a commuting pair
of stochastic operator matrices acting on a Hilbert space H;, and o; be a
normal state on B(H;), such that I'; = I'p6) g o, @ = 1,2. Write ED =

(Efjjma) FO — (szly)bb) E® — (Efg) and F® = (sz,?,w,w/)-

Set H = Hy® Hi, 0 = 09®o01, E = E® o EW and F = F®@ OF(l);
note that, by Lemma [I0.16], £ and I are stochastic operator matrices. It is
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straightforward that (E, F') is a commuting pair. Write £ = (E, 5 . /) and
F = (F,  wuw). Note that

(1) (1) (2 (2
Z <Ex z’ a,a’ Fy,y’,b,b” 01> <Ea,a’,z,z’Fb,b’,w,w’7 U2>

a,a’,b,b’
B (2) (1) (2) (1)
- Z <<Ea,a’,z,z’ ® Em,m’,a,a’) <Fb,b’,w w’ ® F y',b b’) 02 & 01>
a,a’,b,b’
= <Ex,x’,z,z’Fy,y’,w,w’7 O-> ?
and hence

(Tg o) (exels ® eyey)

1 1
= 2 <E§C; a.a’ Fy(,;',b,b~01> I'2 (eatr ® evey)
a,a’ bt/
_ 1) (2) (2
- Z Z z,z’ aaFyy’bb’7 ><Eaa zzFb,b’,w,w”O-2>ezez’ ®ewe;ku’
z,2' owaw' a,a’ b,b’
= Z <E$,$'7Z,Z'Fy,y',w7w'7 U> ezez/ ® ewe*w’;
z,2" waw’
thus, PQ o Pl = FE-F,J-

If Iy € Qq, ¢ = 1,2, then the arguments in the previous paragraph —
replacing operator products by tensor products as necessary — show that
I'yoI'y € Qq. By the continuity of the composition, the assumptions I'; €
Qua, © = 1,2, imply that I'y o I'y € Qg,. Finally, assume that I'; € Qjqc,
i=1,2, and write I'; = ", /\( )<I>(Z) ® \IJ,(Q) as a convex combination, where
<I>(Z) c Mx — My and \I/() : My — Mp are quantum channels, ¢ = 1, 2.

Then
ma
Tyoly = Z S AN (2P o ol)) @ (9P o wp)
k=11=1
as a convex combination, and hence I's 0o I'1 € Q)qc.

Suppose that I'; is a tracial QNS correlation; thus, there exist unital
C*-algebras A; and As, traces 7, and 7 on A; and As, respectively, and
stochastic matrices E(l) € My @My® A and E® € My ® My ® As, such
that I'; = ') ., © = 1,2. The arguments given for (i) show that

I‘Q o Fl = FE(2)OE(1),7—2®T1’

where 79 ® 71 is the product trace on Ay @min A1; E® o EW is considered as
a stochastic Ag ®@pin Aj-matrix (note that we identify (E(z) o E(l))Op with
E®9r o F)oP in the natural way).

It remains to show that if I'; is a perfect strategy for ¢;, i = 1,2,
then I'y o I'y is a perfect strategy for woo®;. Let P € Py, and w be
a pure state with w < P. Then I'j(w) = ¢1(P)I'1(w)¥1(P) and hence
' (w) < ¢1(P). Similarly, for any pure state o with o < ¢1(P) we have
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[y(0) :1 Pa(P1(P))L2(0) P2(P1(P)), giving ((I'2(0), (P20 ¥1)(P)L) =0. In
particular,

(T oTy)(w),(P20¥1)(P)L)=0.
As in the proof of Proposition [0.10] this yields

(T2ol1)(P),(P20®1)(P)L) =0,

establishing the claim. O

Suppose that p; (resp. p2) is an NS correlation from XY to AB (resp.
from AB to ZW). It is straightforward to verify that the correlation p with
N, = N, o N, is given by

p(z,wlz,y) =D palz,wla, b)pi (a,blz, y);

acAbeB

we write p = pg o p;. Such compositions were first studied in [57]. For a
non-local game from XY to AB (resp. from AB to ZW') with rule function
A1 (resp. Ag), let dgo A1 : X XY x Z x W — {0,1} be given by

(A2oX)(z,y,z,w) =1 3 (a,b) s.t. A\i(z,y,a,b) = Xa(a,b, z,w) = 1.

Combining Theorem [I0.17] with classical reduction and Proposition T0.14],
we obtain the following perfect strategy version of [57, Proposition 3.5],

which simultaneously extends the graph homomorphism transitivity results
contained in [57, Theorem 3.7].

Corollary 10.18. Let A1 (resp. Aa) be the rule functions of non-local games
from XY to AB (resp. from AB to ZW ) and x € {loc,q,qa,qc,ns}. If p;
1$ a perfect strategy for A\; from the class Cx, i = 1,2, then pyopy is a perfect
strateqy for Ay o A1 from the class Cy.

Combining Theorem [0.17 with Remark [[0.I3] (iii) yields the following
transitivity result; in view of Proposition [0.10] it extends [71, Proposition
9.

Corollary 10.19. Let X, A and Z be finite sets, U C CX @ CX, V C
CA®CA and W C CZ @ C? be symmetric skew spaces, and x € {loc,q,qc}.
IfU SV andV SW thend > W.

Acknowledgement. It is our pleasure to thank Michael Brannan, Li Gao,
Marius Junge, Dan Stahlke and Andreas Winter for fruitful discussions on
the topic of this paper.

Note. After the paper was completed, we became aware of the work [9],
in which the authors define quantum-to-classical no-signalling correlations
and study a version of the homomorphism game from a non-commutative to
a classical graph. Although there are similarities between our approaches,
there is no duplication of results in the current paper with those in [9].
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