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VASCULAR BIOMECHANICS AND ITS TRANSLATION INTO 
MODERN HEALTH CARE 

 
T. Christian Gasser1 

 
1Department of Engineering Mechanics, Division of Material and Structural Mechanics, KTH Royal Institute of 

Technology, Stockholm, Sweden 
 

 
Regardless great advances in diagnose, prevention, 
and treatment of cardiovascular diseases, they remain 
the leading cause of death and disability worldwide. 
As the transport of blood and substances therein via 
a pressurized system, constitutes the primary 
function of the cardiovascular system, it is not 
surprising that mechanics is fundamental to the 
understanding of cardiovascular health and disease. 
An incredibly large body of literature therefore 
reports the subtitle coupling between mechanical 
factors, such as stress and strain, and biological 
responses, such as gene expression and tissue growth 
[1,2,3]. In addition, fracture, a process fundamental 
to the understanding of material properties and the 
design of man-made structures, is also intimately 
linked to the development of vascular pathologies 
and clinical events, such as stroke and cardiac 
infarction.  

 
Figure 1: Semi-automatic AAA wall stress 

computation directly from Computed Tomography-
Angiography (CT-A) images [7]. 

 

 
Figure 2: Biomechanical parameters of an 

atherosclerotic carotid artery [6]. Determinant of the 
growth tensor indicating local volume change (left) 
and first and third principal residual strain (right). 

This Odqvist lecture summarizes our laboratories’ 
efforts in studying different aspects of vascular tissue 

biomechanics, most of which towards assessing the 
life-threatening risk carried by abdominal aortic 
aneurysms (AAA) (see Figure 1) or atherosclerotic 
carotid blood vessels (see Figure 2), respectively. 
The development of numerical tools [4,5,6] together 
with clinical studies [7,8] and novel laboratory 
experiments [9] (see Figure 3) determines our efforts 
in the characterization of vascular tissue properties 
and the study of clinically relevant problems.  

 
Figure 3: Symmetry-constraint Compact Tension 
(symconCT) test to explore the fracture properties 
of aortic wall tissue [9]. Digital Image Correlation 

(DIC) full-field strain measurements (left) and FEM 
predictions using a cohesive fracture model (right) 

are superimposed on the test specimen. 

Regardless first translations of vascular 
biomechanics research into clinical applications [9], 
much more basic (university) research is needed to 
better understand how biomechanical and biological 
factors interact, information that then helps to design 
patient-individual therapies and better medical 
devices. 
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“Entomechanics”—the mechanics and multiphysics of insects 
 

A. Pons1 
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Chalmers University of Technology, Gothenburg, Sweden 

 

Nobody who has swatted a fly, trod through a cloud 

of midges, or been bitten by a tick has failed to be 

impressed—and possibly infuriated—by the extra-

ordinary mechanical capabilities of insects.  Over an 

evolutionary history spanning over three hundred 

million years, insects have lived, walked and flew at 

scales ranging from less than a millimetre to over half 

a metre. Insects are now found everywhere on Earth’s 

surface: on every continent; at every terrain altitude, 

and even out on the open ocean. They comprise over 

half of all terrestrial species, yet at the same time, 

their biodiversity is threatened by pesticide use, 

habitat loss, and climate change—in ways that we 

still do not fully understand. 

Entomology, the study of insects, is replete with 

challenging problems in mechanics: across structural 

mechanics, aerodynamics, biomechanics, and more. 

Tackling these problems not only gives us insight 

into ecology and evolution; but also opens pathways 

to advances in theoretical and applied mechanics, and 

in robotics. In this talk, we’ll survey problems and 

advances in “entomechanics”—including: 

• The counterintuitive properties of resonance in 

strongly damped oscillators, and how these 

properties yield insight into the mechanics of the 

insect flight drivetrain [1] (Fig. 1). 

• Work-loop techniques for analysing energy-

efficiency in forced oscillators: how these 

techniques allow us to prove new theoretical 

results in linear and nonlinear systems, and can 

explain previously-unexplained features of insect 

wingbeat patterns [2,3]. 

• The highly-adapted behaviour of insect flight 

muscle: how these muscles can be characterised 

as active viscoelastic structures and how insect 

wingbeats arise from self-oscillation [4]. 

• The paradox of rate-independent damping models 

of insect exoskeleta, and how these models lead 

to open problems in the study of integral 

transforms. 

• And, finally, the ways in which we can leverage 

advances in entomechanics to improve insectoid 

robot designs (Fig. 2) 

In overview: the mechanics and multiphysics of 

insects is more than only an interesting new area to 

apply engineering techniques. It pushes us toward 

new theoretical results and new analysis methods; 

 

      

Figure 1: Phase relationships though the flight motor 

of a hawkmoth (Agrius convolvuli) revealed via laser 

profilometry [1]. 

 

Figure 2: Insectoid robot at CHALMERS. 

forges new connections between mechanics and 

fundamental challenges in zoology, ecology and 

biodiversity conservation; and raises the prospect of 

unique robot designs. 
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HIGH-FIDELITY SIMULATIONS TO ACCESS THE 

AERODYNAMIC PERFORMANCE OF ROAD VEHICLES 
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Legislations and customers awareness of the 

negative effects of transportation on the global 

climate are driving the development of more energy 

efficient vehicles. One of the key factors influencing 

energy efficiency is the aerodynamic drag. Although 

streamlined cars are desirable from an efficiency 

perspective, they might impair instabilities which can 

be perceived as a vehicle nervous to drive. The 

assessment of driving stability of a vehicle is often 

done on test tracks in late project phases when a 

prototype is available. Late design changes are 

costly, and with demands on shorter lead time to 

launch new products, vehicle manufactures require 

robust virtual tools for earlier assessment of stability. 

In this work, high-fidelity numerical simulations of 

a full-scale vehicle at relevant Reynolds number and 

realistic driving conditions are performed using a 

hybrid turbulence model and the commercial CFD 

code Ansys Fluent. The dynamics of the base wake 

and the temporal fluctuations of the aerodynamic lift 

are analysed and coupled to the driver’s perception of 

stability for two versions of a roof spoiler. For the 

simulations, unstructured, hexahedral dominated 

meshes of 200-300 million cells with 10 to 15 prism 

layers on the vehicle surfaces and ground were used 

with second order temporal and spatial discretization 

schemes. Mesh and time dependence studies were 

conducted and considered a compromise between 

lead time and accuracy.  

From prior field tests, it was known that the 

baseline spoiler caused stability issues, while the 

improved spoiler had good performance at high 

speeds. From simulations, both spoilers showed time-

averaged lift coefficients within the set requirements. 

However, the CFD analysis revealed the importance 

of considering the unsteady rear lift fluctuations, 𝐶′𝑙𝑟 , 

as these could be associated with frequencies prone 

to induce the vehicle instabilities observed on the 

road. Figure 1 shows that the baseline spoiler (blue) 

experiences higher amplitude of fluctuations in the 

sensitive frequency range for vehicle dynamics (0.5-

2 Hz), particularly with yaw (only 5 deg shown here). 

The unsteady vertical base pressure gradient was 

monitored on several positions at the vehicle base and 

is plotted as probability density function (PDF) in 

Figure 2. It shows that the wake of the baseline 

spoiler (blue) has two states, H and L, representing 

the wake dynamics that generates high and low rear 

lift forces. The improved spoiler (red) has only one 

state with a higher vertical base pressure, indicating 

more upwash, and thus lower rear lift. This behaviour 

was connected to the driver’s perception of instability 

during field tests. The lateral base pressure gradient 

was also monitored but showed a single state. 

 
Figure 1: Rear lift fluctuations for the baseline 

spoiler (blue) and the improved spoiler (red) for 5 deg 

flow angle, and Welch’s PSD frequency response [1]. 

 

Figure 2: Probability density function of the 

vertical base pressure gradient at 5 deg [1]. 

 

Finally, the improved spoiler increased drag for all 

flow angles, but with a lower sensitive to yawed flow. 
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STRATEGIES FOR TOPOLOGY OPTIMIZATION BEYOND LINEAR
ELASTICITY

Mathias Wallin1

1Division of Solid Mechanics, Lund Institute of Technology, Lund, Sweden

During the last three decades there has been a
tremendous development of numerical methods tailored
for optimal design of materials and structures. Topol-
ogy optimization (TO) has been applied problems at
the engineering scale as well as to design of micro-
structures to render exotic properties such as materials
with negative Poisson’s ratio and negative thermal ex-
pansion on the macro-scale. The method has not only
been applied to elastic problem but it has also proven to
be useful to design structures optimal for thermal, fluid
and wave propagation. Even though non-gradient based
optimization algorithms do exist they have due to their
large computational cost not won widespread accep-
tance and methods that rely on gradient information are
dominating. In the first part of the talk a short overview
of the basic concepts needed to perform a topology op-
timization will be presented. Ingredients that will be
introduced are: design representaion, material interpo-
lation, regularization, sensitivity analysis and opimiza-
tion solver.

Complex, non-linear path-dependent and transient
response of engineering structures can today numeri-
cally be modeled with good accuracy. For linear sys-
tems, this modeling has for a long time successfully
been combined with computational design optimiza-
tion. The combination of non-linear modeling and nu-
merical design optimization is, however, less estab-
lished. In the present talk we discuss some recent steps
taken to close the gap between modeling of non-linear
modeling and numerical optimization. Topics that will
be discussed include:

Topology optimization of non-linear elastic struc-
tures. The generalization to from small strain elasticity
to finite strain elasticity is non-trivial. One issue is the
generalization of the ’stiffness’ which is non unique. In
the talk, we will discuss the influence of the stiffness
measure definition. Another issue that needs to be ad-
dressed is the question of how to model the void ele-
ments such that they do not detoriate the convergence of
the state solve. A number of examples including stress
and eigenvalue constraints that demonstrate the possi-
bility to optimization hyper-elastic will be discussed.

Toplogy optimization of transient problems.
When the load duration is short, transient effects can
play a significant role. This phenomena will be
demonstrated via design of multimaterial compliant
fast sensors that are modeled using coupled thermo-
hyperelasticity. The required gradients needed for the
design updates are based on the adjoint sensitivity
methods which will be discussed in detail. An exam-

ple of a compliant mechanism optimized for different
load durations is shown in Fig. 1.

Figure 1: Compliant gripper optimized under transient con-
ditions. From Granlund et al. 2023.

Toplogy optimization of irreversible structures. In
the final part of the talk we will discuss TO of ir-
reversible materials and structures. The optimization
will be used to design structures that are optimized for
maxium energy absorbtion, minimal peak plasticity and
structures with a tailored response. Due to the signif-
icant computational cost associated with the optimiza-
tion problem we will discuss efficient large scale imple-
mentations that allows optimization of high resolution
designs.
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THE ROLE OF BOUNDARY CONDITIONS IN CRACK 
PROPAGATION IN CORTICAL BONE 

 

J. Carlsson, O. Karlsson, H. Isaksson, A. Gustafsson 
 

Department of Biomedical Engineering, Lund University, Lund, Sweden 
 

Normal ageing, as well as diseases, have adverse 
effects on the quantity and quality of bone in our 
skeletons. To identify patients with increased fracture 
risk, it is important to understand how ageing affects 
the damage mechanisms in bone.  

Computational fracture mechanics is a useful tool 
to investigate the effect of changes in bone quality 
and their relation to bone fracture susceptibility. To 
develop meaningful computational models, 
validation by comparison to experimental studies is 
vital. Experimental results are typically obtained 
from notched three-point bend tests, whereas most 
computational studies to date consider pre-cracked 
plates under tensile displacement boundary 
conditions, often on geometries whose edges 
measure only about 1 mm, cf. e.g. [1]. Our objective 
is to investigate the impact of the boundary 
conditions upon strain distributions and crack paths 
in finite element simulations of fracture of cortical 
bone.  

We investigate fracture of cortical bone 
microstructures numerically using phase-field finite 
element models implemented in Abaqus [2]. The 

microscale models consist of 1.2x1.2 mm cross 
sections of human compact bone tissue. The different 
microstructural features: osteons (containing the 
hollow haversian canal), cement lines and interstitial 
matrix (Fig. 1) have been segmented by hand [3] and 
assigned individual mechanical properties. Each 
geometry contains a pre-crack of 0.1 mm length. The 
models are subjected to either tensile displacement 
boundary conditions or embedded in a beam of 
homogeneous linear elastic material of similar elastic 
modulus as the microscale model subjected to 
notched three-point bending.  

The results show that the associated fracture 
behaviours differ between the two sets of boundary 
conditions. The stress singularity of the crack tip is 
more pronounced in the embedded models, which 
also affects the observed crack paths (Fig. 1). This is 
important, as a good agreement between 
experimental and simulated boundary conditions 
enables further studies into the properties of the 
constituents of the cortical bone microstructure, as 
well as the role of this microstructure in bone 
fragility. 

 

Figure 1: Top: Workflow for creating the microscale models by segmentation, by Gustafsson et al. [3].    
Bottom: Boundary conditions and contours of first principal strain during crack propagation for the two sets of 

boundary conditions. (Colourbar refers to all contour plots.) 
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Structure Interaction: Validation against in vivo Data 
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Heart valve disease is commonly identified as a 

contributor to heart failure. Specifically, the mitral 

valve (MV) is subjected to the highest loads within 

the heart, and when affected by structural 

abnormalities or ventricular dysfunction due to heart 

disease, stenosis or insufficiency can arise [1]. 

Distinguishing the underlying factors contributing to 

valve pathologies and predicting the outcomes of 

valve interventions remains challenging [2]. 

Simulation models have the possibility to enhance 

our understanding of valvular dynamics and predict 

the outcomes of valve repair. Previous research has 

demonstrated the accuracy of fluid-structure 

interaction (FSI) simulations for clinical applications 

[3]. The aim of this study is to further develop and 

validate the computational framework, using FSI, to 

simulate patient-specific mitral valves to investigate 

the velocity through the valve, the valvular dynamics, 

and the valve leaflet strain.  The simulation results 

will be validated against echocardiography (Echo) 

data. 

 

Ten (n=10) healthy volunteers, aged 19 ± 10.3 years, 

have so far been recruited. The patient-specific MV 

geometry was obtained from 3D Echo data with an 

automated segmentation process (4D MV 

assessment, TOMTEC Imaging Systems GmbH) and 

inserted into a generic left heart model. The 0.8 mm 

thick valve leaflets were meshed using first-order 

tetrahedral elements and the flow domain was 

meshed using hexahedral elements, using the 

Chimera overset method to allow large deformations 

of the valve. The contraction of the heart was 

numerically modeled by applying a patient-specific 

mass flow boundary condition at the apex of the 

heart, derived from the ventricular volume change. 

The boundary at the MV was set to a zero-pressure 

outlet and the boundary at the aortic valve was set to 

a zero-pressure boundary during systole and to a wall 

condition during diastole. The FSI coupling was 

created with the software Star-CCM+ and 

Abaqus/Standard. The MV tissue and chordae 

tendineae were modeled as linear elastic with 

Young’s modulus of 1 MPa and 22 MPa. The Carreau 

model was employed to model the blood viscosity 

behavior, assuming laminar flow. The blood density 

was set to 1060 kg/m3 and modeled as compressible 

to ensure numeric stability.  

 

Results show satisfactory agreement of the valvular 

dynamics during the systolic phase, 0-29 % of the 

cardiac cycle, compared with Echo data, Fig. 1. The 

simulated valve starts to close after the filling phase 

of diastole at 45 % of the cardiac cycle when it is 

expected to close at the next contraction. The 

maximum valve opening differs by 9 %, and the 

mean trans-valvular velocity differs by 18 % 

compared to Echo data, Fig. 1. Further improvements 

lie in the material modeling of the MV, for improved 

estimation of the valve opening and thus, the velocity 

estimation. We believe the model has the potential to 

predict person-to-person differences in patient-

specific simulations. 

 
Figure 1: The images show the comparison of the 

simulation results against Echo data for the velocity 

distribution at peak systole and peak diastole. The 

graphs show the velocity through the valve 

measured by Echo Doppler (red) and computed by 

the simulations (black) for three of the cases. 
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Age and degenerative diseases compromise the 

integrity of bone and increase the risk of fracture. 

Understanding bone fragility requires unraveling the 

links between fracture resistance and bone 

composition and structure. Standards methods for 

fracture testing that use empirical relationships to 

estimate crack length from unloading compliance are 

not well-suited for bone [1]. Alternative methods 

typically require manual identification of the crack 

tip from microscopy images, which is both non-

standardized and time consuming [1]. We therefore 

explored an optical method for automatic crack 

detection [2] and analyzed how fracture resistance 

relates to bone microstructure (Fig. 1B). We 

combined fracture testing with high resolution  

imaging and hypothesized that crack tortuosity is 

correlated to fracture resistance.  

Notched beam specimens (2x4x25mm) were cut 

from compact cow bone in three orientations  

(Fig. 1A): LT (n=10), RT (n=10) and TL (n=9). The 

initial notch was sharpened with a scalpel (1.47±0.16 

mm). Three-point bending tests (span=16 mm) to 

failure were performed (Instron 8511) [1,3] in  

combination with 2D-Digital Image Correlation (Vic 

2D, Correlated Solution, image acquisition 1 Hz).  

 

Figure 1: A) Notched beam specimens in three 

orientations: LT, RT, TL. B) Compact bone tissue 

reinforced with osteons. C) Automatic crack 

detection (â) using phase congruency (pc) analysis 

of the displacement field (U). D) Critical fracture 

energy for crack initiation (𝐽𝐼𝐶). E) Representative 

crack paths. Scalebar 500 µm.   

 

Fracture toughness (J-R-curve) was analyzed 

following ASTM E1820 and [1], where crack growth  

was automatically tracked based on the phase 

congruency (pc) of the displacement field (Fig. 1C) 

[2]. A subset of 17 specimens were scanned with high  

resolution x-ray tomography post-testing (Zeiss 

Xradia, voxel size 6.5 µm) to analyze the crack 

tortuosity. Data were compared using linear mixed-

effect models. 

We show that pc analysis combined with 2D-

Digital Image Correlation can be used to 

automatically track stable crack extension in cortical 

bone during testing. Fracture toughness was 

significantly higher in LT specimens compared to the 

other tissue orientations (Fig. 1D). Crack tortuosity, 

as illustrated in Fig. 1E, was significantly different 

for all three groups (LT > RT > TL) and correlated to 

fracture resistance (R2=0.52). Yet, RT and TL had 

similar fracture toughness albeit the higher crack 

tortuosity in RT. This shows that crack deflections 

around osteons in RT, following the weak cement 

line interfaces, are not efficient toughening 

mechanisms (Fig. 1E). Importantly, this data set 

enables future validation of computational models 

that precedes current literature. Using e.g. phase field 

models [4], we will strive to explore physical failure 

mechanisms, which will substantially contribute to 

our understanding of bone fracture. 
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FINITE ELEMENT PREDICTION OF SCREW PULL-OUT FAILURE
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1Division of Solid Mechanics, IEI, Linköping University, Linköping, Sweden
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Osteoarthritis is a leading cause of disability in el-
derly. Around 25% of the Swedish population over 45
is affected and need total hip replacement. In revision
surgery, screws are required for a stable fixation and
osseointegration [1]. Screw pull-out failure lead to fix-
ation loss. Thus, understanding and prediction of screw
pull-out is necessary to the development of improved
fixation. In this work, nonlinear explicit finite element
(FE) analysis is utilised to predict experimental pull-
out tests of titanium screw, Stryker 6.5mm low profile
hex screw, in a bone-like solid rigid polyurethane foam,
Sawbones® of 0.32 g/cc density. Tensile and compres-
sive tests were performed using dog-bone specimens
made of the polyurethane foam, see Figure 1. The data
from these tests were necessary to calibrate a nonlinear
hyperelastic material model for foam.

b)

a)

Figure 1: a) Instron 5582 testing rig used for all the experi-
mental tests. b) Dog-bone specimen.

The FE model consisted of a cylindrical foam with
a screw inserted at the middle, see Figure 2. Only the
screw threads inside the foam were modelled as shown
in Figure 2b. The cylindrical foam was clamped at the
outer ring area while the sectioned screw head was fixed
in the transverse directions to avoid bending. Pull-out
force was applied on the screw using a reference node
and contact condition was added between screw and
foam (Figure 2). To predict the thread failure, a damage
criterion was set to remove elements of the foam when
the maximum principle stress pass a threshold value de-
fined from the tensile tests. Linear tetrahedron element
were used with very fine mesh near threads. To reduce
simulation run-time, both mass and time scaling were
utilised.

a) b)

Figure 2: FE model of the screw pull-out showing: a) bound-
ary conditions and b) side cut view.

The results obtained from the simulations are shown
in Figure 3 where comparable pull-out force to the ex-
perimental tests can be seen. The foam damage at the
maximum screw pull-out force is shown in Figure 4.
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Figure 3: Experimental and FE predicted screw pull-out
force versus axial displacement.

Figure 4: Side cut view of FE model showing stress field and
element deletion at the maximum pull-out load.
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Obstructive Sleep Apnea Syndrome (OSAS) mani-
fests as airflow obstruction during sleep, primarily due
to the collapse of the upper airway’s soft tissues. One
common symptom of patients with such sleep-induced
apnea is the vibration or collapse of the flexible tis-
sue of the upper airway. Understanding the mechani-
cal behavior of soft palate under airflow conditions is
crucial for developing effective clinical interventions.
In-vivo measurements are usually challenging. A three-
dimensional fluid-structure interaction (FSI) model for
the human uvula-palatal system relevant to OSAS based
on simplified geometries is utilized in the present study.
Numerical simulations are performed to evaluate how
gravitational forces and varying pulsatile breathing pat-
terns affect the soft palate’s oscillatory behavior. Ad-
ditionally, the vortex dynamics and the structural fre-
quency response are examined for the coupled fluid-
structure system. This research provides insights into
the biomechanical phenomena influencing OSAS and
supports the design of novel therapeutic strategies.
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FILLING OF THERMOSETTING POLYMERS DURING CURING
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Epoxy based polymers are used in lightweight appli-
cations for their low weight and high mechanical stiff-
ness properties. The material, as a resin mixed with
hardeners, starts curing under specific conditions by
an exothermal chemical reaction. This so-called ther-
mosetting polymer hardens while curing builds a net-
work of polymer chains. Hence, a viscous fluid flow be-
comes a solid with an increase of degree of cure. Such a
phase change, incorporating curing related temperature
deviation, is an irreversible process.

Such a system is solved by fulfilling balances of
mass, momentum, and energy. Their constitutive equa-
tions stem from thermodynamics. Herein, for a vis-
cous fluid flow and temperature, we incorporate non-
equilibrium thermodynamics and motivate a thermody-
namically compatible evolution equation used for the
degree of cure [1].

Temperature and degree of cure are coupled directly
and even a measurement procedure may be developed
to measure materials response during curing [2]. For a
large structure filled with epoxy, the filling procedure
may take some time such that the hardening procedure
of the epoxy has a significant impact on the residual free
filling itself.

Finite Element Method (FEM) is an accurate numer-
ical solution strategy; however, for viscous fluid flow,
there exists numerical instabilities that hinders exten-
sive use of the FEM. One possible solution is use differ-
ent finite elements for velocity and pressure [3], which
increases the computational cost significantly. Another
method is to employ the same element type and add
more conditions on the pressure change. For the latter,
we follow [4] that is validated in [5] and add a level-
set method for tracking the fluid surface. Therefore,
an additional equation is solved alongside the balance
equations. Such an addition of level-set method neces-
sitates a robust implementation that is used herein. In
this way, the hardening procedure is monitored by the
degree of cure and the level of fluid is tracked by the
level-set method. A possible optimization of such pro-
cesses becomes possible with a digital twin of the whole
system.

This talk explains the modeling of epoxy in general,
starting with a kinetic model [6] for curing and dis-
cussing the response, while curing creates a solid from
fluid. Such a transition is often modeled by a sharp state
change; however, at least in the case of epoxy, there is
a more gradual change that makes research needed for
this coupled and nonlinear system.
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ON THE CONVERGENCE OF CYLINDRICAL SHOCK WAVE 
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The technique of shock focusing is an efficient way 
of producing localized high-pressure and temperature 
conditions in the laboratory. This high energy density 
in mediums can be used in biomedicine, initiation of 
nuclear fusion reactions, fragmentation of kidney 
stones (shock wave lithotripsy), etc. The present 
study is an experimental and numerical investigation 
of the phenomenon of shock convergence. The 
experiments were performed in shock tube operated 
by a fast-opening valve. The test gas in the 
experiments was Argon. The study shall present high 
temporal data of cylindrical shock convergence. 
Along with experiments, numerical simulation of the 
flow is performed for comparison.  
Figure 1 shows the shadowgraph images (taken at 2 
million fps) of the convergence of the cylindrical 
shock up to its focus. The first image shows the shock 
when the cylindrical convergence of the shock starts, 
with shock Mach number (M0) of 4.6. The last 
shadowgraph image is at the instant just after the 
reflection of the shock. The flash of light can be 
observed at the focus. 

Figure 1: Shadowgraph images of convergence of 
cylindrical shock wave of Mach 4.6.  
 
In the study, the shock location from the 
shadowgraph images is tracked and trajectory of the 
cylindrical shock is traced.  In figure 2, the non-
dimensional radius of the shock (normalized with 
initial radius (r0) of 25.6 mm) is plotted with non-
dimensional time (normalized by the time at the 
instant of shock focusing (t0)). Along with the 
experimental data, numerical data, and self-similarity 
solution of Guderley1 are plotted. The analytical 
relation by Guderley is given as: 
 

𝑟
𝑟!
=	$1 −

𝑡
𝑡!
(
"

 

 
 

where, r and t are instantaneous radius and time. The 
exponent α is the similarity exponent. For Argon and 

cylindrical shock convergence, it is 0.81562.  
Overall, a fairly good match of the data is obtained. 
 It is not expected that the experimental and 
computational data should match the analytical 
relation due to two main reasons. First, the Guderley 
solution assumes that the convergence of the shock is 
self-similar. Previous works in the literature2 suggest 
that the Guderley solution is an ‘intermediate 
asymptotic’ solution and is applicable only very close 
to the focus of convergence.  Second, the downstream 
disturbances of the flow travelling on C+ 

characteristics influences the motion of the 
converging shock. These two phenomena shall be 
described in more detail to understand the 
mechanisms of shock convergence. Along with this, 
the data from experiments and computations 
performed for a range of Mach numbers shall be 
presented. An interesting trend in the exponent of 
convergence for different initial shock strength is 
observed which shall also be presented. 

 
Figure 2: Comparison of the trajectory of cylindrical 
converging shock. 
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IMPROVING AN EXPLICIT ALGEBRAIC STRESS MODEL USING
NEURAL NETWORK

L. Davidson1
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(a) Velocity. (b) Streamwise stress.

Figure 1: Channel flow at Reτ = 5200.

The EARSM

In 2D, the EARSM reads [1]

aij = β1s̄
∗
ij + β2

(
s̄∗iks̄

∗
kj −

1

3
s̄∗mns̄

∗
nmδij

)

+ β4(s̄∗ikΩ̄∗kj − Ω̄∗iks̄
∗
kj)

(1)

where

β1 = −A1N

Q
, β2 = 2

A1A2

Q
, β4 = −A1

Q

Q = N2 − 2IIΩ −
2

3
A2

2IIS

(2)

N is given by a cubic equation, solved analytically.
Instead of computing β1, β2 and β4 from Eqs. 2, I

will in the present work make them functions of some
input parameter(s) (to be determined) using Neural Net-
work (NN). The process can be depicted as:

1. The production term, P k,+ and y+ are chosen as
input parameters

2. The output (target) parameters are β1, β2, β4

3. Train the NN model in fully-developed channel
flow, Reτ = 10 000.

4. Use the NN model to compute β1, β2, β4 in the
EARSM (k and ω predicted with the k−ω model)
in the pyCALC-RANS CFD code

5. The new model is denoted EARSM-NN.
Figure 1 presents the predicted velocity and stream-

wise Reynolds stress using the EARSM (Eqs. 1 and 2)
and the EARSM-NN model and the agreement for the
EARSM-NN is much better.

Next, the flat-plate boundary layer is studied. A pre-
cursor k−ω simulation of a flat-plate boundary layer is
carried out andU , V , k and ω are stored atReθ = 2 500
where θ denotes the boundary-layer momentum thick-
ness. These stored data are used as inlet boundary
condition in the subsequent flat-plate boundary-layer
simulations using the two EARSM models. Figure 2

(a) Skin friction. (b) Velocity. Reθ = 5500.

Figure 2: Flat-plate boundary layer.

show the predicted skin friction. The EARSM-NN pre-
dicts Cf within 5% of experimental data whereas the
EARSM over-predicts is by 14%. More results can be
found in [2].

Conclusions
An Explicit Algebraic Reynolds Stress Model (together
with Wilcox k − ω model) has been improved using
Neural Network (NN). The NN model is trained in
channel flow at Reτ = 10 000. It is found that tar-
get data cannot be taken from DNS because the stress-
strain relation and the turbulent kinetic energy are not
the same in the DNS and the k − ω predictions. Hence
the target data are taken both from DNS (v′21 and v′22 )
and a k − ω simulation ( ∂v̄1∂x2

, v′1v
′
2, k, ε = Cµkω). In

this way the strain-stress relation and the turbulent ki-
netic energy are the same in the training process and
the CFD-NN predictions. Since k in the training pro-
cess is taken from the k − ω results it means that
k 6= 0.5(v′21 DNS + v′22 DNS + v′23 DNS). In the NN
model, the spanwise Reynolds stress adapts to satisfy
aii = 0 which means that v′23 is not correctly pre-
dicted (it even goes negative in the near-wall region).
Hence, the EARSM-NN model is applicable only to
two-dimensional flow where v′23 is not used. One way
to make the model applicable in three-dimensional flow
is to develop a k−ω (or k− ε model) which accurately
predicts the turbulent kinetic energy.
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LARGE-SCALE FLUID-STRUCTURE INTERACTION TOPOLOGY
OPTIMIZATION OF A HYDRAULIC SYSTEM COMPONENT

H. Hederberg1 and C.-J. Thore1
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Topology optimization (TO) is a versatile tool for en-
gineers to obtain novel and interesting designs with op-
timized performance given a set of constraints. Topol-
ogy optimization started with the work of Bendsøe and
Kikuchi [1] and has since been applied to a vast vari-
ety of problems in, e.g. mechanics, photonics and fluid
flow. In recent years fluid-structure interaction (FSI),
where the fluid forces deform the structure, has gained
increased interest [2]. The goal of the present work is
to couple FSI with TO to optimize a component in a
hydraulic system.

A design field ρ = ρ(x), varying within the domain
Ω, dictates in each point x ∈ Ω, whether we have solid
or fluid. The fluid flow is governed by the stationary
Navier-Stokes equations for an incompressible fluid

div(σf )− α(ρ)v = ϱ(∇v)v in Ω

div(v) = 0 in Ω,
(1)

where σf = −pI + 2µε(v). To be able to do TO we
have introduce a so-called Brinkman-term −αv [3] in
the fluid problem which makes the solid material act as
a porous media with a very high resistance to fluid flow
in parts with material and very low resistance in parts
without material.

The displacement u is governed by

div(σs) = 0 in Ω

σs = D(ρ)ε(u) in Ω

σsn = σfn on Γsf (ρ).

(2)

Here Γsf (ρ) is the solid-fluid interface and the coupling
term σsn = σfn gives the loads on the structure.

The TO problem is formulated as minimizing some
measure of flow resistance, f(ρ,v), while having a con-
straint, g(ρ,u(v, p)), on the mechanical deformation of
the structure, i.e.

min
ρ:Ω→[0,1]

f(ρ,v, p)

s. t. g(ρ,u(v, p)) ≤ 0,
(3)

where u(v, p) and (v, p) are the solutions to the state
problems (1) and (2) for a given design.

An interesting part of the hydraulic system to op-
timize is one of the valves. To be able to get the
needed details of the flow channels we want to do large-
scale TO. This means that we use a large amount of
finite elements to get high resolution of the finished de-
sign. Therefore, problem (3) is implemented using the

PETSc-framework [4] for massively parallel comput-
ing.

Figure 1a) shows a cut-through of the valve with the
guiding pin at the top and prescribed traction at the bot-
tom and Fig. 1b) shows an optimized design of the
valve. The figures also show the streamlines of the flow
through the valve, red indicating high velocity and blue
indicating low velocity.

a) Initial design with pre-
scribed traction for the fluid
at the bottom and the guid-
ing pin at the top.

b) An optimized valve.

Figure 1: Topology optimization of a hydraulic valve.
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AND LOW ASPECT RATIO
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The last two decades there has been a lively debate in
the scientific community of whether there exist an ‘ul-
timate state’ of heat transfer in high Rayleigh number
(Ra) convection in accordance with the (1962) theory
of Kraichnan [1]. The theory predicts that the system
enters into a state of very strong heat flux at high Ra,
in which the Nusselt number scales as Nu ∼ Ra1/2.
There have been repeated claims that the ultimate state
theory has been experimentally confirmed [2, 3] and
numerically verified in two-dimensional direct numer-
ical simulations (DNS) [4]. Last year, proponents of
the theory also published a paper in Physics Today [5]
repeating the arguments in support of the theory. As a
scientist in the field of turbulence, I am utterly sceptical
to the ultimate state theory. Last year, I published two
papers on the problem, arguing against the existence of
the ultimate state. In the first paper [6] I analysed 3-D
Rayleigh-Bénard convection at high aspect ratio and in
the second paper [7] I analysed the corresponding 2-D
system. In both cases I found that the Nusselt num-
ber scales as Nu ∼ Ra1/3, sometimes called ‘classical
scaling’, in accordance with the theory Malkus (1954)
[8]. In the 2-D case I showed that the claims of a verifi-
cations of the theory based on DNS are unfounded.

In this presentation, I will extend the analysis to
the low aspect ratio regime. A recent DNS study [9]
in a cylindrical cell with aspect ratio Γ = 1/10, re-
port Nu ∼ Ra0.331±0.002 at Pr = 1 and Ra ∈
[1010, 1015]. Using a straightforward similarity argu-
ment it is shown that the clean result is a realisation
of classical scaling in the regime Ra ≫ 1, Ra−1/3 ≪
Γ ≪ 1, and that the height, H , of the convection cell
will vanish from scaling expressions of turbulent quan-
tities in this regime. Using experimental and DNS data
we show that the normalised root-mean-square of tem-
perature does not depend on H . The scaling relation for
this quantity is used to derive the scaling relation for the
Reynolds number. The minimum Γ needed to reach the
asymptotic regime for a given Ra is estimated and it is
suggested that it can be reached in very low aspect ratio
cells. It is further shown that the dissipative anomaly,
ϵ ∼ u3/L, where ϵ is the mean kinetic energy dissi-
pation, u is the turbulent velocity and L is the turbu-
lent integral length scale, is not completely satisfied in
the low aspect ratio regime. Nevertheless, Kolmogorov
phenomenology is applicable at small scales, which is
shown by deriving the four-fifth’s law for the third or-
der velocity structure function. Finally, it is discussed
whether the same state as observed in the low aspect
ratio limit will be observed n the high aspect ratio limit.
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Multi material combinations of complex products is
becoming more and more common, to optimize prod-
uct characteristics and reduce weight. Joining methods
are then central and for hang on parts in the automo-
tive industry a hemming process is often used. The fo-
cus of the VIVFAP project involving RISE, Fraunhofer-
Chalmers Centre, Swedish automotive industry and
suppliers, was to develop novel simulation tools for
the hemming process. A complete simulation work-
flow must cover robot programming, adhesive extru-
sion, folding the edge of the outer part over the inner
part, and finally curing of the adhesive, see Figure 1.

Figure 1: Simulation workflow of the hemming process.

The interaction between the sheet metal and the ad-
hesive in the assembly process is a fluid-structure in-
teraction problem that is highly challenging to simulate
and requires robust methods that can handle fluid dy-
namics, structural mechanics, and their coupling [1].

The extrusion of the adhesive on the sheet metal is
simulated to get the correct placement and shape. A
new backwards-tracking Lagrangian-Eulerian method
[2] has been developed to enable simulation of the two-
phase flow of viscoelastic adhesive and surrounding air.
To handle the sheet metal deformation, an anisotropic
plasticity model for shell elements has been developed.

A hemming process involves a relatively long phys-
ical time, and the small distances between the sheets
require a method with very fine spatial and temporal
resolution, resulting in long simulation times. To im-
prove performance, several methods have been devel-
oped. For the flow solver, a phase-dependent adaptive
time-stepping has been introduced to optimize the ad-
hesive’s time step and thus reduce the total number of
time steps. Furthermore, an adaptive method for vol-
ume mesh refinement has been developed to handle nar-
row gaps. For the structural solver a method to compute
only on an active zone near the hemming tools has been
developed. To validate the simulation results, SAM-
scanned test bodies from hemming, both with and with-

out adhesive, have been used. For simulations without
adhesive, good predictions of roll-in and hem thickness
have been obtained. To validate the results with adhe-
sive, several sections of the test body have been mea-
sured in detail for different adhesive bead heights and
distances from the hem edge, Figure 2. A visual com-
parison focusing on adhesive extrusion has been con-
ducted, concluding that general trends are captured.

Figure 2: Left: Example hemming simulation. Right: Com-
parison of final squeezed out adhesive, blue simu-
lation and white experiment.

This work has been supported in part by VIN-
NOVA through the FFI Sustainable Production Tech-
nology program and the project ”Virtual Verification of
the Hemming Process (VIVFAP)”, and in part by the
Chalmers Area of Advance Production.
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Despite the growing popularity and development of
renewable energy technologies and electric vehicles,
providing reliable energy storage systems remains a
significant obstacle to this transition [1]. While lithium
batteries are a mighty option to transform the en-
ergy storage domain, their temperature sensitivity is-
sue makes them unreliable in extreme conditions, ad-
versely affecting their performance, safety, and lifes-
pan. There are different strategies to regulate the tem-
perature within a lithium battery system known as bat-
tery thermal management system, which may be cat-
egorized as air-, liquid-, and PCM-based techniques
based on the cooling medium. Although each method
has pros and cons and might serve as a suitable choice
for a certain application or working condition, air-
based methods are more attractive for industrial ap-
plications, particularly electric vehicles, owing to their
lightweight, simple design, no sealing requirement, no
need for secondary cooling system, and low cost. How-
ever, air-based battery thermal management systems
have limitations due to the poor thermal conductiv-
ity of air coolant flow, requiring multi-objective opti-
mization and design modifications to fulfill the increas-
ing cooling requirement for electric vehicles. Flow-
disturbing structures, among other enhancing strategies,
could be an advantageous technique due to their ac-
ceptable effectiveness and compatibility with compact
designs. There are numerous types of flow-disturbing
structures such as spoilers, baffles, vortex generators,
fins, and so on; however, they can generally be divided
into two types: attached and detached flow-disturbing
structures. In detached flow-disturbing structures, in-
creased turbulence intensity and better flow mixing are
the main reasons for enhanced heat transfer. However,
the expanded active heat transfer area also benefits at-
tached flow-disturbing structures.

Motivated by the proven effectiveness of flow-
disturbing structures in tube banks and the compati-
bility of their integration in compact battery thermal
management systems, straight splitter plates as attached
structures and customized-shape baffles as detached
structures are incorporated in an air-cooled battery sys-
tem to assess their functionality and effectiveness on
the system’s performance. The battery module un-
der consideration consists of 87 cylindrical 26650 LFP
cells placed in a staggered arrangement. The effect
of flow-disturbing structures on the performance of the
battery system is investigated using a hybrid modeling
approach [2]. The approach breaks down the general

model into three submodels, involving a CFD model
for flow characterization, an analytical thermal model
for the cells, and an empirical capacity fading model to
determine how many cycles the battery runs before its
end of life.

The results indicate that splitter plates compared
to baffles are more effective in the enhancement of
the thermal performance. This advantage is not only
from the larger surface area available for heat trans-
fer via splitter plates but also due to flow stream split-
ting by the baffle, thereby reducing the potential of
the air coolant flow for heat dissipation. While split-
ter plates enhance the thermal performance of the sys-
tem, they lead to greater flow resistance in compact sys-
tems, which is contrary to observations for wide-spaced
tube banks [3]. This behavior may be attributed to the
smaller wake bubble in compact systems, diminishing
the effect of splitter plates on flow interaction in the
wake region. Nonetheless, the results imply that splitter
plates are a potential solution to reduce cyclical costs in
air-cooled battery systems.

References

[1] M. Hannan, A. Q. Al-Shetwi, R. Begum, P. J.
Ker, S. Rahman, M. Mansor, M. Mia, K. Mut-
taqi, Z. Dong, Impact assessment of battery en-
ergy storage systems towards achieving sustain-
able development goals, Journal of Energy Stor-
age 42 (2021) 103040.

[2] A. Moosavi, A.-L. Ljung, T. S. Lundström, A
study on the effect of cell spacing in large-scale
air-cooled battery thermal management systems
using a novel modeling approach, Journal of En-
ergy Storage 72 (2023) 108418.

[3] C. K. Mangrulkar, A. S. Dhoble, J. D. Abraham,
S. Chamoli, Experimental and numerical investi-
gations for effect of longitudinal splitter plate con-
figuration for thermal-hydraulic performance of
staggered tube bank, International Journal of Heat
and Mass Transfer 161 (2020) 819 120280.

Corresponding author: amin.moosavi@ltu.se

20



Svenska Mekanikdagarna, Chalmers University of Technology, 17-19 juni 2024

MULTIPHYSICS TOPOLOGY OPTIMIZATION FOR OPTIMAL
INTERNAL COOLING

J. Lundgren1, C.-J. Thore2, H.N. Najafabadi3, J.-E. Lundgren4

1Structural Analysis, Aeronautics, Saab AB, Linköping, Sweden
2Division of Solid Mechanics, Linköping University, Linköping, Sweden
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Good cooling is important in many applications, rang-
ing from computer chips to gas turbine parts. Design of
cooling solutions is a challenging multi-physics prob-
lem involving mechanical, thermal and flow fields, each
with their own design requirements. Computational op-
timal design tools such as topology optimization (TO)
show promise as a way to achive optimal designs that
balance multiple conflicting design criteria [1,2,3].

In this talk we consider TO for interior cooling of gas
turbine guide vanes (Fig. 1). Such vanes are used inside

Figure 1: A (slightly transparent) guide vane with topology
optimized interior. Streamlines, colored according
to temperature, show cooling air flowing in through
a hole at the inlet, through the vane and out at the
trailing edge.

the turbine to guide the flow of hot gas onto the turbine
blades. The distribution of material in the vane is de-
scribed by a field γ indicating solid material (γ = 1)
or void/fluid (γ = 0) in each point of the domain Ω.
The velocity v and the hydrostatic pressure p of the
cooling air inside the vane are governed by the station-
ary, incompressible Navier-Stokes equations. The tem-
perature T in the domain is governed by a convection-
diffussion equation, resulting in the coupled system

ρ(v · ∇)v = divσ(v, p)− α(γ)v in Ω

div(v) = 0 in Ω

cv · ∇T − div(κ(γ)∇T ) = 0 in Ω

where ρ is the density of the coolant, and σ(v, p) =
−pI + 2µε(v), in which µ is the viscocity and ε(v)
the symmetric velocity gradient. The design-dependent
parameters α(γ) (impermeability) and κ(γ) (conductiv-
ity) are obtained by interpolation between the values for
solid and fluid material. The flow is driven by a pres-
sure load applied at the inlet (top face in Fig. 1), and
the main goal of the TO is to reduce the maximum tem-
perature on the outer shell of the vane which is heated
by convection from hot gas. A constraint on the mass
flow of coolant is included to avoid spending too much
compressed air on cooling.

The basic (exterior) geometry of guide vanes are
complex, and therefore an automatic voxelization ap-
proach is proposed for computational mesh generation.
This means that the geometry is embedded in a struc-
tured voxel mesh and the computational domain is the
union of those voxels that intersect the geometry.

Pure fluid-thermal TO, which does not account for
mechanics and manufacturability, can lead to unphys-
ical features such as ”islands” – solid regions (γ ≈ 1)
disconnected from the main structure or any mechanical
supports. To suppress the formation of islands we for-
mulate an optimization constraint based on the response
from an artificial heat conduction problem.

The TO problem is implemented in C++ using the
parallell numerical library PETSc to allow solution of
large-scale instances of the optimization problems. In
the talk we’ll discuss the feasibility of the proposed TO
approach for design in complex multi-physics problems
as well as important remaining challenges.
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Naval vessels are traditionally metallic structures for
which blast and ballistic loads have been extensively
studied. Composite structures are more and more inte-
grated into vessel designs since they offer interesting
stealth properties due to their low thermal and elec-
tromagnetic signatures, combined with lower weight.
Sweden has been one of the pioneers in this respect, as
demonstrated by the Visby corvette class vessel. There
has been an effort to widen the understanding of the be-
havior of composite structures under blast loading, but
general design rules are still lacking. High safety fac-
tors are often used in design resulting in heavy struc-
tures that limit the benefits from using lightweight com-
posite materials [1]. In defense applications, blast resis-
tance is typically a critical design requirement for struc-
tures. When the blast is due to an explosive threat, it is
often combined with high-velocity fragments that im-
pact and damage the structure before the arrival of the
blast wave, thus reducing its structural integrity. Blast
loads can be divided into different categories such as
far-field and near-field explosions, underwater and air
blasts. While the pressure profile of the far-field explo-
sion can easily be modeled, these models can not be
transposed to the near-field explosion where additional
effects such as reflected waves can contribute to the de-
formation [2].

In this study, the blast response of fiber-reinforced
polymers is investigated in a barrel experiment; a near-
field air blast event in enclosed environment as illus-
trated in Figure 1. The study follows previous work by
Clementz and Andersson who investigated the response
of thin pre-perforated steel plates under blast loads in a
barrel numerically and experimentally [3].

Figure 1: Barrel assembly - Barrel (white), Metal clamps
(blue), Composite plates (green), Bolts (red).

A new experimental campaign with carbon and
glass fiber reinforced composite plates with quasi-
isotropic layup is designed alongside a simulation us-
ing ABAQUS. The goal is to compare the response of
the composite plates with the steel plates and to inves-
tigate the effect of fiber type and areal weight on the
blast resistance of the composite panels. Panels with
drilled and shot holes are also tested to explore how ini-
tial delamination affect the structural integrity of the
panel under blast. Preliminary tests have been con-
ducted to adapt the previous experimental setup to the
new tests as shown in Figure 2. They showed promis-
ing results, demonstrating that a carbon fiber laminate
with the same areal weight as the steel plate could with-
stand similar explosive load without total failure of the
panel. Consecutively, a test matrix has been established
for the experimental campaign, combining tests on car-
bon fiber and glass fiber laminates with either the same
thickness or same areal weight, undamaged or with pre-
drilled or pre-shot holes in different patterns.

Figure 2: Preliminary experimental test - Front view.
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Most daily driving involves non-critical conditions,
where intense performance is not required. This ob-
servation highlights the importance of improving ride
comfort and control in everyday scenarios such as brak-
ing in a hill. A key aspect of such improvement is
to minimise jerk, ensuring smoother transitions and
a more comfortable driving experience [1-3]. In this
study, we develop a minimal vehicle model (Figure
1) to capture the main longitudinal comfort phenom-
ena close to stand-still in order to conduct an anal-
ysis. The model simplifies a vehicle complexity by
lumping all wheels into a single representative wheel
that includes both friction and electric braking mod-
els. Similarly, the stiffness and damping characteris-
tics from the tires and suspension are consolidated into
one spring and damper. The model has two degrees of
freedom, which are the sprung mass movement x1 and
the wheel’s translational position x2. The effects of mo-
tion resistance such as air drag, rolling, etc. are ignored.
Further, Tp is propulsion torque and Fc is break clamp
force. The wheel, with angular velocity ω rad/s and
longitudinal velocity ẋ2, assumes no tyre slip (so that
ẋ2 = Rwω). The parameters r and J denote wheel ra-
dius and inertia, respectively. Following this, the equa-
tions of motion are given by

ẍ1 =
1

mb

(
k(x2 − x1) + d(ẋ2 − ẋ1) +mbg sin(φ)

)

ẍ2 =
r

J + r2ms

(
− rk(x2 − x1)− rd(ẋ2 − ẋ1)

+ Tp − rFb + rmsg sin(φ)
)
,

(1)

where ms = mw +ma combined mass and the friction
force including Stribeck effect is defined as

Fb =





[−µsFc, µsFc], ẋ2 = 0,

−sgn(ẋ2)Fcf(ẋ2), ẋ2 ̸= 0.

(2)

By utilizing this simplified longitudinal model, we
delve into the effects of electric and friction torques
during low-speed maneuvers as well as the impact of
gravity during hill driving. By gaining a deeper under-
standing of vehicle dynamics, we aim to explore how
to reduce excessive jerk when starting and approach-
ing stand still. An additional aim of this research is to
understand the conceptual comfort difference between
breaking using a shaft torque, for instance generated by
an electric engine, and a friction brake (Figure 2). In
summary, our research aims to enhance understanding
and provide solutions for better ride comfort in every-
day driving conditions.

Figure 1: Quarter vehicle body and wheel model.
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Figure 2: Vehicle body velocity and acceleration.
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To decrease the climate impact of aviation and be-
come carbon neutral a transition away from kerosene is
inevitable, where the two main contestants at the mo-
ment are hydrogen (H2) and sustainable aviation fuel
(SAF). Engines powered by either of the renewable fu-
els will have even higher requirements for fuel effi-
ciency than today, since the supply of both energy car-
riers will be limited. One of the most promising con-
cepts of achieving significant fuel burn improvements is
the composite cycle engine (CCE) [1], a turbofan with
the burner being replaced with a reciprocating engine.
The CCE cycle has been investigated in numerous stud-
ies, but so far no analysis has been performed on a H2

fuelled CCE. In this study a design point performance
analysis of a H2 CCE powerplant is presented and com-
pared with a SAF fuelled CCE and a year 2035 state of
the art conventional turbofan.

A thermodynamic model of a piston engine has been
developed to asses the power output, mass flow, outflow
temperature, maximum pressure and fuel consumption
of the reciprocating engine core of the power plant.
Publicly available simulation data from a model prob-
lem has been used to cross validate the developed pis-
ton engine model [2], where the validation result of the
crank angle resolved cylinder gas pressure is shown in
Figure 1. Since the simulation cost of the reciprocating
engine is several orders of magnitude larger than the
rest of the power plant, a surrogate model of said en-
gine was trained. An hydrogen-air intercooler located
prior to the high pressure compressor (HPC) is utilised
for cooling the core flow and thus reducing the com-
pression work of the HPC and allowing for higher over-
all pressure ratios. Lower temperatures increases the
air density of the core flow, hence decreasing the size
of the piston engine and increasing the specific work,
ultimately yielding lighter and smaller engines [3]. Us-
ing the liquid hydrogen fuel as heat sink both increases
the fuel enthalpy upon injection into the engine, leading
to decreased fuel consumption, and allows for a lighter
and compacter heat exchanger compared to an air to air
heat exchanger. The heat produced from the piston en-
gine is rejected into the bypass stream via an oil-to-air
heat exchanger.

The cycle is evaluated for a year 2035 short-range
aircraft at cruise. In Table 1 the conditions of the op-
erating point are listed. Specific thrust is set to 80 m/s,
corresponding to a propulsive efficiency of 83%, which
is a typical value for the latest generation of ultra high
bypass ratio engines. Comparison of the thrust specific

fuel consumption is based on the lower heating value of
the fuel, to adjust for the difference in energy content.

Figure 1: Cross validation of crank angle θ resolved cylinder
pressure p against reference data [2].

Parameter Unit Value
Mach - 0.70
Altitude m 10058
∆ T ISA K 0
Net thrust N 19501

Table 1: Design point conditions for year 2035 short-range
aircraft at cruise.
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Data-driven fault diagnosis plays an important role 

in condition monitoring for rotating machinery to 

prevent system from catastrophic accidents [1]. 

However, the performance of data-driven methods 

highly relies on a large quantity of fault training data. 

Since rotating machinery operates normally for most 

of the time, collecting sufficient fault data from 

experiments takes a huge amount of time and expense, 

let alone from various operating conditions [2][3]. To 

overcome the fault data insufficiency, building a 

virtual testbed for generating fault data is a promising 

way in bridging the gap between data requirement 

and prediction accuracy [4][5]. 

In this research, a model-based fault diagnosis 

method is proposed to investigate the availability of 

simulation data. Firstly, a rigid-flexible hybrid model 

of a single shaft-bearing system is established using 

ADAMS® based on multi-body dynamics and finite 

element analysis as shown in Figure 1. We simulate 

different fault conditions including misalignment, 

unbalance, loose supports and defective bearing, and 

the vibration signals are also captured from the shaft 

and the bearing housing in the model as shown in 

Figure 2.  

Afterwards, we perform feature extraction based 

on time and frequency domain analysis to select the 

fault-related features. In terms of time-domain 

waveform, the root-mean square, kurtosis and 

skewness of the vibration signal will be selected as 

features. In terms of frequency-domain waveform, 

wavelet packet decomposition will be used to extract 

the wavelet coefficient which represent the energy of 

every frequency band. Finally, the selected features 

will be assembled and then imported to machine 

learning classifiers for discriminating the fault 

categories [6]. This research lays a solid foundation 

for developing digital twin for fault diagnosis of rotor 

systems in the future.     

 

Figure 1: Single shaft-bearing model in ADAMS®. 

 

Figure 2 : Signal collection from the shaft and the 

housing with parallel misalignment. 
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Additive manufacturing (AM) techniques like fused
deposition modeling (FDM) enable fabrication of com-
plex geometries by depositing thermopolymer materi-
als layer-by-layer. However, the anisotropic properties
resulting from this layered structure can lead to uncer-
tainties in predicting the long-term mechanical perfor-
mance and viscoelastic characteristics of printed com-
ponents. Comprehensive experimental characterization
across extended timescales is challenging due to limita-
tions in feasible testing durations.

The main objectives of this research were three-fold.
Firstly, it aimed to investigate the applicability of Time-
Temperature Superposition (TTS) for forecasting the
viscoelastic properties of polymers fabricated through
3D printing. Secondly, it focused on developing a
robust methodology to perform TTS analysis for vis-
coelastic materials using Python programming. Finally,
it sought to apply this approach to conduct comprehen-
sive stress relaxation testing on 3D printed polylactic
acid (PLA) and construct a master curve capable of pre-
dicting PLA’s mechanical behavior over extended times
at a 26°C reference temperature.

A common approach utilized in finite element pro-
grams involves the implementation of the Williams–
Landel–Ferry (WLF) equation, see Eq.1 ,which pro-
vides a means of determining the proportional relation-
ship between time and temperature [1]. Example of the
shift factor for a stress relaxation test at different tem-
peratures is shown in Fig. 1.

log (aT ) =
−C1 (T − Tr)

C2 + (T − Tr)
(1)

where C1 and C2 are material-specific constants de-
termined from experimental data, T is the temperature
at which we want to predict the relaxation time, Tr is
the reference temperature at which the material’s relax-
ation time is known and aT is the shift factor at temper-
ature T .

The key results are as following:
• Accelerated stress relaxation is observed at higher

temperatures, indicating viscoelasticity of the mate-
rial.

• By using inverse sigmoid fitting suitable WLF con-
stants c1 = −1.37 and c2 = 4.11 are identified.

• The optimized master curve showed excellent agree-
ment with the test data (PLA) at 26°C run in 5-days,
as shown in Fig. 2.
Overall, this research underscores the potential to ap-

ply time-temperature superposition for polymeric ma-

Figure 1: Example of the shift factor for a stress relaxation
test at different temperatures, the x-axis is log-
scaled.

Figure 2: Validation of master curve with inverse sigmoid
curve with actual data for 5 days.

terials produced by additive manufacturing. With com-
prehensive stress relaxation data across a wide temper-
ature range, master curves can effectively predict long-
term viscoelastic characteristics. This method allows
accelerated determination of time-dependent proper-
ties, of significance for design and engineering appli-
cations. This methodology can be used for other poly-
meric materials too.
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In modern railway networks, rail surface wear and dam-
age are inevitable challenges due to increased traffic,
higher speeds, and heavier axle loads. Rail maintenance
is therefore essential to minimise disruption to rail op-
erations. Repair welding is an important method for
restoring rail surface quality in the event of local dam-
age, providing a cost-effective and sustainable alterna-
tive to the replacement of entire rail sections. However,
in terms of mechanical analysis, railhead repair welding
has not been researched as extensively as welding tech-
niques for joining rail, such as flash butt welding or alu-
minothermic (thermite) welding. This study presents a
detailed investigation into the process parameters gov-
erning railhead repair welding to address this knowl-
edge gap.

The study uses an FEM-based simulation method-
ology developed in previous works [1-3] for in-situ
rail head repair welding to investigate the effect of
welding process parameters on the quality of the re-
paired rail. The methodology includes material mod-
elling that accounts for cyclic plasticity, phase trans-
formations, transformation-induced plasticity, multi-
phase homogenisation and recovery of the virgin ma-
terial state upon melting. The welding process is mod-
elled using 3D heat transfer analysis and 2D mechan-
ical analysis. The 3D heat transfer analysis is cali-
brated using measurements from a repair welding ex-
periment. The 2D mechanical analysis uses a gener-
alised plane strain model extended to include out-of-
plane stiffnesses. In addition, rolling contact simula-
tions are performed to evaluate the mechanical perfor-
mance of the repaired rail and to estimate the risk of
fatigue crack initiation.

Specifically, the process parameter study focuses on
the effects of preheating and operating temperature con-
ditions, as well as variations in repair geometry, for the
Swedish stick weld railhead repair process shown in
Figure 1a. The results show significant effects on the
temperature distribution, spatial gradients and time his-
tory, which influence the overall material response and
repair quality. In addition, the study highlights the in-
herent robustness of the process and identifies regions
that are susceptible to parameter variations. The zig-zag
pattern of the final weld layer provides effective resis-
tance to variations in additional heating. The beginning
and end sections of the repair weld are most susceptible
to parameter variations. Chamfered and deeper cut-out
repair geometries are found to be effective in mitigating
adverse effects.

In agreement with field observations, the simulations

identify the fusion zone of the base and filler material as
the critical region of repair welded rail sections. This is
attributed to the integrated effects of unfavourable mi-
crostructures, residual longitudinal tensile stresses from
the repair weld and tensile stresses from operational
traffic loads, as shown in Figures 1b and 1c.

Figure 1: Figure 1. a) FE-model of the rail head with weld
passes modelled. b) predicted material phases. c)
calculated residual longitudinal residual stress after
repair welding and over-rolling operation.
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The contact between wheel and rail in railway 

operations results in high contact stresses, causing 

wear and plastic deformation to accumulate at the rail 

surface. Over time, with many wheel passages, this 

cumulative effect can result in alterations to the rail 

geometry and formation and propagations of cracks. 

Therefore, effective maintenance strategies are 

essential to prevent rail failure and extend the 

lifespan of the rail. Numerical computations offer a 

promising approach to cost-effectively predict rail 

damage under different operational conditions, which 

can optimize maintenance procedures.  

Prior work [1] has proposed a methodology  to 

compute long-term rail surface damage. It considers 

feedback loops that involve dynamic vehicle-track 

interaction, elastic-plastic wheel-rail contact, and 

accumulative rail damage attributed to plasticity and 

surface wear to update the rail profile. However, the 

framework limits the elastic-plastic computation to a 

2D analysis, which does not fully capture the 

complexity of rail behaviour under contact. 

We aim to address the limitations of two-

dimensional analysis by transitioning to a more 

comprehensive 3D description of the elastic-plastic 

computation. While this approach offers a more 

accurate representation, it is computationally 

demanding since it demands numerous degrees of 

freedom to ensure an accurate 3D description of this 

nonlinear problem. 

To enhance computational efficiency, we employ 

Reduced Order Modelling (ROM) using the Proper 

Generalized Decomposition (PGD) method. PGD 

utilizes separated functions to successively enrich the 

solution in each iteration, allowing for the 

introduction of many extra coordinates without 

affecting the model's solvability. Our approach 

involves solving a reduced-order problem for the 

displacement field of a 3D rail head with elastic-

plastic material properties, considering various 

contact scenarios. The model is based on a PGD 

model explored in [2], which considered linear elastic 

material with a domain decomposition and 

parametric load framework. 

In this work, the PGD model is extended to not 

only work for linear elasticity but also account for 

elastic-plastic rail material. The elastic-plastic rail 

material is addressed through two key features: 1) 

handling the moving load assuming a steady state, 

thereby employing a moving coordinate system along 

the rail to convert the problem into one with a 

stationary contact load, and 2) employing fixed-point 

iterations to solve displacements caused by a loading 

scenario and plastic strains as seen in Figure 1, as 

well as to solve plastic strains given by the 

displacement field. This approach facilitates an 

efficient speed-up of online simulations, particularly 

in evaluating the accumulated plastic deformation 

resulting from many over-rollings. 

 

 
Figure 1: Displacement field in the entire rail 

segment given a loading scenario and the plastic 

strain. 
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Handling stress constraints in topology 

optimization problems is not an easy task, mainly due 

to the large number of stress constraints that arise in 

the formulation. The direct application of standard 

optimization methods for topology optimization, 

such as the Method of Moving Asymptotes (MMA) 

[1], is impractical in this case, since it is necessary to 

perform sensitivity analysis for each stress constraint 

separately. Over the years, strategies have been 

proposed to handle stress constraints at the cost of 

one adjoint problem per iteration only, with P-

norm/P-mean and KS aggregation techniques as the 

most popular ones [2]. 

The augmented Lagrangian (AL) method emerged, 

in the field, as an alternative to aggregation strategies, 

managing to deal with all stress constraints of the 

optimization problem also at the cost of a single 

adjoint analysis per iteration, but without having to 

resort to aggregation techniques [3]. Although not yet 

as widespread as aggregation strategies, the AL 

method has demonstrated great potential for use in 

industry. Da Silva et al. [4], for instance, have 

presented evidence that the local approaches based 

on the AL method are more efficient and have better 

performance than the conventional aggregation 

approaches, Figure 1. In another work, da Silva et al. 

[5] have applied the AL method to solve 3D problems 

with more than 100 million elements and 600 million 

stress constraints, in no more than 700 iterations. 

 

 

 
Figure 1: Crack problem. Optimized topologies and 

respective von Mises stress fields obtained with the 

AL method (left) and P-mean aggregation strategy 

(right). Source: da Silva et al. [4]. 

Despite promising results, however, the AL method 

is sometimes criticized for requiring a sequential 

approach to work properly, which may lead to many 

iterations to achieve convergence. We believe that 

the next step in the development of the AL method 

for topology optimization is to reduce the large 

number of iterations sometimes necessary to solve 

the problem, to allow its application in industry. To 

achieve this goal, it is necessary to put research effort 

into investigating new techniques for solving AL 

subproblems. 

In density-based topology optimization 

formulations, the AL subproblems are usually solved 

with either the MMA or the steepest descent method 

with move limits [5]. The objective of this work is to 

study alternative approaches to the above. 

Since AL subproblems are bound-constrained by 

nature, focus will be given to the most efficient 

methods for general bound-constrained optimization, 

like L-BFGS-B, GENCAN and ASA [6]. At the end 

of this study, it is expected to obtain a robust and 

efficient optimization strategy to solve general stress-

constrained topology optimization problems. 
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In recent years, natural fibre composites, 

comprising materials like kenaf, flax, jute, hemp, 

silk, cotton, or wood combined with a polypropylene 

matrix, have attracted attention for their potential 

applications in automotive, construction, aerospace, 

and renewable energy industries. These composites 

contribute to sustainability efforts in production and 

end-of-life processes, but harnessing their full 

potential requires a profound understanding of their 

mechanical characteristics, particularly their 

complex failure behaviour. 

 

The failure process of natural fibre composites 

involves complex interactions, including fibre 

failure, matrix cracking, and debonding at the fibre-

matrix interface. Numerical material models 

designed for composite failure analysis reflect the 

micro and macro-level behaviour of these 

composites. However, the non-uniform shape and 

distribution of natural fibres pose challenges in 

establishing reliable failure criteria, making it 

difficult to understand the onset and propagation of 

damage. 

 

To address these challenges, image-based 

modelling using X-ray computed tomography scans 

[1] is employed. This approach allows detailed 

characterisation of the composite's microstructure, 

revealing fibre, matrix, and void distribution, as well 

as fibre orientation [2]. While X-ray computed 

tomography has been mainly applied to man-made 

fibres like glass [3] and carbon [4], its potential for 

extensive utilisation in random-oriented natural fibre 

composites at a coupon level presents promising 

opportunities. Subsequently, this approach holds the 

potential to be employed in developing material 

models at the structural level. 

 

Figure 1: X-ray computed tomography scan (right), 

simulation result (middle), predicted with generative 

adversarial network (left). 

The developed X-ray computed tomography aided 

engineering (XAE) process utilising a relatively large 

voxel-size of 8 μm, proves effective in achieving 

precise segmentation of all three phases (fibres, 

matrix, and void) within the scanned samples. By this 

the model can be effectively calibrated for elasticity, 

plasticity, and damage parameters. This calibration 

process is informed by tensile tests and integrated 

digital image correlation analysis. Once the material 

model is calibrated sub-models can be used to train a 

generative adversarial network. The trained model 

proves to provide accurate stress fields (Figure 1). 

 

Modelling the failure mechanisms of natural fibre 

composites, particularly utilising X-ray computed 

tomography, presents significant challenges due to 

the non-uniformity in fibre shape and orientation. 

Despite the low contrast between fibres and matrix, 

we demonstrate the efficacy of X-ray computed 

tomography based modelling techniques. This 

enables the development of a generative adversarial 

network capable of swiftly providing highly accurate 

predictions of stress fields based on grayscale X-ray 

computed tomography images. This approach not 

only advances our understanding of natural fibre 

composites on the structural level but also facilitates 

their application by fostering sustainable utilisation 

of composite materials. 
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Failure of engineering components made from met-
als is often preceded by the development of significant
plastic strains. For the life span prediction of such
components, it is important to understand the details
of the fracture process. This particularly includes
the interaction between the development of plastic
deformation and damage on a microstructural level,
leading to microscopic cracks which ultimately evolve
into macroscopic cracks and then cause structural
failure.

This study addresses ductile fracture of metals by
modeling the nucleation and propagation of transgran-
ular cracks in single- and polycrystals. We present a
model that integrates gradient-enhanced hardening,
phase-field modeling for fracture, and crystal plasticity,
presented in a thermodynamic framework within
large deformation kinematics. The phase-field model
employs a micromorphic formulation [1] that is used
for assuring irreversibility upon unloading.

We present ability of the model to predict the influ-
ence that grain boundaries and other obstacles have on
transgranular crack growth. Therefore, we study the
size effects introduced by the length-scale parameters in
the gradient-enhanced hardening and phase-field mod-
els. Furthermore, it is demonstrated that the model is
able to handle loading-unloading situations. Finally, we
provide an example of how the presented model han-
dles material inhomogeneities, such as inclusions aris-
ing during casting. Numerical examples are provided
both in 2D and 3D.
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In this study, analysis of the bending behavior of 
single-face sandwich specimens with honeycomb 
core is presented. This is important from the 
perspective of End-Notch Flexure (ENF) and Mixed 
Mode Bending (MMB) testing, where a sandwich 
beam with a face/core debonds at one end of the 
specimen is loaded in flexure, see Figure 1. Analysis 
of bending of the single face specimen will utilize 
laminate beam theory and finite element analysis. 
The lower part of the specimen consists of a single 
face sheet bonded to the core. The situation for the 
MMB specimen is similar. The in-plane response of 
isolated honeycomb core and honeycomb core 
bonded to stiff face sheets is vastly different, as the 
attachment of the cell walls to face sheets prevents 
the cell walls from bending providing a strong 
stiffening effect. The influence of one-sided 
constraints due to bonding of the core to a single 
face sheet will be examined using a gradient model 

of the cores, and the result will be related to 
experiments on three and four-point testing of 
specimens consisting of a single face sheet bonded 
to a layer of honeycomb core. 

 

 
 

Figure 1: ENF test loading configuration with 
Free-body diagram of the debonded region. 
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Recently, the phase-® eld fracture models have grown
in popularity owing to the ease of implementation
into existing ® nite element software frameworks and
their ability to simulate topologically complex fractures
(branching, kinking and merging) in a straight-forward
fashion. However, the model entails a non-convex en-
ergy functional. This results in a poor convergence of
the Newton-Raphson method, resulting in solver break-
down, even before a fracture starts propagating in the
simulated material. The reason for this break-down is
the ill-behaving inde® nite stiffness matrix [1].

In this contribution, an arc-length method is pro-
posed as a convergent monolithic solution techniques
for the phase-® eld fracture model. To this end, an in-
cremental fracture energy-based constraint equation is
utilized, which assumes the form,

∫

Ω

∆g(φ)Ψ+ dΩ+∆s = 0, (1)

where, g(φ) is the phase-® eld degradation function, Ψ+

is the part of the strain energy that drives the fracture,
and ∆s is the arc-length. This constraint on the fracture
energy dissipated at every step of the analysis allows us
to trace the equilibrium path, including snap-backs.

A performance assessment of the proposed arc-
length method is carried out on a single edge notched
specimen under tension (see [2] for details). Table 1
presents a comparison of the arc-length method with the
‘popular’ BFGS method in terms of iterations required
to achieve convergence and CPU time. The arc-length
method outperforms the BFGS method in these perfor-
mance measures.

Solution technique tol Steps Total Iters. Avg. Iters. CPU time [s]

Arc-length
10−4 265 1668 6.29 1357.0
10−6 265 1763 6.65 1719.0
10−8 312 2554 8.18 1637.0

BFGS
10−4 251 5938 23.66 6701.0
10−6 251 13284 52.92 11740.0
10−8 251 30958 123.34 24720.0

Table 1: Table presents the total numbers of steps and itera-
tions, average iterations and CPU time (in seconds)
for the arc-length and BFGS methods.

The proposed arc-length method was also extended
towards multiphysics applications, in particular, ¯ uid-
driven fractures in porous media (hydraulic fracture).
Hydraulic fracturing problems are often driven by con-
stant ¯ ux (external force). As such, conventional arc-
length method which scales the external force cannot be

used. To circumvent this issue, a novelty is introduced
in the arc-length method, where the scalar unknown is
the time step-size instead of the load parameter. The
arc-length constraint remains the same as Equation (1).

The time step-size computing arc-length method is
then adopted to solve a ¯ uid injection problem, pre-
sented in Figure 1. The ¯ uid is injected in the both
initial fractures (see Figure 1a), and the relevant model-
ing parameters are adopted from [2]. Figures 1b and 1c
present the distribution of the phase-® eld at later stages
of the analysis, demonstrating propagation and merging
of the two fractures.

(a) t = 0.01 [s] (b) t = 0.026 [s] (c) t = 0.044 [s]

Figure 1: Figures (a-c) present the distribution of the phase-
® eld for the rock specimen.

In order to demonstrate the robustness of the arc-
length method, the residual-based tolerance was varied
as {10−4, 10−6, 10−8} and convergence was achieved
with {6.11, 7.70, 8.48} average number of iterations,
respectively. Based on these observations, we propose
the arc-length method as a monolithic solution tech-
nique with superior convergence behaviour for phase-
® eld fracture models.
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Paperboard is creased before it is formed into boxes.
Creasing provides a localised damage zone along which
a precise corner of a box can be formed. During the
creasing process, the paperboard is fixed. This may lead
to substantial in-plane straining of the paperboard. Sim-
ple geometrical estimates indicates strain levels of the
order of 10 %. At present, these strains are supposed
not to influence the damaging process during creasing.
In the present study, we show that in-plane straining de-
creases the out-of-plane strength of three different qual-
ities of paperboard by about 6 % per % pre-straining in
the plane of the paperboard.

The experimental study is conducted in two steps.
During step 1, samples of paperboard are strained to
fracture in tensile tests; during the second step, the
pre-strained samples are tested for their delamination
strength. By this method, effects of the pre-straining is
evaluated.

Tensile tests are conducted similarly as in the stan-
dard ISO 1924-3 with two substantial differences: the
width of the strips of paperboard is increased to 30 mm
in order to supply the later tests with large enough test
samples. By the same reason, the length of the test sam-
ples is maximised. This gives test specimens with the
lengths 238 mm in MD and 151 mm in CD, where MD
and CD indicates the Machine and Cross Directions, re-
spectively.

Tests in the out-of-plane direction (ZD), are con-
ducted using two different methods. With J-integral
methods, the energy release rate J is measured directly
and the traction separation relation is given by σn =
∂J/∂w where w is the deformation of the paperboard
at a tip of a crack-like object in the test-specimen. For
a Double Cantilever Beam (DCB) specimen, J = 2FΘ
where F and Θ are the applied force and the rotation
of the loading point, respectively, cf. [1,2] and Fig. 1.

Figure 1: Double Cantilever Beam specimen with beams in
plexiglas.

The second method for testing in ZD is according to the
standard TAPPI T541. Here, a special fixture is used,
cf. Fig. 2. A double coated pressure sensitive tape is
used in both the DCB- and ZD-tests to fix the paper-
board to the plexiglas beams (DCB) and steel fixture
(ZD).

Figure 2: Fixture for ZD-tests.

Three qualities of paperboard are used in the study;
two from Billerud designated B315 and B290, and one
from Holmen Iggesund (H330) where the number is the
nominal grammage of the paperboard.

Figure 3 shows the effect of pre-straining on the de-
crease in ZD-strength for the three different qualities of
paperboard, each quality tested in three states: virgin,
i.e. without pre-straining; with about 1 % pre-straining;
and with about 4 % pre-straining.

Figure 3: Percentage decrease in ZD-strength vs. percentage
in-plane pre-straining.
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Crystalline materials represent one of the most im-
portant types of materials used today. However, we still
lack a comprehensive understanding of their underly-
ing physics, particularly concerning the impact of mi-
crostructural changes on material properties. Current
experimental techniques often fall short in capturing
atomistic interactions as they occur, leaving us with a
snapshot of the initial and end states of the system. This
limitation underscores the need for simulations to study
the dynamics between these states. One such simula-
tion tool is the Phase Field Crystal (PFC) method, first
introduced in [1]. This method is capable of captur-
ing atomistic rearrangements at both the atomic length
scale and longer, diffusional, time scales – a combina-
tion seldom achieved by a single numerical method.

The PFC method is based on a free energy func-
tional defined to minimize a continuous density field
into crystalline order, as shown in Figure 1. The di-
amond cubic (DC) crystalline structure is clearly vis-
ible in Figure 1 from the stick-and-ball representation
extracted from the density field. The use of a continu-
ous density field enables efficient calculations based on
spectral methods, making longer time scales possible.

PFCs have been used to study phenomena such as
particle pinning [2], nanoscale deformations [3], and
grain boundary multiplicities [4]. Furthermore, mate-
rial properties such as grain boundary energy, stiffness,
and strains are accessible through the PFC method [3,
5], making it attractive for studying static and dynamic
processes.

Although the application of PFC modeling has
proved to be a versatile and effective numerical tool
for analyzing crystalline microstructures and their evo-
lution, the predominant focus of many studies has been
on bulk crystal behavior in 2D, with less exploration
into 3D crystal defects such as grain boundaries (GBs),
where [2-6] are notable exceptions. This gap is partic-
ularly noticeable in crystal structures beyond face- and
body-centered cubic crystals, such as DC crystal struc-
tures. To overcome this limitation, three formulations
of PFC free energies were studied in [6], where possi-
bilities for studying DC were uncovered using a three-
point correlation.

Further development of the PFC method and its ap-
plications might bring forth new insight into the rela-
tionship between microstructure and material proper-
ties, as well as the microstructure evolution of poly-
crystalline materials. This will facilitate improvements
to materials through grain boundary engineering. This
is targeted in ongoing research efforts in the character-

Grain Boundary

Figure 1: Grain boundary separating two crystals with dia-
mond cubic structure. Shown both as the continues
density field used in the phase field crystal method
and as a representative stick-and-ball representa-
tion extracted from the density field.

ization of grain boundary migration and how dynamic
properties differ from static ones.
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Paperboard is an important material for packaging
food and beverages, with hundreds of billions of pack-
ages produced every year. The mechanical response of
paperboard is dictated by its microstructure, i.e. fiber,
fiber-fiber interface properties and fiber orientations.
Material models that take the microstructure into ac-
count in the modeling framework can be used to design
the paperboard structure and be used as a virtual test
environment.

To gain insight into the mechanical behavior of pa-
perboard and predict its response in complex load cases,
virtual modeling is a powerful alternative to experi-
ments. Macroscopic continuum based paperboard mod-
els have successfully been used to predict the macro-
scopic mechanical response during creasing and folding
in industrial packaging applications [1]. For a deeper
insight into the micromechanical response, and to fur-
ther optimize the material designs, a micromechanical
model is needed.

In this contribution, a multiscale framework is imple-
mented, where the macroscopic response is determined
entirely by a microscale representative volume element
(RVE) (see Figure 1). To alleviate the inherent com-
putational effort of multiscale analyses, an eigenstrain-
based reduced order model (ROM) [2] is implemented.
In this reduction, the RVE is divided into partitions,
where plastic strain fields are assumed to be uniform
for each partition.

The multiscale analysis successfully captures simple
loading cases, such as uniaxial loading. This contribu-
tion provides a very promising framework upon which
a more complex model will be developed.

Ω

x1

x2

Θ

y1

y2

Figure 1: Multiscale spatial domains. The mechanical re-
sponse at the macroscopic domain Ω is governed
by the response of an X-ray based fibrous unit cell
domain Θ.
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Multi-scale modelling is widely used to examine the
effects of material heterogeneities at the sub-scale. This
process involves the application of both prolongation
and homogenisation techniques to establish connec-
tions between the macro-scale and the sub-scales (e.g
micro-scale or meso-scale). Moreover, in a variety of
industrial settings, the structural elements at the macro-
scale are commonly represented by beams, plates, and
shells, where they are important for many design con-
siderations. Therefore, there is a need for multi-scale
approaches that are specifically developed for structural
elements. This work focuses on the development of
multi-scale framework for plate elements.

In [1] we propose a computational homogenisation
framework specifically aimed for plate elements, illus-
trated in Figure 1. The framework’s general method-
ology is as follows: Kinematic quantities from the
macro-scale, namely membrane strains ε̄, bending cur-
vatures κ̄, and shear strains γ̄, are prolonged to the
sub-scale. This sub-scale is characterised by a Repre-
sentative Volume Element (RVE) of the target material,
and the macro-scale kinematic quantities are imposed
as boundary conditions on the lateral faces of the RVE.
Subsequently, the sub-scale problem is solved, result-
ing in membrane forces N̄ , bending moments M̄ , and
shear forces V̄ which are then homogenised back to the
macro-scale.

SVE Problem

ε̄, γ̄, κ̄N̄ , V̄ ,M̄

Macro-scale plate structure

Meso-scale structureMeso-scale response

Figure 1: Illustration of computational homogenisation for
plates.

The framework is developed within a variation-
ally consistent framework, leading to the derivation of
a set of prolongation and homogenisation conditions
that maintain kinematic consistency. Interestingly, we
show that a non-standard volumetric constraint emerges
when enforcing a deformation-consistent homogenisa-
tion procedure. This volume-constraint is crucial for ac-
curate prediction of the homogenised shear forces, es-

pecially for thin RVEs. An additional advantage with
our approach lies in the fact that the macroscopic prob-
lem, that is, the complete plate theory, can be derived
from an underlying kinematic description.

The efficency of the proposed homogenisation
framework is validated through a series of numeri-
cal examples. We demonstrate that the predicted ho-
mogenised stiffness properties agree with known ana-
lytical theories, such as classic laminate theory. Fur-
thermore, the framework’s application to a realistic sub-
scale structure of a 3D-woven composite showcases re-
sults that closely match those of a full-scale reference
solution.
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Hydrogen embrittlement (HE) is one of the main 

challenges in modern high-strength engineering 

alloys. It is a complex and poorly understood 

materials phenomena where small amounts of H in 

the lattice cause embrittlement and subsequent pre-

mature failure. 

Here, we investigate HE in 3-point-bend fracture 

mechanics, and tensile, specimens. Both high 

strength martensitic steel and duplex stainless-steel is 

investigated. Two dedicated environmental cells 

have been developed for in-situ neutron imaging 

under mechanical load in HE conditions [1]. Neutron 

transmission images of crack propagation in a 

reference in-air sample is shown in Figure 1. 

Experimental protocols are derived from hydrogen 

fracture mechanics testing [2] and combine 

mechanical loading with electrochemical charging of 

H. Mechanical load is introduced by a mobile load 

frame that can be deployed at various neutron 

beamlines. H is introduced via partial submersion in 

H2O + 3.5% NaCl while a cathodic polarization 

current is applied to promote H ingress. Water is 

effectively opaque to neutrons and must therefore not 

be present in, or near, the neutron image field of view. 

This imposes strict constraints on the experimental 

setup. Especially since H is light, mobile, and diffuse 

easily [3] thereby requiring a true in-situ 

investigation. These challenges and our proposed 

solutions will be discussed in some detail. 

The methodology is utilized in two ongoing 

research projects: ISOTOPE and ReHEART. The 

final goal is to better understand and model HE on 

engineering relevant length and time scales. 

Particularly, we hope to be able to image a spatially 

and temporally resolved H concentration under in-

situ HE conditions. While this challenging goal is not 

yet met, we have been able to directly image 

intermittent crack propagation under static load 

because of HE, so called delayed hydrogen cracking, 

see figure 2. Valuable information on H diffusion and 

crack growth resistance can be extracted from such 

data. This finding was, in part, due to a modified test 

protocol due to neutron imaging constraints. One 

could call it a serendipitous complication and this 

concept will also be discussed. 

Finally, upper bounds on H distribution will be 

presented. Bounds are based on neutron transmission 

signal fidelity, fractography, stress-assisted H 

diffusion modelling, and classical fracture mechanics 

considerations. 
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Figure 1:  Neutron imaging of crack propagation [1]. 

(b) 

(c) (d) 

(a) 

Figure 2: Force vs displacement (a), force (b) and crack 

propagation (c) vs time during delayed cracking and 

neutron transmission intensity after 16 hours (d) [1]. 
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The microstructure and phase fractions in steel play 

a pivotal role in determining the material properties 

and performance of steel components. Especially in 

modern high-performance surface-treated bearing 

steel. To fully describe the case hardening process 

from virgin material to a case-hardened component, 

it requires knowledge of spatially resolved chemical 

composition from carbonitriding, subsequent phase 

transformation to predominantly martensite during 

quenching, and the stress and strain state during the 

whole process. These steps are coupled, notably the 

stress/strain state and the phase transformation. 

 

In this project, we aim to simulate the entire case 

hardening process with all steps properly included. 

This is accomplished by linking together state-of-

the-art models in a modular framework. Modularity 

is a key feature since it allows us to investigate 

model sensitivity on the final output by easily 

exchanging one model for another. The goals are to 

be able to evaluate the effect of process parameters 

and eventually be able to run the process backwards 

in an optimization loop.  

 

The framework is designed with a central structure 

in which programs interface with a data stream to 

store all intermediate results. Simulations can then 

be run in loops and results compared automatically 

and input is adjusted before the next loop. 

 

Key modules include, 

• Diffusion (Thermo-Calc, DICTRA) 

• Transformation estimation (Thermo-Calc, 

DICTRA) 

• Transformation model fitting (Python) 

• FEM modelling (COMSOL Multiphysics) 

• Optimization loop (Python) 

 

 

 
Figure 1: Schematic visualization of the framework. 

 

The phase transformation models that are 

implemented is KJMA [1] for bainite and pearlite 

transformation, 

 

 
𝑓𝑖 = 1 − exp (−(

𝑡

𝜏
)
𝑛

) (1) 

 

and Koistinen-Marburger [2] for martensite 

transformation, 

 

 𝑓𝑖 = 1 − exp(−𝛽(𝑀𝑠 − 𝑇)). (2) 

 

Under these conditions, a material point may 

experience elastic, plastic, thermal, molar volume, 

and transformation strains.  

 

 𝜀 = 𝜀𝑒𝑙 + 𝜀𝑝𝑙 + 𝜀𝑡ℎ + 𝜀𝑝ℎ + 𝜀𝑡𝑟 (3) 

 

All these contributions are possible to include in the 

proposed modelling framework. As a first 

approximation the material properties are calculated 

with a general rule of mixture between the phases.  

 

The simulation results will be validated against a 

heat-treated grade 159G steel. This will involve 

characterization of virgin and heat-treated material, 

including, tensile, compression, and hardness 

testing. Experimental validation will also include 

the estimation of phase fractions and residual stress 

by conducting wavelength dispersive neutron 

imaging.  
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Textile reinforced concrete (TRC) has been around
for many decades, still its widespread adoption has
been limited. Partly this can be attributed to a lack
of adequate mechanical models, particularly in the ser-
viceability state [1]. The complex behavior of TRC
arises from various factors, including concrete crack-
ing, partial concrete penetration, inter-filament slip and
debonding of the yarns [2]. This research aims at de-
veloping a homogenization scheme that captures these
effects, without having to calibrate the parameters for
every new reinforcement configuration.

The sub-scale problem is solved using the FE-
software COMSOL. The concrete is modeled as an
isotropic continuum using the Mazars damage model
to account for damage, both in tension and compres-
sion. Additionally, the stiffness and the tensile strength
are reduced in proportion to the reduction of concrete
volume loss due to the yarns. This induces strain local-
ization at the transverse yarns. The yarns are modeled
using linear-elastic truss elements. The interfilament-
slip in the yarns and the delayed activation of the fil-
aments are accounted for by using efficiency factors
for stiffness and strength. These parameters have been
calibrated along with the the bond-slip parameters in
[3]. The up-scaling from the RVE to the plate is
performed using Variationally Consistent Homogeniza-
tion, see [4]. Three different boundary conditions have
been studied.

• Neumann BC: Boundary tractions prescribed (lower
bound)

• Dirichlet BC: Boundary displacements prescribed
(upper bound)

• Periodic BC: Periodic fluctuation fields

A simulation, subjecting the RVE to increasing uni-
axial curvature κ̄xx, has been conducted to demon-
strate the up-scaling from the sub-scale stress field to
effective bending moment, see Fig. 1. We see that
the Dirichlet and Neumann conditions are in fact up-
per and lower bounds on the effective bending mo-
ment, with the strongly periodic being somewhere in-
between. Further, it can be observed that the simulation
using Neumann condition fails already for small curva-
tures. This occurs because the prescribed traction tends
to rupture the edges, before fully activating the yarns.

The proposed homogenization technique could be
employed in large-scale plate models, either by on-
the-fly RVE simulations at each integration point, or
by identification of a surrogate model based on virtual

testing of the RVE model.
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Figure 1: Large-scale curvature-moment response obtained
using three different boundary conditions.
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Background
Solving 3D topology optimization (TO) problems is
challenging as the required element resolution signif-
icantly increases the computational time of the opti-
mization and incorporating elasto-plasticity into TO in-
creases the computational complexity further.

For plasticity models where the plastic strain rate is
coaxial to the stress, the plastic evolution laws can be
reduced to a scalar equation. In this work we show that
the adjoint computations also can utilize coaxiality to
significantly reduce the computational cost for the sen-
sitivity analysis which is used to provide an efficient
framework for large-scale elasto-plastic TO.

Methods
Density-based optimization is employed wherein the
design is defined by a piece-wise uniform field. To for-
mulate a well-posed optimization problem, restriction
by filtration is used via the partial differential equation
(PDE) filter [1], so that a filtered design field is ob-
tained. The Solid Isotropic Material with Penalization
(SIMP) scheme [2] is used to interpolate the material
properties.

The reduced equation used in the primary problem
can be used in the path-dependent adjoint sensitivity
scheme [3] to construct an efficient procedure to find
the adjoints which is very similar to the elasto-plastic
state update.

Results
The framework is used to design structures with energy
absorption and tailored mechanical response. A can-
tilever beam, discretized using 2.1 million elements and
6.5 million degrees of freedom, is designed to be ini-
tially stiff until a break point is reached after which the
structure becomes compliant, see Figure 1.

In the second problem we maximize the plastic work
of a double clamped beam discretized using 16.8 mil-
lion elements and 51 million degrees of freedom, see
Figure 2.

Conclusions
Results show that the proposed sensitivity scheme is
able to solve high resolution 3D elasto-plastic TO prob-
lems where structures with tailored mechanical re-
sponse and energy absorption are designed.

Figure 1: Equivalent plastic strain, after 42 % and 100 % of
the maximum load is applied.

Figure 2: Design optimized for plastic work maximization.

References

[1] B. S. Lazarov, O. Sigmund, Filters in topology
optimization based on helmholtz-type differen-
tial equations, International Journal for Numerical
Methods in Engineering 86 (6) (2011) 765–781.

[2] M. P. Bendsøe, Optimal shape design as a mate-
rial distribution problem, Structural optimization
1 (1989) 193–202.

[3] P. Michaleris, D. A. Tortorelli, C. A. Vidal, Tan-
gent operators and design sensitivity formulations
for transient non-linear coupled problems with ap-
plications to elastoplasticity, International Journal
for Numerical Methods in Engineering 37 (1994)
2471–2499.

Corresponding author: gunnar.granlund@solid.lth.se

41



Svenska Mekanikdagarna, Chalmers University of Technology, 17-19 juni 2024 
 

 

 

VOXEL-BASED MESOSTRUCTURE MODELLING OF TOW-

BASED DISCONTINUOUS COMPOSITES FOR FINITE 

ELEMENT ANALYSIS 
 

L. Gulfo1, I. Katsivalis1, L.E. Asp1, M. Fagerström1 
 

1Department Industrial and Materials Science, Chalmers University of Technology, Gothenburg, Sweden 
 

Novel Tow-Based Discontinuous Composites 

(TBDCs) with ultra-thin spread tapes (~20 µm) have 

demonstrated a high performance in advanced 

structural applications in terms of stiffness, strength, 

and in-plane quasi-isotropic response [1]. By using 

chopped UD tapes in combination with random 

deposition and compression moulding, TBDCs are 

cost-effective and easy to manufacture compared 

with composite laminates. However, their 

mesostructure displays complex 3D features such as 

tape waviness, tape draping, resin pockets, local 

variations of plate thickness and fibre volume 

fractions, that have been shown to influence the 

mechanical properties [2]. Moreover, these 

characteristics largely vary depending on whether 

thick, thin, or ultra-thin tapes are used. Thus, new 

modelling techniques need to be developed and 

validated to capture the different mesostructures 

down to those of ultra-thin TBDs. 

The present work proposes a new voxel-based 

mesostructure modelling approach based on a 

modified 3D Random Sequential Absorption (RSA) 

technique to generate virtual models of TBDCs for 

finite element analysis. The RSA consists of 

depositing each tape individually and sequentially in 

random positions to generate TBDC plates (Fig. 1) 

[3]. For this purpose, the proposed mesostructure 

generator integrates three tape deposition strategies, 

which are a bin-guided tape allocation, tape draping, 

and plate thickness control. The modelling 

parameters are driven by an experimental study of 

microscopic images and fibre volume fraction 

measurements of an ultra-thin TBDC. Realistic in-

plane and out-of-plane angle distributions show the 

capabilities in capturing mesostructural features. 

The developed modelling approach is then tested 

for three types of TBDCs, namely thick, thin, and 

ultra-thin TBDCs. Statistical Volume Elements 

(SVEs) are extracted from generated TBDC plates 

(Fig. 1), and a statistical study of several realisations 

is carried out to predict the elastic properties via 

computational homogenisation. The sizing of SVEs 

is assessed in terms of the convergence of both 

geometrical and mechanical properties of TBDCs, 

including the computational cost. Finally, the 

predicted elastic properties are compared with 

experimental data from the literature (Fig. 2), 

showing a good agreement despite sources of error 

and uncertainties linked to the input properties. A 

comparison with Equivalent Laminates (Els) is also 

presented, illustrating their limitations. 

Future implications of the present work include 

studies on material optimisation and parametric 

analysis to characterise how manufacturing 

considerations and tow architectures influence 

mechanical properties, and strength prediction of 

TBDCs.  

 

 
Figure 1: Voxel model of a TBDC plate and 

extraction of SVEs for prediction of elastic properties 
 

 

Figure 2: Comparison of predicted vs experimental 

E values for thick, thin, and ultra-thin TBDCs 
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It is known that shear cutting processes could reduce
the high cycle fatigue life of high strength metal com-
ponents significantly. Fatigue data for the base material,
such as S-N curves are sometimes available but cannot
be relied upon in designs featuring trimmed edges or
punched holes. In this work a methodology for quan-
tification of this effect is presented, where the main
sources for life reduction are assumed to be the residual
stresses and notches on different scales. The approach
is validated for three different complex phase steels, one
aluminum alloy, two load ratios and two different spec-
imen geometries, showing acceptable agreement for all
cases. The residual stresses in the fracture zone of the
cut edge are obtained using finite element simulations
of the cutting process following the methodology pre-
sented in [1], and the surface roughness in the same area
is measured experimentally. To account for cyclic stress
relaxation of the residual stresses a simple criterion is
utilized assuming that the local total stress after cyclic
relaxation will never exceed the material yield stress.
Required data for utilization of the methodology are a
high cycle S-N relationship for the material in polished
condition, uniaxial tensile properties, and the cut edge
fracture surface residual stress and roughness. No pa-
rameter fitting is needed. An example of the fatigue
life estimation, the specimen geometries, and residual
stress distribution in different cut edges are presented
in Figures 1, 2 and 3, respectively.

Figure 1: Estimation of fatigue life reduction of trimmed
steel specimens tested at load ratio R = -1.

Figure 2: Geometries of punched and trimmed specimens.

Figure 3: Residual out-of-plane stress distribution.

The main findings from the study are:

• Uniaxial tensile properties, base material fatigue per-
formance, surface roughness and residual stresses in
the fracture zone of the cut edge could be used to ac-
curately estimate fatigue life reduction of shear cut
specimens in the HCF regime.

• Neglecting cyclic stress relaxation has a detrimental
effect on the prediction accuracy of the model.
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Abstract 
High strength steels that are subjected to hydrogen may experience environmentally assisted degradation. 
These types of steels exhibit a loss of load bearing capacity. This paper presents a numerical-experimental 
method for screening materials’ susceptibility subjected to hydrogen. In this work it is found that hydrogen 
needs time to diffuse into the material and time to cause degradation. 

1. Introduction 
Hydrogen Embrittlement (HE) is a phenomenon that reduces the mechanical properties of high strength 
steels. Although HE has been a known phenomenon for over 150 years as discovered by Johnsson (1875), 
it is still not evident what causes the degradation. One reason for this is that HE manifests itself in different 
ways for different high strength steels. Another reason for this misconception is that a standard testing 
procedure does not exist. A commonly used experimental method employed is slow strain rate testing 
(SSRT). In SSRT a tensile test is performed in a hydrogen rich environment. The testing can provide 
hydrogens influence on the maximum stress, yield stress, elongation to failure and ductility reduction. SSRT 
is a method that is easy to perform, it is inexpensive and gives a good indication of a material’s susceptibility 
to HE. However, the results conducted from these experiments are difficult to reproduce and to utilize in a 
predictive manner. For this reason, a fracture mechanics approach is studied in this work. Here a single-
edge notch bend specimen is utilized, which is subjected to a constant displacement rate and cathodic 
polarization. A fractography study is conducted to further assist in the interpretation of the results obtained 
from the experiments.  

2. Results 
The material investigated was a high-strength, low hardening martensitic steel with ultimate tensile stress 
of 1.5 GPa. The tests are subjected to hydrogen-charging in a 3.5% NaCl electrolyte with a platina mesh as 
the auxiliary electrode. Nitrogen purging is present throughout the whole experiment. All electrochemical 
experiments are performed in a simplified autoclave made of hard plastic with ceramic rolling supports to 
ensure no metal-metal contact in the environment. Several parameters were investigated that may influence 
the fracture mechanical properties. These include current density, pre-charging time and loading rate. A 
method based on FEM-solutions was developed to continuously evaluate the J-integral and crack length. It 
is found that the loading rate has a significant effect on the J-R curves, seen in Figure 1. It should also be 
mentioned that no significant effect on the fracture toughness is observed by reducing the loading rate in 
air. The results presented in Figure 1 include the key findings from this study, i.e., the effect of loading rate 
on the J-R curve for a martensitic steel subjected to a hydrogen rich electrolyte. Here a brief discussion of 
each individual curve is presented top-down. The loads are defined in terms of the rate of the initial stress 
intensity factor, 𝜒̇ = 𝐾ₗ %MPa√m	s¯¹/⁄ . 

The fastest loading rate is performed in air and in accordance with ASTM E1820. From this experiment the 
fractography shows that dimple failure is the dominating mode of failure. The remaining curves are subject 
to hydrogen charging and different individual loading rates. By reducing the loading rate by a factor of 100, 
from 𝜒̇	= 3.3 to 𝜒	̇ = 3.3·10-2, it is seen that the onset of crack growth is reduced from 110 kN/m to 60 kN/m. 
A fractography examination of this test reveals that failure is still dominated by dimple rupture. However, 
in these experiments, secondary cracks are also present. The secondary cracks are growing in the middle of 
the specimen in a direction perpendicular to macroscopic crack front. 
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Figure 1: Resistance curves subjected to different loading rates and hydrogen charging. 

By further reducing the loading rate to 𝜒̇ = 3.3·10-2.33, no significant change in the fracture mechanical 
properties is observed. The fourth curve from the top pertain to 𝜒̇ = 3.3·10-2.66, and here, the J-R curve is 
initially low and increases rapidly after approximately 0.3mm of crack growth to a plateau at around 60 
kN/m. To the author’s knowledge, this shape of the J-R curve has not previously been observed in high 
strength steels. The outcome of this test is interpreted as follows; during charging hydrogen accumulate 
ahead of the crack tip, and as the loading rate is slow enough, the hydrogen has sufficient time to cause 
substantial degradation of the material prior to crack initiation. However, as soon as the crack starts to 
propagate, hydrogen does not have sufficient time to cause degradation of the material in the uncracked 
ligament. This is further supported by the fractography which shows a region ahead of the crack tip where 
a mixture of dimple failure and intergranular failure is present in the middle of the specimen, close to the 
pre-fatigue crack tip. Outside of this region, the intergranular failure is not as intuitively observed. Rather 
a combination of dimples, secondary cracks and intergranular failure is observed. At the slowest loading 
rate, 𝜒	̇ = 3.3·10-3, a rather flat J-R curve with a slightly increasing tearing modulus (d𝐽/d𝛥𝑎). Here the 
fracture toughness is reduced by 90% compared to the experiment in air. The dominating mode of failure 
is intergranular. However, it should be emphasized that although failure is dominated by intergranular 
fracture, large regions of dimple rupture is still observed.  

3. Conclusions 
It is seen in this work that experimental fracture mechanics combined with cathodic polarization is an 
excellent choice to obtain reproducible results as well as a screening method of materials sensitivity to 
hydrogen embrittlement. An environmentally driven transition from high to low toughness was observed 
in a rather narrow range of loading rates. In this range, it was also observed that the hydrogen degradation 
may be mitigated by crack growth leaving less time for the degradation process to occur and a rise in 
toughness.  
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Metal Additive Manufacturing (AM), particularly the
Electron-Beam Powder Bed Fusion (EB-PBF) process,
is an increasingly adopted technique for constructing
metallic components layer-by-layer. This study aims to
investigate the influence of various scanning strategies,
determined here by the heat source path, on the quality
of the final built structure [1]. Metrics such as heat and
residual stresses are employed to identify the optimal
scanning strategy.

To define the problem, let us consider a domain Ω ⊂
R3 with boundary Γ, and an AM process taking place
within Ω over the time interval [0, T ]. Additionally, Γ
is partitioned into Γ = Γdn ∪ Γup ∪ Γrg boundary parts,
as depicted in Fig. 1. In the AM-PBF process, the heat
source moves across the upper surface Γup, selectively
transforming powder into bulk solid material.

To perform the proposed analysis, we employ a
thermo-mechanical one-way coupled methodology, ac-
counting for elastoplastic behavior and temperature-
dependent parameters. The heat transfer problem is de-
scribed by:

ρ ∂t (cpθ + Lfl) = div (κ∇θ) inΩ× (0, T ]
θ = θph inΩ× {0}
θ = θph onΓdn × [0, T ]

−κ∇θ · n = 0 onΓrg × [0, T ]
−κ∇θ · n = qHbeam − qrad onΓup × [0, T ]

(1)

where ρ, cp, L, fl, and κ represent the material density,
specific heat capacity, latent heat of fusion, liquid frac-
tion, and thermal conductivity, respectively. Further-
more, θph denotes the pre-heating temperature, Hbeam is
a Heaviside function to localize the beam on Γup, while
q and qrad correspond to the heat fluxes related to the
electron beam and radiation, respectively. On the other
hand, the mechanical problem is given by:

div (σ (u)) = 0 in Ω
σ · n = 0 on Γ \ Γdn

u = 0 on Γdn

(2)

where u is the displacement vector field, and σ is the
stress tensor. The constitutive relation is described by
the linear Duhamel–Neumann thermoelastic law. Ad-
ditionally, for the plasticity model, we adopt the von
Mises yield function and the Prandtl–Reuss flow rule.

Our primary focus is on determining the heat source
path, which involves moving the beam over discrete po-
sitions in space. To achieve this, we propose an Op-
timization Problem (OP) involving the exploration of
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Figure 1: Domain, boundary conditions, and initial
bulk/powder material distribution. Example of
heating path.

the set P, encompassing all permutations of the posi-
tions, to identify the most suitable heating sequence for
the AM-PBF process. The OP is formulated as finding
p ∈ P such that:

min
p∈P

f (θ (p) ,u (θ (p)))

s.t state problems
(3)

with the objective function f representing some metric
of the heat and residual stresses. The proposed method-
ology is applied for print simulation and optimization
with the Ti6A14V material.
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The main failure mode of carbon fibre reinforced
plastics (CFRP) in longitudinal compression is fibre
kinking. It occurs when the loading direction does not
align perfectly with the local orientation of the reinforc-
ing fibres, which in turn results in an additional shear
component in the stress tensor in the coordinate system
aligned with the fibres. Initial misalignment can arise
from manufacturing or loading imperfections or local
fibre bending introduced by entangling fibres.

Although the causes for the formation of kink-bands
are still an area of research, many believe that the main
driving force is the local matrix failure [1]. Shearing of
the matrix material degrades the support of the fibres,
allowing for even larger fibre bending of the already
misaligned fibres locally. This self-reinforcing process
continues until the fibres snap in a band-like fashion,
leading to the failure of the ply. An example of such a
kink-band is shown in Figure 1.

w

�

�

Figure 1: A typical kink-band [1].

The usual observed kink-band width (denoted as w in
Figure 1) is of the order 10. . . 30 fibre diameters. Today,
carbon fibres have a diameter of 5. . . 10 µm. This corre-
sponds to a kink-band width not greater than a few hun-
dred microns. This scale is computationally impossible
to resolve in a structural simulation, where the element
size is at least one order of magnitude larger.

To be able to account for the effects of the kink-band
in a larger-scale simulation, a multiscale material model
is introduced, in which the macro-level response is ob-
tained from the micro-level one through homogenisa-
tion of the stress response. The model was first intro-
duced in [2], and a representative volume element is
shown in Figure 2.

Locally, a transverse elastic response is assumed out-
side of the kink-band, while it is enhanced with elastic
continuum damage inside the kink-band, as indicated in
Figure 1. Therefore, energy dissipation is concentrated
in the kink-band that constitutes part k / l of the RVE.

E

E

D k l
�

Figure 2: Representative Volume Element (RVE) of the ma-
terial model.

The model parameters have been calibrated based
on stress-strain responses in uniaxial compression and
shear, and validated for different off-axis loading cases
with explicit solution schemes. A large part of the me-
chanical experiments for material characterisation are
done with small strain rates to exclude dynamic effects
in the response. These quasi-static conditions can be
better approximated with an implicit solution scheme,
in which static force balance is ensured at every time
step. However, in a simulation where dynamic effects
cannot be disregarded, the use of an explicit solver is
usually more beneficial. If material characterisation is
carried out in a quasi-static manner, while the applica-
tion is in the dynamic range, there are competing inter-
ests for the two solvers, and therefore it is essential to
be aware of the capabilities and limitations of the two
approaches.

In this presentation, we investigate how the two solu-
tion procedures perform in terms of stability, sensitivity
of the results to the material parameters, and predictive
capability. The results are discussed for both the pa-
rameter calibration process and the application in finite
element simulations for a range of strain rates.
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D. Hård1, M. Wallin1, M. Ristinmaa1

1Division of Solid Mechanics, Lund University, Lund, Sweden

Electroactive polymers (EAPs) [1] is a class of ma-
terial with a nonlinear electro-mechanical coupling,
meaning that they mechanically deform when subject
to an electric field. Research in this field has seen much
attention in recent years and has shown great potential
for use as actuators or artificial muscles.

Topology optimization is a common method to op-
timize the material distribution in a structure to, e.g.,
maximize displacements while fulfilling a volume con-
straint. However, the research into using topology op-
timization to increase EAPs performance has been lim-
ited [2]. In this work, a multi-material topology op-
timization method has been formulated for optimizing
EAPs and electrodes.

The goal is to optimize distribution of EAP and elec-
trode materials for maximizing the output displace-
ments. Of special consideration is accurately account-
ing for the electric field that surrounds the structure.
This can be solved using a large, extended domain mod-
elled as void material.

Figure 1 shows the design domain and an optimized
compliant EAP mechanism, where the output displace-
ment on the right side has been maximized for the
applied potential difference. Gray indicates electrode
material, red EAP material and blue void. Note that
the electrodes creates a connection between the electric
sources and the EAP material, causing the electric field
to be concentrated within the EAP material.

The electric potential in the large surrounding space
can be seen in Figure 2, where the design domain is
highlighted as a black square.

The methodology developed in this work is shown to
be able to generate designs with a combination of EAPs
and electrode materials. This shows great potential for
designing EAP structures.
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Figure 1: Design domain with two distinct material phases
and void phase

Figure 2: Electric potential in the design domain, the black
square, as well as in the surrounding space
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Diffusion is the primary reason for the formation and
growth of intermetallic compounds, common in many
soldering and electroplating applications. For multi-
phase systems governed by diffusion, the interfaces
separating the different phases and grains can often be
assumed to be in local equilibrium. This assumption is
based on the premise that diffusion of atoms across the
interfaces is as easy as diffusion of atoms in the bulk
[1]. Moreover, local equilibrium implies a continuous
chemical potential across the interface.

A variety of methods for modelling diffusional phase
transformation exist. One popular method is the phase
field method, in which a continuous chemical potential
across the interface is generally not guaranteed. This
aspect is accepted in the phase field community, as the
diffuse interfacial region is not regarded as a physi-
cal quantity [2]. When studying diffusion-driven phase
transformations, however, such non-equilibrium effects
violate the physical nature of the phase transformation
process.

Another approach to simulate microstructure evolu-
tion is to adopt the level set method. This method,
which was introduced in 1979 and generalized by [3],
is a general technique for tracing the evolution of mov-
ing interfaces. In contrast to the phase field method, the
level set method provides a more accurate description
of the interface, since the exact location of the interface
is always known. This allows for boundary conditions
to be applied directly at the interface. Finally, the level
set method enables a computational efficiency that can
be expected to be higher than what can be achieved in
conventional phase field methods.

In our work, we present a sharp interface formula-
tion for modelling diffusional phase transformations.
Grain boundary motion is, in accordance with diffu-
sional phase transformation kinetics, determined by the
amount of flux toward the interface and is formulated in
a level set framework. Compatibility of the interfaces is
achieved through an interface reconstruction process, in
which the locations of the triple junction points are also
determined. To ensure local equilibrium and a contin-
uous chemical potential across the interface, the chem-
ical composition is prescribed at the phase interfaces.
The presented model is used to study the growth of
the intermetallic compound (IMC) Cu6Sn5 for a sys-
tem with Sn plated on Cu. To investigate the effect of
the large volume expansion resulting from the IMC for-

mation, a finite strain formulation is incorporated into
the model. In this formulation, the Cu and Sn phases
are allowed to deform plastically. The numerical sim-
ulations show that the obtained IMC growth rate is in
agreement with experimental measurements. More-
over, the IMC microstructure evolves into a scallop-
like morphology, consistent with experimental observa-
tions. Finally, the numerical simulations indicate that
the volume-averaged biaxial stress in the Sn layer satu-
rates at a compressive value of approximately −7 to −8
MPa.

Figure 1: The von Mises stress distribution within the Sn
layer after 600 h.
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Since the vehicle fleet is getting progressively heav-
ier due to powertrain electrification and customer de-
mands, lightweighting and crash safety are hot topics
in the automotive industry. Press hardening steel (PHS)
sheets allow automotive makers to manufacture com-
plex high-strength safety parts with low or no spring-
back, with different PHS grades being suitable for ei-
ther energy absorbing or anti-intrusion applications de-
pending. High strength steel grades are generally more
prone to cracking, especially in crash situations in-
volving failure modes involving local ductility such as
tight-radius bending. Cracking or tearing of the mate-
rial in a component can drastically change its intended
behaviour, which is undesirable in a crash situation
where safety zones are generally carefully engineered.
These local failures cannot be rationalised with tradi-
tional global formability mechanical properties such as
total elongation or forming limit curves. Instead frac-
ture resistance has to be considered when selecting high
strength steel materials for crash applications. Plane
stress fracture toughness obtained with the essential
work of fracture (EWF) has emerged as a viable ma-
terial property to rationalise the local ductility failure
of high-strength steel sheets [1]. A previous study in-
vestigated the effect of loading rate on this property for
advanced high strength steel (AHSS) grades and con-
cluded that a clear increase in fracture toughness could
be seen for higher strain rates [2]. However, the pub-
lished data on the loading rate effect of fracture tough-
ness for PHS grades are still limited, and the cause of
this effect is still largely unknown. High strain rates
lead to adiabatic heating which can introduce softening
behaviour of the material such as necking and forma-
tion of shear bands. This heating effect can also have
a detrimental effect on the metastable austenite in cer-
tain TRIP steels. Thus, finding a method to measure
this self-heating of the ligament in dynamic EWF test-
ing is interesting to determine the thermal environment
of this zone. This can open up for further studies of the
temperature effect on fracture toughness of the inves-
tigated materials in more controlled quasi-static condi-
tions or in finite element simulations to try to isolate
the effect from fracture work and plastic work, respec-
tively. In this study, the rate effect of two PHS grades
with 1000 MPa and 2000 MPa ultimate tensile strength
(UTS), respectively, are tested to investigate the rate de-
pendency of this fracture mechanical property for PHS
grades. The former is a more ductile grade for energy
absorption applications while the latter is an ultra high

Figure 1: Post-fracture thermal image of a DENT specimen
for the PHS 1000 material showing a clear adia-
batic heating effect.

strength grade for anti-intrusion safety structures. To
identify crack initiation and to track the propagation at
these loading rates, a high speed Phantom® camera op-
erating at 62500 to 125000 frames per second (FPS).
Furthermore, an attempt to observe the adiabatic heat-
ing in the fracture process zone at these rates was made
using a FLIR SC4000 HS-MWIR thermal camera with
a sampling rate of 700 FPS. The results will give infor-
mation about the loading rate dependency of two dif-
ferent PHS grades and some information about the adi-
abatic heating in the ligament zone for EWF at high
loading rates.
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[2] Golling, S., Frómeta, D., Casellas, D., Jonsén,
P., Investigation on the influence of loading-rate
on fracture toughness of AHSS grades, Materials
Science & Engineering A, vol. 726, pp. 332-341,
2018

50



Svenska Mekanikdagarna, Chalmers University of Technology, 17-19 juni 2024 
 

 

 

COMPRESSIVE PROPERTIES OF TOW-BASED 

DISCONTINUOUS COMPOSITES 
 

I. Katsivalis1, X. Wu2, A. Tongloet2, D. Zenkert3, S. Pimenta4 M. Wisnom2 L.E. Asp1 
 

1Department of Industrial and Materials Science, Chalmers University of Technology, Gothenburg, Sweden 
2Bristol Composites Institute, Queen’s Building, University of Bristol, Bristol, UK 

3Department of Engineering Mechanics, KTH, Sweden 
4Department of Mechanical Engineering, Imperial College London, UK 

 

Inspired from nacre, or the mother of pearl, Tow-

Based Discontinuous Composites (TBDCs) combine 

stiff and strong Carbon Fibre (CF) tapes with a soft 

matrix. The resulting composite material can achieve 

mechanical properties as high as continuous 

composites while also minimising the scrap and 

waste and allowing the forming and manufacturing of 

complex geometries with high curvatures [1]. 

Therefore, the design space is significantly expanded. 

However, the mechanical characterisation under 

complex loading conditions, can be challenging due 

to the complicated micro-architecture of TBDCs.  

Compressive strength is typically a key design 

criterion for composite structures. However, 

measuring the compressive strength of composite 

materials is challenging and a high degree of 

variability has been reported in the literature. The 

main limitation during uniaxial compressive testing 

is related to premature failures due to stress 

concentrations in the gripping areas and instabilities 

which promote buckling in the specimen.     

In this work, two different test methods were used 

to evaluate the compressive properties of TBDC 

materials. The first one was a uniaxial compressive 

test based on ASTM D3410. The specimen was 140 

x 10 x 1.2 mm, and the loading rate was 0.6 mm/min. 

The load-displacement curve was recorded, and 

Digital Image Correlation (DIC) was also used to 

resolve the full-field strain. A non-linear stress/strain 

relationship was obtained which is an indication of 

buckling. This was also validated by post-mortem 

visual inspection as shown in Figure 1.  

 

Figure 1: Formation of kink bands leading to 

buckling during uniaxial compressive testing 

 

The second method was based on a 4-point bending 

Sandwich Beam (SB) specimen, as shown in Figure 

2, which was recently developed [2]. The dimensions 

of the specimen were 300 x 25 x 20 mm, the thickness 

of the top and bottom skin was 1 mm while the 

thickness of the PMMA core was 18 mm.  The load-

displacement curve was recorded while the strain in 

the top skin was also measured with strain gauges 

allowing to extract the ultimate compressive strain.   

 

Figure 2: 4-point bending SB specimen 

 

A comparison between the tensile and compressive 

properties obtained from uniaxial testing (Table 1) 

revealed a 10% lower compressive strain-to-failure. 

The lower strain is a result of the premature failure 

taking place during the compressive uniaxial test and 

is expected to be resolved utilising the SB specimen. 

Preliminary analysis on the SB geometry predicted 

a maximum compressive strain of about 1.2%. This 

corresponds to a 36% increase compared to the 

compressive strain measured during uniaxial testing. 

Therefore, the SB geometry is expected to enable the 

measurement of the full compressive properties of 

the TBDC specimens and explore the full potential of 

these materials.    
 

Testing Strain-to-failure (%) 

Tension 0.96 ± 0.10 

Uniaxial compression 0.88 ± 0.09 

SB compression 1.2 
 

Table 1: Preliminary results 
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Failure in brittle materials typically initiates from 
brittle inclusions or embrittled grain boundaries. Due 
to the large gradients of the mechanical fields, i.e., 
stress and strain, in front of a crack tip in combination 
with the distribution of the initiators within the 
material, the fracture toughness is widely scattered. 
These problems are commonly addressed by 
weakest-link modelling, where the cumulative failure 
probability is expressed as 

𝑃𝑃𝑓𝑓 = 1 − exp �−� ℎ�𝜎𝜎𝑖𝑖𝑖𝑖 , 𝜀𝜀𝑒𝑒
𝑝𝑝�

𝑉𝑉
d𝑉𝑉� (1) 

where ℎ is a hazard function representing a field of 
cumulative failure probability per unit volume. In the 
case of a heterogeneous material, the volume integral 
in Eq. (1) is separated  

𝑃𝑃𝑓𝑓 = 1 − exp �−� ℎ𝐴𝐴
𝑉𝑉𝐴𝐴

d𝑉𝑉 − � ℎ𝐵𝐵
𝑉𝑉𝐵𝐵

d𝑉𝑉� (2) 

where the hazard functions ℎ𝐴𝐴 and ℎ𝐵𝐵 are active in 
the sub-volumes 𝑉𝑉𝐴𝐴 and 𝑉𝑉𝐵𝐵, respectively. A length 𝐷𝐷, 
relating to the spatial variations between the phases, 
then defines the general behaviour of the resulting 
curve in Eq. (2). In the limiting case, when 𝐷𝐷 → 0, 
i.e., small-scale heterogeneity (SSH), the failure 
probability can be expressed as 

𝑃𝑃𝑓𝑓SSH = 1 − exp �−� (𝑣𝑣𝐴𝐴ℎ𝐴𝐴 + 𝑣𝑣𝐵𝐵ℎ𝐵𝐵)
𝑉𝑉

d𝑉𝑉� (3) 

where 𝑣𝑣𝐴𝐴 and 𝑣𝑣𝐵𝐵 are the volume ratios of the phases. 
When 𝐷𝐷 → ∞, i.e., large-scale heterogeneity (LSH), 
the failure probability becomes 

𝑃𝑃𝑓𝑓LSH = 1 −𝑤𝑤𝐴𝐴 exp �−� ℎ𝐴𝐴
𝑉𝑉

d𝑉𝑉�

− 𝑤𝑤𝐵𝐵 exp �−� ℎ𝐵𝐵
𝑉𝑉

d𝑉𝑉� 
(4) 

where 𝑤𝑤𝐴𝐴 and 𝑤𝑤𝐵𝐵 represent the number of specimens 
in which the fracture process zone is fully covered by 
phase 𝐴𝐴 and 𝐵𝐵, respectively. A common assumption 
in weakest-link modelling is that an infinite number 
of specimens, which are randomly and uniformly 
placed in the material, are tested. Under LSH 
conditions this assumption leads to 𝑤𝑤𝐴𝐴 = 𝑣𝑣𝐴𝐴 and 
𝑤𝑤𝐵𝐵 = 𝑣𝑣𝐵𝐵 .  

A Monte-Carlo study [1], where 20000 different 
crack-tip positions at different values of 𝐷𝐷 were 
generated, showed that under SSH conditions Eq. (3) 
is valid. Under LSH conditions, only for a large 
number of specimens and a random and uniform 
distribution of crack-tip positions, Eq. (4) 
approximates the average failure probability curve 
well. If the crack-tip positions are not randomly 
placed in the material Eq. (4) cannot be applied 

anymore. Another conclusion from [1] is that cases 
in between SSH and LSH should rather be treated 
like LSH. 

In this study, material from the pressurizer 
multipass welds of the Ringhals 4 powerplant is 
investigated for heterogeneity effects. When weld 
beads are placed on top of each other, the dendritic 
microstructure is reheated and forms new equiaxed 
grains, as can be seen in Figure 1. Therefore, a 
repetitive unit is created that contains the dendritic 
“as-welded” (aw) zone and the equiaxed “reheated” 
(rh) zone. Due to the welding procedure, those zones 
contain different brittle initiators. Another 
contributing factor may be ageing effects due to 
phosphorous segregation, which embrittles the grain 
boundaries. 

 

 
Figure 1: Weld beads in multipass weld 

The fracture surfaces from experiments from a prior 
study [2] and a series of new experiments using 
Single-Edge-Notch-Bend specimens with various 
sizes and crack lengths, were examined. Preliminary 
results indicate that if the crack tip is placed in the aw 
zone and the crack surface is parallel to the dendrites 
the fracture toughness is significantly less than any 
other crack tip positions.   
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Structural battery composites belong to the category of
multifunctional materials with the ability to store elec-
trochemical energy and carry mechanical load simulta-
neously. A conventional lithium-ion battery comprises
a positive electrode, separator, and a negative electrode.
The constituents are soaked in a liquid electrolyte, al-
lowing lithium-ion exchange between the electrodes
while electrons travel through an external circuit. In
structural batteries, the negative electrode is replaced by
multifunctional carbon fibres, enabling the additional
function as mechanical reinforcement. The liquid elec-
trolyte is replaced by a porous two-phase matrix ma-
terial, in which the solid polymer phase transfers me-
chanical loads between carbon fibres, and the lithium
ions travel in the liquid phase of the matrix as shown
schematically in Figure (1). The lithium ions react on
the carbon-fibre / electrolyte interface, forming neu-
tral lithium that diffuses inside the carbon fibres. The
process is accompanied by extensive carbon fibre ex-
pansion and change in elastic moduli, causing internal
stresses [1, 2]. Conversely, applying a mechanical load
to lithiated carbon induces a response in electric poten-
tial.

Figure 1: Illustration of a full cell structural battery, using
carbon fibres as negative electrode.

To evaluate the behaviour and performance of the
carbon fibre electrode against a known reference po-
tential, the positive electrode can be replaced with
lithium metal, known as a half-cell representation.
The modelling of half-cell structural batteries has
been addressed by Carlstedt et al., where a fully
coupled electro-chemo-mechanical framework is intro-
duced [3]. The presented model considers linear elastic
materials and uses linearized reaction kinetics on the
carbon-fibre electrode / electrolyte interface.

In this work, we model a full cell structural battery
by considering a design where the positive electrode
consists of coated, load carrying, fibres. To under-
stand the details of chemical reactions in the battery,
we adopt non-linear reaction kinetics on the electrode /
electrolyte interfaces using the Butler-Volmer relation.
In particular, we discuss the electro-chemo-mechanical
modelling of the positive electrode, and the pertinent
calibration towards experimental findings.
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This work describes the mechanical material 
characterisation of a novel 7 mm thick Ultra High 
Strength Steel grade, WARMLIGHT-980 (UTS 980 
MPa), intended for warm forming processes in the 
temperature range of 430 to 580°C. The aim is to 
produce lighter parts with high stiffness and good 
fatigue properties targeted for the Heavy-Duty 
Vehicle sector. The elastoplastic properties as well as 
the ductile failure properties were therefore 
determined at the enhanced temperatures for future 
use in numerical simulations of e.g. warm forming 
operations.  
 
Studies to obtain mechanical properties have been 
performed by, e.g. Bao and Wierzbicki [1] who 
investigated 2024-T351 aluminium alloy and 
conducted numeral tests representing a wide range of 
triaxialities and they were able to recreate the tests 
with numerical simulation. Jonsson and Kajberg [2] 
characterized 1.4 mm and 1.55 mm steel sheets at 
room temperature using DIC and utilized a plane-
stress fracture criterion to describe the failure of the 
material. Sjöberg et al. [3] characterized 1.6 mm 
thick Alloy 718 for different stress triaxialities at 
elevated temperatures. This was done utilizing 
Digital Image Correlation (DIC) to evaluate the strain 
at fracture. These successfully proven 
characterization methods will be utilized to support 
CAE of a warm forming process assuming a plane-
stress condition. The elastoplastic properties as well 
as failure behaviour of a novel UHSS intended for 
warm forming are in this study investigated at three 
different temperatures, 430 °C, 505 °C and 580 °C 
using specimens with reduced thicknesses. 
 
The failure strains at various stress triaxialities were 
extracted from digital image correlation of different 
specimen geometries. Due to the thickness (7 mm), 
impractically large specimens would be needed, 
therefore downsized 1.2 mm specimens were 
produced. The use of smaller and thinner specimens 
has been confirmed by comparing the work 
hardening up to necking obtained in uniaxial tensile 
tests (1.2- and 7-mm thickness). Elastic properties in 
the form of Young’s modulus were determined by 
cycling tensile specimen in the elastic regime and 
The enhanced temperatures were obtained by 
inductive heating and the homogeneous temperature 
distribution was validated by thermal photography.  
 
 

 
Figure 1: Representative heat map a tensile test of 
the WL980 material at 580 °C. 
 

 
Figure 2: Representative stress vs strain behaviour 
comparison of as received and reduced thickness. 
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It is estimated that around 7% of the world’s total
emissions of greenhouse gases comes from traditional
steel making. However, times are changing. Steel com-
panies in Sweden are at the forefront of the transition
into a sustainable and fossil free steel production. The
most noticeable change might be the electronic arc fur-
nace which replaces the blast furnace, but changes are
also being made to other parts of the manufacturing pro-
cess such as the hot rolling. In the new rolling mills, the
steel will be rolled without intermediate cooling and re-
heating. This introduces some new microstructural phe-
nomena, which further emphasizes the need for accu-
rate and reliable simulation models in order to guaran-
tee that the mechanical properties of the manufactured
steel remains the same.

The challenges when modelling hot rolling are re-
lated to describing the material behaviour in an accu-
rate way. The material’s constantly fluctuating strain
rates and temperatures trigger both work hardening
and softening mechanisms, such as recovery and re-
crystallization [1]. The microstructure present at the
end of rolling also has a direct impact on the final me-
chanical properties, and it is therefore important to con-
sider both macro- and micro-parameters as well as their
impact on each other when defining the constitutive
equations. Edberg [2] proposed using the physically-
based model originally developed by Bergström [3]
where the athermal long range term of the flow stress
is expressed as a function of the dislocation density ρ

σ = αMGb
√
ρ, (1)

where G is the temperature dependent shear modulus,
b is Burger’s vector, α is a material constant and M is
the Taylor factor. Similar models have been used by
for example Lissel and Engberg [4] or Lindgren et al
[5]. It is also possible to combine physically based con-
stitutive models with some model for recrystallization,
which is an important softening mechanism to consider
both during rolling and between passes.

This work seeks to investigate the possibility of
combining a traditional thermomechanical finite ele-
ment model, such as the example in Fig.1, with some
physically-based model that considers the microstruc-
tural evolution during hot rolling. The ambition is for
the simulations to provide insight into how the switch
to direct rolling along with potential changes to for ex-
ample the slab dimensions or the roughing mill design
will affect the properties of the manufactured steel.

Figure 1: A typical FEM-model simulating hot rolling.
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Simulation of metal cutting processes are commonly
performed to find the optimum cutting condition. This
is especially challenging considering the many different
combinations of conditions and tool-workpiece pairs.
Thus, it is crucial to establish accurate and cost-efficient
models / simulations to predict suitable cutting condi-
tions. In this regard, finite element chip formation sim-
ulations are widely used in the literature [1]. However,
convergence issues exist in chip-forming simulations
because of the largely deformed elements. This prob-
lem is generally overcome by using remeshing algo-
rithms, which in turn increases the computational time
of the simulations.

To establish a more cost-efficient model for metal
cutting simulation, a subscale model is developed. In
this model, the primary and secondary shear zones
(see Figure 1) are specially considered. Information
about these zones is obtained from a semi-analytical
distributed primary shear zone deformation model [2]
as a priori knowledge. Additionally, the velocity field in
the subscale model has a long-range fluctuation veloc-
ity field, which is calculated from the semi-analytical
model, and a subscale velocity field, which is derived
from Navier-Stokes equations. In doing so, material
flow during cutting in the specified region is represented
as a Eulerian approach, which does not require costly
remeshing algorithms.

Figure 1: A representation of subscale model region.

In the model, the viscoplastic properties of the work-
piece material are represented by the Johnson-Cook
model [3]:

σ = (A+Bϵn)(1 + C ln ϵ̇∗)(1− T ∗m) (1)

where A, B, C, n and m are the model parameters,
ϵ, ϵ̇ and T are strain, strain-rate and temperature, re-
spectively. The interaction between material flow and
tool is represented by a mechanical interface (see Figure
2), where stick-slip-separation conditions are applied in
terms of material flow.

Figure 2: A representation of mechanical interface in terms
of the traction t and interface velocity d = v̄ − v.
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The trend of upscaling floating offshore wind tur-
bines highlights the need for weight and cost-efficient
designs of support structures and floaters. Traditional
support structure (single tower-based) inevitably needs
to endure higher bending moment at the tower base in
this trend [1 - 2]. To circumvent this problem, multiple
masts-based support structures have been developed by
companies such as X1 Wind and T-Omega Wind [2 - 3]
(See Figure 1).
This study presents a methodology for pre-
dimensioning multiple masts-based support structures
with structural optimization. This work focuses on es-
timating cross section properties of masts in the tripod
shaped support structure by using multi-objective par-
ticle swarm optimization. To assess serviceability and
safety of structure, the optimization mainly considers
the natural frequency of structures, yielding/buckling
strength and stress distribution under extreme loading.
SubDyn, time domain structural-dynamics module
for multi-member substructure developed by NREL
(National Renewable Energy Laboratory, US), is used
to calculate frequency response modes and member
internal reaction loads of the support structure. For
case study, NREL 5MW and IEA (International Energy
Agency) 15MW reference wind turbines with X1 Wind
& PivotBuoy concept semi-submersible floater are
used. The methodology presented in this work can be
useful in pre-FEED (Front-End Engineering Design)
studies for floating offshore wind turbines.

Figure 1: Floating offshore wind turbines from (a) X1 Wind
and (b) T-Omega Wind [4 - 5]
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Foam materials consisting of a large number of
closed cells, are being widely adopted in modern engi-
neering applications, e.g. aviation, automotive, infras-
tructure, sports and packaging [1]. The exploitation of
closed-cell foams has triggered intense efforts to under-
stand the underlying deformation mechanisms and the
structure-property relationships, where the compressive
behaviour is of the most common interest.

MIN MAX

SVE modelCT scan SVE simulation

0 MAX

(a) (b) (c)

Figure 1: Schematic overview of the methodology: (a) CT scan of the PVC foam mesostructure, (b) SVE model consistent with
the mesostructural characterisation, and (c) SVE simulation under compressive loading condition. The colormaps in (b)
and (c) indicate the cell wall thickness and equivalent membrane strain, respectively.

Extensive studies to date have concluded two defor-
mation mechanisms: cell wall buckling and bending
[2]. The activation of these mesoscopic mechanisms,
and the resulting macroscopic mechanical properties,
are found to be strongly influenced by many mesostruc-
tural features, e.g. cell size and cell wall thickness as
well as their variations [3-5]. Moreover, anisotropic
cell shape and varying thickness over the cell wall are
observed, inherently linked to the foaming process [6].
The impacts of cell anisotropy and especially cell wall
thickness profile are often overlooked in the literature
and thus systematically examined in this contribution.

Polyvinyl Chloride (PVC) foam grade H100 is fo-
cused on as one representative. Computed tomogra-
phy (CT) scan is conducted on foam samples to ob-
tain three-dimensional (3D) mesostructural character-
istics (Fig. 1(a)), which are further post-processed to
determine the aspect ratio and equivalent diameter of
each cell, and the thickness profile of each cell wall.
Statistical volume elements (SVE) of foam mesostruc-

tures (Fig. 1(b)) are generated using Laguerre tessel-
lation incorporated with the measured distributions of
cell aspect ratio and cell equivalent diameter. These
SVE models are discretised using shell elements with
the measured distribution of cell wall thickness profile
accounted for. Base material behaviour is described us-
ing an isotropic elastoplastic model. Numerical simu-
lations of single cell wall, single cell and SVE mod-

els under compressive loading condition are performed
(Fig. 1(c)), and the results are compared with those con-
sidering isotropic cell shape and uniform thickness over
the cell wall. It is shown that cell anisotropy and cell
wall thickness profile play critical roles in governing the
mesostructural deformation patterns and macroscopic
structural properties of closed-cell foams.
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High initial strength is not sufficient for durable rein-
forced concrete structures. The ability to remain strong
when subjected to the environment over time is equally
important. For example, many concrete constructions
are subjected to chloride via seawater or salt-based de-
icing. The rebar corrodes in such environments unless
protective or corrective methods prevent chloride intru-
sion. However, developing such methods requires phys-
ically motivated and well-calibrated models.

Concrete structures are partially saturated with wa-
ter, and ionic transport occurs via diffusion and con-
vection. In the first part of this contribution, we study
the water seepage driven by the capillary suction. In
contrast to passive porous media, concrete and water
react, changing the pore structure [1]. We have devel-
oped a methodology to calculate the water saturation
distribution during in-situ X-Ray Computed Tomogra-
phy (XRCT) experiments. The results in Figure 1 show
this distribution at three different time instances.
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Figure 1: XRCT-measured saturation distributions during a
capillary water suction experiment.

In the most basic setup, we model only the trans-
port of water by considering the following conservation
equation for liquid mass.

Φ̇l + [ρlv̄l] ·∇+ êl = 0 (1)

Here, Φl is the saturation and pressure-dependent stor-
age of liquid (mass per volume), ρl the liquid density,
v̄l = −k∇pl the Darcy velocity, pl the liquid pressure
and k the permeability. êl is the loss of liquid water
binding to the solid structure. To model the anomalous
suction, we propose a model where both the amount of
bound water and the saturation degree affect the perme-
ability, k. With this modeling concept, we accurately
capture the average suction height during the experi-
ment, as shown in Figure 2. We further evaluate the

predictive abilities of the model by considering its abil-
ity to describe the spatial distribution of saturation.

Figure 2: Comparison between model and experimental av-
erage water front heights during capillary suction.

Using the calibrated model, we extend the finite ele-
ment methodology to contain partially saturated distinct
pores. Specifically, we model each pore as a reservoir
with volume Vp, liquid density ρp, and saturation Sp,
subjected to the mass balance

d

dt

[
ρpSpVp

]
=

∫

Γp

ρlv̄l · nΓdΓ =

∫

Γp

qndΓ (2)

The flux qn, across the pore wall Γp, is then a nonlin-
ear function of the pressure difference, pl − pp and the
pore saturation Sp. This results in a nonlinear Robin-
like boundary condition.

The proposed constitutive and finite element mod-
els provide efficient seepage simulations in the mortar
mesostructure. An extended partially saturated reactive
porous media theory accounts for the behavior in nano-
sized pores, and larger pores are explicitly resolved.
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Electroactive polymers, a subgroup of smart
materials, change their shape in response to an electric
field. They are used in robotics, artificial muscles and
sensors. Ensuring reliable performance is essential
for such applications. Damage and fracture strongly
influencing material performance. To address this
problem, our work combines a material model for
electroactive polymers with a phase field fracture
model.

The behavior of electroactive polymers is described
as a quasi-static large strain electromechanical model.
This potential-derived model includes a Neo-Hookean
mechanical component and an electromechanical
coupling part, which is modeled using the relative
permittivity. The selected material parameters ensure
that the model reflects the properties of a soft
electroactive polymer. A phase field fracture model
is used to model crack propagation. This approach
describes crack propagation using an additional scalar
field, the phase field. This field varies between zero
and one, that is between an undamaged material and a
complete damaged material with a crack at the specific
location. Adjustments to the model are made to
account for the large strains inherent in soft polymer
materials. A monolithic scheme is used to solve
the electromechanically coupled problem, while the
phase field fracture problem is solved by a staggered
algorithm. The behavior of crack propagation show
differences between purely mechanical cases and those
with electromechanical coupling.

The proposed model is implemented within a
nonlinear finite element framework. Representative
numerical examples, for example as shown in figure 1,
are discussed to demonstrate applicability of the model.

Corresponding author: annika.moglich@solid.lth.se

Figure 1: Electrical and mechanical loaded notched plate.
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As their name suggests, 3D-fabric reinforced 
composites, are manufactured by intertangling 
yarns together in three-dimensional space to 
create a near-net-shape dry fabric preform. After 
infusing this preform with a resin matrix system, 
a light-weight component is created which 
demonstrates both high in- and out-of-plane 
stiffness and strength. The through-thickness 
reinforcements present in this class of material, 
prevent delamination and allow for stable and 
progressive damage growth in a quasi-ductile 
manner.  

Composites with 3D-fabric reinforcement 
present several advantages, both in terms of their 
manufacturing and mechanical performance. 
However, the complex yarn structure creates a 
material with several interesting behaviours and 
features which need to be accounted for when 
developing a model to predict how the material 
will deform and eventually fail. To begin with, 
these materials are highly anisotropic and show 
varying levels of non-linearity depending on 
loading mode. This non-linearity can be due to a 
variety of subscale behaviours: microcracking in 
the matrix or fibre-bundles, yarns straightening 
and fibres breaking as well as viscous effects 
from the polymer matrix.  

One of the big questions when working with this 
class of materials is then; what is causing the 
non-linear behaviours and how can they be 
modelled in physically meaningful way. For this 
reason, a testing campaign initially proposed 
by Zscheyge [1] for laminated composites is 
carried out in this work. It involves cyclically 
loading and unloading test samples with creep 
and relaxation periods in between. From a single 
test, it is then possible to determine how 
permanent strains, stiffness degradation and rate 
dependence develop as the deformation 
increases. Further, by testing samples at 
different material orientations, it is possible to 

understand how these phenomena develop 
anisotropically with respect to loading mode. 

Using the knowledge gained from the 
experimental testing campaign, a 
phenomenologically based macroscale model is 
developed and presented. It considers the 
material as a homogenous and anisotropic solid. 
The experimental tests results are used to 
formulate and calibrate an anisotropic 
viscoplastic-damage model for 3D-fabric 
reinforced composites. 
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Press hardening is a forming technique for steel 

components where the steel blank is heated up above 
its austenization temperature, thereafter formed to its 
desired shape, and finally cooling to a martensitic 
microstructure. This results in a component that can 
have a complex shape while maintaining excellent 
static strength. There is a growing interest to use this 
technique for heavy-duty vehicles for weight-saving, 
and in that application, fatigue is an important 
dimensioning case.  

Manufacturing prototypes for press-hardening is 
costly as new pressing tools needs to be designed for 
each new geometry. Hence, a fatigue life prediction 
model based on fatigue specimen test data is needed 
and outlined in the present work. Previous research 
has shown that press-hardened steels are very defect 
sensitive as expected for a material with such high 
strength and low ductility [1-2]. This possesses a 
major challenge when transferring fatigue life data 
from specimen scale to component scale as the effect 
of loaded volume becomes significant.  

In the present work a cross member, pictured in 
Figure 1, is considered. The cross member is fatigue 
tested in bending in different directions. Planar 
fatigue specimens are also manufactured to obtain 
material data.  

 
Figure 1: Picture of the studied component, a cross 
member used in truck chassis with the two bending 
directions x and z indicated in the figure.  
 
   The stress state in the loaded cross member is 
predicted using finite element simulations. Two types 
of fatigue assessment methods are explored. Firstly, 
the maximum stress occurring in the FE model is 
directly compared to the results from the fatigue 
specimen testing. Secondly, a weakest-link model for 
the probability of failure at a given load and cycles to 
failure are used which takes loaded volume into 
account in predicting the probability of failure of the 
component [3]. 

   The comparison of the experimental fatigue results 
from the cross member and the predicted is presented 
in Figure 2 (a) and (b) for bending in the x and z 
directions respectively. It is clear that accounting for 
loaded volume is important for the prediction 
accuracy, and that the weakest-link model compares 
favourable compared to just utilizing the maximum 
stress occurring in the FE model.  

 

 
Figure 2: Comparison between experimental and 
predicted fatigue life using a point stress and a 
weakest link model for bending in (a) x-direction and 
(b) z-direction.  
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The equations of motion for a rigid-body system nor-
mally consist of a set of second-order ordinary differen-
tial equations (ODEs), which for analysis purposes are
often rewritten as a system of first-order ODEs, also re-
ferred to as a dynamical system. For a smooth dynami-
cal system of the form

ẋ(t) = F (x, t, µ), x(0) = x0, (1)

where x ∈ Rn is the state, t ∈ R is the time, µ ∈ Rm

are system parameters, and F ∈ Rn is the vector field,
the local stability of a given trajectory can be deter-
mined by examining the linearized system about the
trajectory. This is done by calculating the fundamen-
tal solution matrix Φ(x, T ) by solving the variational
equations

Φ̇(x, t) = Fx(x, t, µ)Φ(x, t), Fx,Φ ∈ Rn×n, (2)
Φ(x, 0) = I,

for a time T . However, many dynamical systems that
originates from rigid-body systems are nonsmooth or
piecewise-smooth (PWS) in their nature due to interac-
tions with the environment through impacts, friction or
control. Therefore, for PWS systems we additionally
introduce boundaries

Σij = {x ∈ Rn | hij(x) = 0} (3)

for some scalar functions hij that locally divide the
phase space into subspaces Si ∈ Rn and Sj ∈ Rn.
Locally, this gives us two vector fields such that

F (x, t, µ) = Fk(x, t, µ), x ∈ Sk ∈ Rn (4)

with k = i, j. For stability analysis of a trajectory of
a PWS smooth system it is essential take into account
what happens to both the trajectory and the vector fields
locally when a boundary is crossed (from Si to Sj). To
do this, it is common to introduce the concept of a salta-
tion matrix, which is given by

S(x) = Gx(x) +
F (G(x))−Gx(x)F (x)

hxF (x)
hx(x), (5)

that allows for linearisation of the trajectory when the
system undergoes a discrete jump or has a discontinu-
ous vector field through the piecewise construction

Φ(x0, T ) = Φj(G(x(te)), T − te)S(x(te))Φi(x0, te).
(6)

To introduce noise to the boundaries we define
the stochastic processes χ(x) and P (t) that describe
stochastic ruggedness and oscillations of a boundary,
respectively (see Figure 1). We require that the stochas-
tic processes

Figure 1: Oscillating (left) and rugged (right) boundary.

• are at least once differentiable,
• are of small amplitude,
• are mean reverting,
• have mean 0.
Following this, we further broaden the earlier scope
with stochastic boundaries by introducing the concept
of a stochastic saltation matrix (SSM), which allows
for the linearization of trajectories in PWS systems with
stochastically oscillating boundaries or boundaries with
stochastic surface profiles. We can now use SSMs to
estimate local effects of a noisy boundaries as well as
long-term invariant limit distributions [1,2], which will
be shown through a few examples (see Figure 2).

Figure 2: The distribution of the height of a bouncing ball
and its corresponding horizontal position after one
bounce on the rugged surface given by (left) simu-
lation and (right) linear approximation.
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Packaging paperboard is a thin, multi-layered, 

fiber-based, orthotropic material. The mechanical 

properties of a paperboard differs significantly 

between the different directions in the material. The 

directions of a paperboard are the in-plane directions, 

Machine Direction (MD) and Cross-machine 

Direction (CD), and the out-of-plane, or thickness 

direction, ZD. A micrograph of the ZD-structure of 

the paperboard in the present study is shown in 

Figure 1. The compression curve in ZD is non-linear 

as can be seen in Figure 2. The initial part of a ZD-

compression curve is highly influenced by the 

surface structure and glued samples in compression 

show a continuous curve at 0-stress transition[1] 

There also appear large lateral variations due to 

flocks and anti-flocks, general unevenness in the 

plies or coating etc. In the process of converting the 

paperboard sheet into a packaging the ZD-properties 

and their variations become important during e.g. 

creasing and (contact) printing.  

To gain insight into the compressive behaviour of 

paperboard previous studies by the authors have 

utilized a measuring device called The Rapid ZD-

tester[2], [3]. The machine drops a weighted probe 

onto the substrate, thereby achieving a short pulse of 

1-2 ms. The diameter of the probe is 5 mm, which is 

comparable to the length of a flexographic print nip. 

The maximum stress is slightly less than 1 MPa. The 

probe in the Rapid ZD-tester as it rests on a 

paperboard can be seen in Figure 3. While 

investigating the effect of slow versus rapid ZD-

compression it was shown that the tangential stiffness 

after the initial non-linearity was comparable 

between quasi-static and dynamic measurements[3]. 

However, the comparison between slow and rapid 

compression did not fall out as hypothesised. Since 

the local stiffness and local thickness does not 

correlate, the present work attempts to further 

elucidate on the effect of local density on the 

compressive behaviour of the paperboard.  

The lateral variations in structural, material and 

mechanical properties are investigated by marking 

the paperboard with 5x5 mm squares using a laser. 

The local thickness and stiffness are measured with 

the Rapid ZD-tester. Image analysis on high 

resolution scans provides the area of each square. By 

cutting the paperboard the mass of each square can 

be measured. Additionally, micrographs gives further 

information about the paperboard. 

 
Figure 1 Micrograph of the ZD-structure of a liquid 

packaging paperboard 

 
Figure 2 Compression curve from one point on the 

paperboard. 

 
Figure 3 The Rapid ZD-tester measuring on a laser-

marked paperboard 
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Tow-Based Discontinuous Composites (TBDCs) 
are a growing class of high-performance materials, 
composed of chopped carbon-fibre tows randomly 
oriented and distributed in a polymeric matrix. These 
materials combine in-plane isotropy, high strength, 
and stiffness and, due to their ability to be 
compression-moulded, enhanced manufacturability. 
The combination of manufacturability and good 
mechanical properties makes TBDCs appealing for 
high-volume production of structural components. 
However, due to their complicated micro-
architecture, characterising the performance of these 
materials and predicting their response can be 
challenging. [1] 

The notch sensitivity is of particular importance for 
composite materials especially relating to high-
performance applications which require the use of 
rivets and bolts. Conventional composites are 
particularly sensitive to material discontinuities 
which lead to stress concentrations and can trigger 
failure [2]. It is speculated that the micro-architecture 
of TBDCs would increase the damage tolerance and 
provide better performance in such loading 
conditions due to the random tape orientation. 
However, such studies on the notched response of 
TBDCs are currently lacking. 

The OHT specimen was used to evaluate the 
notched performance of TBDCs under tension. The 
testing protocol was based on ASTM D3039. 300 x 
300 mm plates were manufactured, and water jet 
cutting was used to extract the OHT specimens. The 
OHT specimens (Figure 1a) had dimensions of 300 x 
36 mm while different sizes of notches (diameter of 
6, 9, 12 mm) were evaluated. In addition, the 
response of the specimens was compared to 
continuous Quasi-Isotropic (QI) laminates.  

The testing was performed on a 100 kN universal 
loading machine while the loading rate was set at 1 
mm/min. The load-displacement curve was recorded 
while Digital Image Correlation (DIC) was also used 
to resolve the full-field strains. Finally, optical 
microscopy and Scanning Electron Microscopy 
(SEM) were used to identify and characterise the 
damage on the specimens.  

Figure 1b shows the longitudinal strain distribution 
and evolution in a characteristic specimen. It is worth 
noting that stress concentrations exist around the 
notch which drive the failure. In addition, local tape 
orientations in the areas of stress concentrations 
govern the crack propagation.    

Table 1 shows results of preliminary testing on one 
notch size (6 mm). The gross (maximum load over 
original cross-section) and net strength (maximum 
load over reduced cross-section) have both reduced 
significantly when compared to the un-notched 
value. Additional data points are currently being 
extracted and will allow for a more thorough 
investigation in the notch sensitivity of TBDCs.   

 

Figure 1: a) OHT specimen geometry (all 
dimensions in mm) and b) full-field strain evolution 
and fracture of a characteristic OHT specimen 
 

Notch 
size 

(d/w) 

Gross 
strength 
(MPa) 

Net 
strength 
(MPa) 

Damage 
mechanism 

0 674 ± 49 674 ± 49 Tape pull-
out 

0.16 371 ± 53 445 ± 63 Tape pull-
out 

 

Table 1: Preliminary results. 
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Advanced High Strength Steel (AHSS) grades al-
lows for light-weighting of sheet steel products through
gauge reduction, while remaining the structural in-
tegrity. However, the increased strength of the AHSS
grades negatively influences the formability of the sheet
steel in conventional forming processes and makes
the AHSS grades more susceptible to manufacturing
defects. A common manufacturing defect is edge-
cracking, arising from the damage imposed by the shear
cutting process which generally precedes the sheet steel
forming procedure [1]. Conventional forming limit
analyses are unable to predict the influence of the
sheared edge damage, thus new predictive tools are re-
quired.

This work presents numerical modelling of the shear
cutting process of AHSS sheets using the Particle Finite
Element Method (PFEM), with the aim to aid the un-
derstanding of the sheared edge damage and its relation
to cut edge stretch-flangeability. PFEM is a numerical
method proven to handle the numerical implications of
shear cutting simulations by efficient management of
mesh distortion and internal variable transfer in the re-
meshing steps, thus preserving the residual stress- and
strain data along the cut edge [2]. Preservation of the
cut edge residual data is important for subsequent anal-
ysis of the cut edge formability or fatigue properties.

By utilising PFEM for shear cutting modelling, nu-
merical cut edges were obtained over a wide range of
cutting clearances. The predictive capability of the
PFEM model in terms of cut edge parameters (roll-over,
burnish, fracture, burr) was stated through validation
against experimental hole punching results.

The numerical- and experimental cut edge were then
subjected to hole extrusion according to the ISO 16630
Hole Expansion Test (HET), where the Hole Expan-
sion Ratio (HER) displayed the effect of varying cutting
clearances to the cut edge formability. The experimen-
tal results showed that the presence of large notches,
such as burr and secondary burnish, drastically reduced
HER as the edge cracks were formed at these notches.
In accordance, the numerical HET modelling showed
similar fracture patterns and effect on numerical HER.
An example is displayed in Figure 1, showing the frac-
ture patterns in experimental- and numerical hole ex-
pansion tests, where the cracks originated from the in-
terface between secondary burnish formation and the

upper fracture surface. Therefore, it was shown that the
numerically predicted cut edge morphology could gen-
erate the cut edge notches and residual states that gives
the clearance-dependent cut edge stretch-flangeability.

Concludingly, the presented modelling procedure
and experimental validation shows that the numerical
shear cutting model can be used to define the opti-
mum cutting clearance. Furthermore, the predicted
clearance-dependent cut edge shapes also show the ef-
fect on local cut edge segments when using non-coaxial
tools. By virtual assessment of the cut edge morphol-
ogy from varying cutting clearances, a range of clear-
ances without large notches may be determined, thus
avoiding premature edge cracking during edge form-
ing. Additionally, the numerical tool may be used
for process optimisation, such as determining adequate
tool sharpness or shape for remaining good quality cut
edges.

Figure 1: Fracture pattern of experimental- and numerical
HET using 5.3% cutting clearance.
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In this work, a non-cooperative two-players game of
minimizing static (player 1) and dynamic (player 2)
compliances is set up by using a multi-scale topology
optimization framework for triply periodic minimal sur-
face (TPMS)-based lattice structures published recently
in [1]. Player 1 will find the optimal macro-layout by
minimizing the static compliance for a given micro-
layout delivered from player 2, and player 2 will find the
optimal micro-layout (grading of the TPMS-based lat-
tice structure) by minimizing the dynamic compliance
for a given macro-layout from player 1. The two multi-
scale topology optimization formulations are obtained
by using two density variables (ρe, γe) in each finite el-
ement e. The first one collected in ρ is the standard den-
sity variable, which defines if the finite element should
be treated as a void (ρe = ǫ) or contain the graded lat-
tice structure (ρe = 1) . This variable is governed by the
rational approximation of material properties (RAMP)
model. The second density variable collected in γ is the
local relative density of TMPS-based lattice structure,
and it sets the effective orthotropic elastic properties of
the finite element. The multi-scale game is solved by
using a Gauss-Seidel algorithm with sequential linear
programming (SLP), which is implemented for three-
dimensional problems, and the numerical results are
presented as implicit surface-based geometries. It is
demonstrated that the proposed multi-scale game gen-
erates equilibrium designs that have good performance
for both the static and harmonic load cases, and effi-
ciently avoid resonance at frequencies of the harmonic
loads.

Figure 1: Eigenmodes and eigenfrequencies for the optimal
designs for Ω = 0. The new optimal designs when
Ω is set equal to the eigenfrequencies are presented
in the middle column. Convergence in the compli-
ances toward equilibrium points are presented to
the right.

The two players’ strategies, P1 andP2, are defined by
the following multi-scale topology optimization prob-
lems:

P1





Given γ∗:
min
(ρ,d)

cs = FTd

s.t.





K(ρ,γ∗)d = F,

V macro(ρ) ≤ V̂ macro,
ǫ1 ≤ ρ ≤ 1,

(1)

P2





Given ρ∗:

min
(γ,u)

cd =
1

2

(
FTu

)2

s.t.





(
−Ω2M(ρ∗,γ) +K(ρ∗,γ)

)
u = F,

V lattice(γ) ≤ V̂ lattice,
lb1 ≤ γ ≤ ub1,

(2)
where d is the static displacement vector, u contains
the magnitudes of the dynamic response, F contains the
external force amplitudes, Kd = F is the static equi-
librium equation (Ω = 0), (−Ω2M + K)u = F is
the dynamic equilibrium equation, where Ω is the an-
gular frequency of the time dependent harmonic load
F cos(Ωt), and V̂ macro and V̂ lattice are the upper limits
on the macro-layout volume and the lattice volume, re-
spectively. lb and ub are lower and upper limits on the
relative density γe of the TPMS-based lattice structure.

Thus, the non-cooperative multi-scale two-players
game is to find an equilibrium point (ρ∗,γ∗) that is op-
timal simultaneously for players P1 and P2 in (1) and
(2). In this work, we try to find such equilibrium points
by applying a sequential Gauss-Seidel algorithm with
SLP. In Figure 1 it is demonstrated how eigenfrequen-
cies close to the harmonic excitation frequency can be
avoided by solving the proposed game using this Gauss-
Seidel strategy.
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Due to the great dependence of societies on the ex-
traction and processing of mineral and metals for the
production of steels and batteries, optimization pro-
cesses are needed to reduce the footprint of the mining
sector. The increase in the efficiency of comminution
processes can be performed from the point of view of
either the dynamics of the machines or the material to
be treated. This study presents a computational frame-
work for simulating the fracture of brittle materials on
different scales aiming to enable AI-based optimiza-
tion of comminution processes. The numerical frame-
work consists of a high-order Finite Element Method
(FEM) to accurately predict the fracture of single real-
shaped 3D geometries and an explicit Discrete Element
Method (DEM) for scaling up the simulations to an in-
dustrial level where millions of particles are commin-
uted.

Explicit high-order FEM meso-scale simulations
were implemented in ABAQUS. The KST-DFH con-
stitutive model for fracture and damage of rock mate-
rial was used as it provides a good description of the
behavior of mineral material under different confining
and strain rate conditions. The KST part of the model
describes the deviatoric and volumetric behaviour by
defining a yield surface as a function of the hydrostatic
pressure (see Eq. 1).

σeq =

√
a0k

2 + a1kP + a2P 2 (1)

Fragmentation processes and damage to the material
are addressed in the DFH part of the model. It describes
the probabilistic behaviour of fracture accounting for
crack initiation at the weakest defect by a Poisson pro-
cess and probability of failure via a Weibull model (see
Eq. 2).

Pf = 1− exp [−Veffλt(σF )] (2)

Calibration and validation schemes were developed
based on the experimental background of Brazilian
disc experiments and single particle breakage (SPB) of
3D scanned mineral material, respectively. Parametric
analyses of the brittle fracture were performed to deter-
mine the probability of failure and the effect of statisti-
cal parameters on the mechanical response of the mate-
rial under complex stress states. Breakage of individual
particles was studied in detail obtaining a good corre-
lation of the predicted failure load and fracture pattern
(see Fig. 1).

Figure 1: Correlated fractured pattern from a single particle
breakage specimen of mineral material

In general, the framework presented here unlocks
the possibility to accurately predict fragmentation pro-
cesses of critical materials and optimize the overall sys-
tem through AI algorithms within comminution pro-
cesses.
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The objective of this research is an improved risk 

and life prediction method of corrosion fatigue in 

piping systems in light water reactor (LWR) nuclear 

power plants where the primary environment 

introduces an increased environmental risk for 

fatigue initiation. An experimental setup for 

performing corrosion fatigue tests with simulated 

PWR and BWR water environments in a testing 

machine has been constructed and manufactured. The 

tests have been conducted at the Studsvik laboratory 

on hollow cylindrical specimens. Direct current 

potential drop (DCPD) is utilized to measure crack 

initiation and propagation. The material is type 304L 

stainless steel and has its origin from the 

manufacturing of the now decommissioned nuclear 

power plant Barsebäck in Sweden. The specimen is 

subjected to an alternating mechanical load and water 

flowing through the interior, simultaneously. The 

temperature of the water is 300 °C and pressurized to 

12 MPa. 

Material characterization including uniaxial 

tensile tests, cyclic tests, fatigue tests and crack 

propagation tests with standardized specimens of the 

austenitic stainless steel has been carried out at both 

room temperature and 300 °C. Material modelling 

has been performed on the experimental tests to 

obtain material parameters. S-N curves for the fatigue 

life of the solid specimens have been obtained for 

comparison with the corrosion fatigue test results 

with the hollow specimens. The cyclic plasticity of 

the material has been modelled with a radial return 

mapping algorithm to determine isotropic and 

kinematic hardening parameters fitted to the cyclic 

stress-strain curves obtained from the experiments. 

The experimental setup for the corrosion fatigue 

tests, see Figure 1, is electrically isolated in order to 

employ the DCPD method. Verification tests for the 

hollow cylindrical specimens have been conducted at 

both temperatures for enabling the comparison of the 

fatigue lives of hollow specimens with solid 

specimens. The multiaxial stress effect from the 

internal pressure has been investigated as well. 

Microstructural analyses of the hollow specimens 

after the corrosion fatigue tests have been conducted 

by use of scanning electron microscopy (SEM) and 

electron backscatter diffraction (EBSD) to identify 

initiation areas as well as mechanisms of corrosion 

fatigue. The characterization of the oxidation and 

damage process at the crack tip will give 

microstructural explanations and indications for the 

corrosion fatigue process. The main purpose of the 

microstructural analyses is to gain insight for 

modelling corrosion fatigue. 

A local continuum damage mechanics (CDM) 

corrosion model has been developed based on 

electrochemical kinetics, Gutman’s mechano-

chemical coupling and Faraday’s law. The corrosion 

model is integrated into an elastoplastic framework 

together with a neighbour element search algorithm 

to simulate corrosion fatigue initiation for metal 

components with geometrical discontinuities. The 

corrosion fatigue model will be further integrated 

with crystal plasticity to simulate corrosion fatigue of 

metal pipes by use of Voronoi cells representing 

crystal grains, see Figure 2. 

 

 
Figure 1: Experimental setup for corrosion fatigue 

tests electrically isolated from the testing machine 

(marked in grey) to enable DCPD measurements. 

 

 
Figure 2: Corrosion fatigue model of metal pipes. 
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     Rolling Contact Fatigue (RCF) cracks in rails 
cause high maintenance costs and can reduce traffic 
safety. Hence, accurate predictions of RCF crack 
initiation are highly needed. Such predictions require 
reliable fatigue crack initiation criteria, depending on 
stress and strain histories. Thus, it is essential to use 
plasticity models that can provide estimations of the 
stress and strain states in rails, whose material 
properties evolve during rolling contact loading. 

     In this contribution, a small strain cyclic 
plasticity model with an anisotropic yield surface, 
(based on the large deformation material model 
formulated by Meyer and Menzel [1]) is used, see Eq. 
(1). 

𝜙 = #𝜎!"##"$: 𝐂': 𝜎!"##"$ − 𝑌	 ≤ 0            (1) 

where 𝐂-  is the anisotropy tensor, 𝜎reddev is the reduced 
deviatoric Cauchy stress, and Y is the isotropic 
hardening. The material model is calibrated against 
previously conducted experiments with railway-like 
cyclic loading (compression and shear) on pearlitic 
R260 steel specimens. In these experiments, solid test 
bars were first twisted under a compressive stress of 
-600 MPa to obtain different degrees of anisotropy 
(predeformation). They were then re-machined into 
thin-walled tubular test bars and subjected to 
multiaxial cyclic loading. Based on the test results, 
material parameters for different depths of a highly 
deformed rail surface layer are identified. Figure 1 
shows a comparison between the normal stress-strain 
results from simulations and tests for cycle number 
500. 

     The calibrated plasticity model is then used in 
finite element simulations of realistic traffic 
situations to obtain stress and strain histories in the 
surface layer of rails. The over-rolling simulations 
are done using a 2D generalized plane strain model 
developed by Andersson et al. [2]. The stress and 
strain histories are employed to predict the number of 
cycles to macroscopic crack initiation in the rail 
surface layer using a newly developed RCF crack 
initiation criterion by Talebi et al. [3]. This criterion 
accounts for the inhomogeneous stress-strain field in 
the surface layer and has been calibrated against three 
groups of experiments: Large shear increments under 
different amounts of axial stresses (predeformation), 
predeformation tests with subsequent uniaxial or 

proportional multiaxial cyclic loadings, and stress-
controlled axial high cycle fatigue experiments to 
identify the fatigue damage limit. 

Figure 1: Normal stress-strain behavior from test 
and simulation for loading cycle 500 for specimens 
with predeformation levels of 0 (PD0) and 0.21 
(PD1) shear strain. 
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In the Värmland region, Sweden, an innovative 

sandwich structural element has been designed by the 
cooperation of pulp and paper companies for possible 
use in indoor products, such as tables, shelves, doors, 
and furniture in general [1]. The element, lightweight 
and strong, has facesheets of laminated paperboards 
made of recycled and/or virgin wood fibres. The core, 
made of paper pulp, has a unique shape like a cup box 
with staggered positions between the cups, see [1]). 
At the Department of Engineering and Chemical 
Science at Karlstad University, the mechanical 
performance and properties of the elements have 
been investigated via experimental tests and finite 
element (FE) models for different applications. 
Recently, four-point bending tests have been 
conducted in sandwich beams from the element, see 
Fig. 1(a). The facesheets of the beams were made of 
virgin and/or hybrid (virgin + recycled fibres) paper 
materials. Results from quasistatic experimental tests 
were evaluated by means of digital image correlation 
technique for accurate measurements of the beam 
deflection. 

 

Figure 1: (a) Four-point bending experimental setup, 
(b) failure in the top facesheet during the tests and (c) 
FE simulation showing the same failure as in the 
tests. 

In this presentation, we will address aspects of 
flexural and shear rigidities of the tested samples [2, 
3], as well as main observations of failures, which 
occurred at the top facesheets (c.f. Fig 1(b)). A 
parametric FE model will also be presented along 
with its calibration, capability of predicting the 
failure (c.f. Fig 1(c)), and possibilities for structural 
optimization. 
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Pistons inside percussive rock drilling machines are
subject to impact loads with frequencies 10–120 Hz and
velocities up to 12 m/s. High impact stress is one of the
reasons for the limited service life of the pistons. It is
difficult to access a piston during operation to measure
impact stress values and understand important factors
influencing the stress histories on the impact surface.
Analytical and semi-analytical solutions are limited to
the normal incidence angle of pistons, see [1] and refer-
ences there. However, experimental studies and previ-
ous simulations show that a misalignment angle during
the impact is important [2, 3]. Furthermore, the spe-
cific dimensions of the piston head for each manufac-
turer influence the values of stress. Therefore, a series
of simulations for specific geometries is carried out to
find characteristics of the impact stress. These simu-
lations are coupled with a fractography of real piston
heads made of two low alloy steel grades to complete
an engineering failure analysis, reported in [4].

A simplified setup for the impact of the piston head
against a shank adapter is shown in figure 1. An
isotropic elastic material model is used for both parts
with parameters E = 210 GPa, ν = 0.3 and ρ =
7850 kg/m3. The piston has an initial velocity of v0 =
10 m/s. Three misalignment angle values 0◦, 0.11◦ and
0.22◦ are compared. These values correspond to tol-
erances of guiding surfaces for the piston, and similar
values were used in [3]. The termination time for the
simulation is 44 µs. A model with ca. 6.5 million
C3D8R finite elements is used for an explicit dynam-
ics simulation in Abaqus R2020. Default values for
bulk viscosity and hourglass control are used. In the
contact pair, a dry friction model with µ = 0.1 and
“hard” formulation is used. A reference amplitude of
the primary compressive wave for zero misalignment is
σz = −v0E

c1
≈ −350 MPa, where c1 is the speed of

longitudinal waves.

Figure 1: Simulation setup for misaligned impact of the pis-
ton head with the shank adapter. Dimensions: ro =
18 mm, ri = 6 mm, H = 45 mm.

Stress values for zero misalignment cannot describe
the crack pattern on the surface (max. principal stress
232 MPa). For the misalignment angle of 0.11◦, the
maximum principal stress is 372 MPa and it is reached
at the point on the outer radius with ca 165◦ offset from
the initial impact point. For the misalignment angle of
0.22◦, the maximum principal stress is 773 MPa and it
is reached at the point on the outer radius with ca 120◦

offset from the initial impact point. The tensile stress is
along the hoop direction and explains the crack opening
at the outer radius. Similar observations are made in [3]
for a misalignment angle 0.22◦, but a different geom-
etry of the piston head. The location of the maximum
stress values is due to the superposition of the impact
stress waves propagating along the surface. The quali-
tative behavior differs for the misalignment angles: the
sign of surface stress wave is negative for 0.11◦ and
positive for 0.22◦ (figure 2).

Figure 2: Stress σxx in the piston head for misalignment an-
gles 0.11◦ (left) and 0.22◦ (right) at time 6.3 µs.
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Needle-punched nonwoven textiles can undergo 

large irreversible deformations. This response can be 
primarily attributed to relative sliding of fibers at the 
entangled knots [1]. We have developed a new 
discrete network model [2] for this type of materials. 
It is based on the following simplifying assumptions: 
• the fibers are considered as inextensible cables 

composing a central force network; there is no 
elastic elongation when fibers are loaded in 
tension; when compressed the segments 
become slack and produce no axial force; 

• the fibers slide relative to each other at the 
connecting knots as shown in Figure 1 when 
the force difference on the opposite sides of 
the knot overcomes the frictional limit; the 
yield limits do not change during the 
deformation process. 

The rate-independent sliding and the quasi-static 
equilibrium loading of such network structure are 
constituted within the theory of standard dissipative 
systems. A minimum principle for incremental 
potential is formulated with respect to the 
displacement-based variables: nodal coordinates, 
segment end-to-end vectors, segment lengths and 
incremental fiber slidings. It takes the form of 
second-order cone programming (SOCP) similarly to 
the case of elastic cable networks [3]. A pure 
complementary energy principle is derived as the 
dual formulation in terms of stress-like variables: 
nodal reactions, fiber force vectors, axial forces and 
friction forces. Both SOCP problems can be solved 
numerically by interior-point methods. 

 

Figure 1: Relative sliding of entangled fibers. 
Fiber pill-out is incorporated to the model as the 
microscopic failure mechanism. It is detected at the 
end of each loadstep when the slip in the terminal 
knots exceeds the free tail length at the beginning of 
the loading. This allows to capture the behavior of the 
fiber networks in the entire macroscopic specimens 
as shown in Figure 2 and the characteristic material 
response shown in Figure 3.  

 

Figure 2: Deformation of a fiber network. 

 

Figure 3: Clamp force for a rectangular specimen. 
We study various specimen geometries, including 

notched specimens. The simulation results are 
validated by the known and newly obtained 
experimental data. 
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We need more metals and minerals for the green tran-
sition of our society. The mining sector, which con-
sumes around 6% of the world’s total energy, sees about
40% of this energy used in the grinding process of the
ore to extract minerals. Sustainability begins with the
materials you extract through mining. This project is
committed to creating a virtual platform that facilitates
the development of eco-efficient rock processing solu-
tions aimed at reducing energy consumption. The chal-
lenge in crushing simulations is to improve the accuracy
and reliability of the rock geometry and the dynamic
fracture model, ensuring precise predictions while also
scaling up to an industrial level.

The explicit Discrete Element Method (DEM) is the
preferred tool for modeling processes involving granu-
lar materials, particularly with parallel computing on
Graphics Processing Units (GPUs), it offers efficient
and scalable solutions for industrial-sized problems. In
DEM, Newton’s second law governs the movement of
pseudo-rigid particles, meaning they can overlap, pro-
vided the overlap distance is small compared to the
particles’ size such that the particles’ deformation is
negligible. We present a cohesive zone model for
mixed-mode fracture [1] in bonded GPU-accelerated
Voronoi-based DEM implemented in the commercial
software Demify developed at Fraunhofer-Chalmers
Centre (FCC). This model introduces virtual, yet re-
movable, cohesive bonds between Voronoi-shaped par-
ticles, mimicking the natural bonds found between
grains in a rock, thereby simulating rock fracture. We
model the bond as a truss-bar, exhibiting Hookean be-
havior until failure initiation. At that point, we in-
tegrate the Mohr-Coulomb failure criterion in shear
with a maximum stress criterion in tension, utilizing
a quadratic nominal stress criterion followed by a lin-
ear softening traction-separation law within the frame-
work of classical damage mechanics. In compression,
a penalty method, represented by a linear truss-bar, is
employed, while the dilated polyhedron approach with
the Hertz-Mindlin-Deresiewicz (HMD) no-slip contact
model for simple spheres kicks in after bond breakage
[2].

The DEM model is calibrated against a Brazilian disc
test of glimmingen and limestone, followed by valida-
tion against a Single Particle Breakage (SPB) test of the
same material (see Figure 1). A comparison is made
with a Finite Element Method (FEM) model utilizing
the KST-DFH constitutive description of the rock ma-

terial. As the last step, it is applied in cone crusher sim-
ulations of large particle systems (see Figure 1), com-
pleting the transition from rock fracture mechanics to
minerals engineering.

Figure 1: DEM simulations of a Brazilian disc test, Single
Particle Breakage (SPB), and a cone crusher.
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In the modelling of industrial processes, multi-
physics co-simulations become increasingly prevalent.
In many industrial applications, various components
and subsystems are interacting and affecting each other.
Thus, to accurately model the components, different
modelling and simulation methods must be combined to
capture the correct interactions and behaviours of each
component.

The Finite Element Method (FEM) is a common sim-
ulation method for solid structures to study for instance
deformations due to external loads. In many industrial
applications, FEM is even applied to simulate granular
materials, e.g. for railroad infrastructure simulations
[2]. However, it is important to consider the granu-
lar materials as dynamic particle systems for accurate
modelling, which is commonly done with the Discrete
Element Method (DEM). The combination of the sim-
ulation of solid structures and particle systems is pre-
sented with the co-simulation of a DEM-FEM surface
coupling.

To exemplify the value of the DEM-FEM coupling,
it is evaluated in different industrial applications, two of
them are given in the following.

Figure 1: Snapshot of a railroad simulation with a moving
point load pattern. The sleepers and rails are simu-
lated with FEM and the ballast particles with DEM.

In the first industrial application of railroad simula-
tions, the sleepers and rails are modelled with FEM and
the ballast layer consisting of rock particles with DEM
to evaluate the interaction between the sleepers and the
ballast material. An example of a simulation can be
seen in Figure 1. In this case, a moving point load is
applied on the rails representing train axles and the set-
tlement of the track can be evaluated. The inclusion of
DEM in the DEM-FEM coupling facilitates to evaluate
different size distributions or shapes of the material, i.e.
rounded particles versus highly irregular particles.

In the second industrial application, a wheel loader

bucket is simulated with a FEM model and interacts
with a pile of rock particles represented in DEM. A
visualisation of this application is shown in Figure 2,
where nodes on the FEM mesh are coloured by the von
Mises stress. Here, the DEM-FEM coupling facilitates
to analyse the fatigue and wear on the bucket, especially
the tip, when interacting with the rock pile, considering
the difficulties of varying size distributions or material
properties of the rocks. Thus, varying bucket designs
and their resistance and stability can be evaluated in
more detail.

Figure 2: Snapshot of a simulation of a wheel loader bucket
represented as a FEM object interacting with a pile
of rocks simulated with DEM.

The DEM-FEM coupling bridges the gap of under-
standing the behavior and effects in granular materials
for solid mechanics applications, such as simulations
of infrastructure. With FEM the solid structures can be
simulated accurately and their deformations and strain
due to external loads can be analysed. Furthermore,
with the representation of the individual rock particles
in DEM with various details, e.g. their exact shape,
the coupling facilitates the evaluation of the dynamics
inside the particle population due to the movement of
solid structures.
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Enhancing our comprehension of localized 

deformation and heterogeneity within rocks and their 
consequent impact on fluid flow is paramount for 
optimizing various geoenergy applications. Recent 
advancements in 3D imaging techniques, notably X-
ray and neutron tomography, have significantly 
advanced our ability to tackle this challenge.  

In this study, we employed a multidisciplinary 
approach combining advanced imaging technologies 
with numerical simulations to investigate the 
hydromechanical behavior of rocks at both macro 
and micro scales. Specifically, we conducted coupled 
triaxial permeability tests on Idaho Gray sandstone 
samples using the state-of-the-art NeXT instrument 
[1] at ILL (Institut Laue Langevin). This allowed us 
to capture detailed 3D images of the samples with 
exceptional spatial resolution and track rapidly fluid 
flow dynamics within the porous rock matrix. From 
the X-ray image data, porosity fields were generated 
to characterize the internal structure of the samples. 
Additionally, Digital Volume Correlation (DVC) 
using the SPAM algorithm [2] was performed on 
pairs of in situ tomograms to quantify strain fields. A 
custom algorithm was developed to process neutron 
tomograms generating fluid flow speed fields. 

Furthermore, we performed numerical finite 
element (FE) simulations to complement our 
experimental observations and delve deeper into the 
underlying mechanics governing rock-fluid 
interactions. Mechanical constitutive models, 
including a logarithmic-based porous elasticity 
model and a critical state plasticity model [3], were 
calibrated from experimental data from Bedford et al. 
[4]. Then numerical analyses based on a 
homogeneous idealization (material-point 
simulations) were conducted to ratify the mechanical 
behavior. Finally, we simulated the mechanical 
response of the replicated heterogeneous samples 
under the same boundary conditions of the 
experiments. To simulate hydraulic behavior, we 
adopted the Carma-Kozeny model, which accounts 
for permeability dependence on pore size and 
porosity. This model allowed us to replicate fluid 
flow through the samples at axial displacements 
equivalent to those observed in experiments, 
providing valuable insights into the hydraulic 
dynamics within the heterogeneous rock matrix. 

A novel aspect of our study involved the 
incorporation of field heterogeneities into our 
numerical models, derived from the high-resolution 

tomographic images. We began by binarizing images 
of the intact sample and then delineating regions of 
different porosity levels. Utilizing this data, we 
generated representative volume elements (RVEs), 
taking into account the coordinates and area of each 
element within the finite element mesh. To correlate 
porosity variations with material behavior, we 
adjusted the yield surface size and elastic constants 
of each RVE based the normal consolidation line. 
The variables were assigned to the elements using 
field subroutines.  

The experimental and numerical results show that 
heterogeneity significantly influenced both global 
and local failure mechanisms. Deviatoric and dilative 
volumetric strain seems to concentrate in the least 
porous zones, contributing to the on-set of failure. 
Fluid flow exhibited faster rates in more porous 
zones, with rock deformation influencing the flow 
path; dilation facilitated fluid transmissibility, while 
contraction reduced it. Numerical analysis indicated 
that, although there are challenges in replicating 
exact full-field deformation with the adopted 
constitutive model, the distribution of deviatoric and 
volumetric strain across different porosity regions 
was aligned with experimental observations. 
Additionally, the fluid flow fields were relative 
aligned with what noted in the neutron image series. 
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A viable method to predict the initiation and 

propagation of cracks in ductile materials is using a 

Gurson model [1], which accounts for void nucleation, 

growth, and coalescence. A non-local treatment of 

suitable internal variables, involving one or several 

length scales, is preferable when numerically 

analysing failure processes based on damage 

constitutive models. In this way, a pathological 

dependence on the discretization of the numerical 

model and strain localization can be avoided. [2]  

 

In this study, an integral approach that utilizes two 

different length scales is applied, in which the 

integration is carried out in spatial configuration 

motivated by the observation that ductile failure 

typically is preceded by finite deformation [3]. To 

address ductile failure in the full range, low to high 

triaxial stress states, the Gurson model modified for 

shear failure is employed [4]. A model for void 

nucleation is also included, which was observed to be 

a necessity to enable the development of cup-cone 

fracture in uniaxial tension. With this model, the 

progression of shear failure may be separated from 

the progression of flat dimple rupture, by assuming 

that the contribution to the evolution of the effective 

void volume fraction can be split into a deviatoric 

part in addition to the dilatational part. It is assumed 

that these failure mechanisms are governed by 

different characteristic length parameters, a 

deviatoric 𝑅𝑠 and a dilatational length 𝑅ℎ, 

respectively. 

 

The influence on the failure of the two length 

parameters (𝑅𝑠, 𝑅ℎ)  is numerically investigated 

using different benchmark loading conditions and 

physical material parameters. These benchmark 

problems constitute a set of discriminating tests, from 

which the two length parameters can be estimated for 

practical purposes. It is shown that the introduction 

of an additional deviatoric length parameter has a 

significant effect on the deformation to failure in 

shear-dominated geometries with strong plastic strain 

gradients, as well as on the appearance of the classic 

cup-cone failure and shear band formation leading to 

slant fracture in tension-dominated geometries. Fig.1 

presents failure modes for a round smooth bar (RSB) 

loaded in uniaxial tension, where a smaller 𝑅𝑠 
facilitates the development of cup-cone fracture and 

𝐿𝑒 denotes the element size. 

 

Experiments are carried out on test specimens similar 

to the numerically analysed benchmark problems on 

material A508. Model parameters are systematically 

estimated using the experimental outcomes. Fig.2 

presents the load deformation response and the JR 

curve for single edged bend specimen (SENB) with 

initial deep and shallow crack, respectively.  

 
Figure 1: Cup-cone failure modes in RSB shown in the 

undeformed configuration. Iso-contours of the effective 

void volume fraction are shown. 

 

 
Figure 2: Calibration of SENB with initial deep and 

shallow crack. 
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When an ultrasonic wave propagates through a poly-
crystalline material, typically a metal, it undergoes
grain scattering and it therefore becomes dispersive
and attenuated. The grains are usually anisotropic but
in many cases their orientation is random so the ef-
fective properties become isotropic. A classical ap-
proach to study such media is to replace the micro-
inhomogeneous elastic material with a continuous ran-
dom material characterized by a local elastic stiffness
tensor with mean isotropic stiffness and random fluc-
tuations [1]. A volume integral approach is then em-
ployed which is solved by a perturbative method assum-
ing weak elastic fluctuations (the method is often called
the second order approximation (SOA)).

More recently FEM has been used to estimate the
effective wavenumbers [2]. This modelling of a poly-
crystalline material raises questions about the size of
the model and its boundary conditions, grain and mesh
generation, the statistical approach, and computer run-
ning times.

Here a very different approach is taken. First the
scattering by a single anisotropic sphere in an infinite
isotropic surrounding is solved, and this leads to an
explicit algebraic solution for low frequencies [3]. To
model a polycrystalline material each grain is assumed
to be a sphere and to act as a scatterer in the average
material of all the other grains. Multiple scattering is
disregarded and the grains are assumed to completely
fill the material in the sense that the total volume of all
the grains equals the volume of the material. The grains
are also randomly located and oriented.

The effective wave propagation in a material consist-
ing of a matrix with a distribution of scatterers is a clas-
sical subject in mathematical physics. For the scattering
in elastic media Gubernatis and Domany [4] give the
following equation for the effective wavenumber Ki

K2
i = k2i + 4πn⟨fi⟩, (1)

where i determines the type of wave, compressional or
shear. Here n is the number densities of scatterers and
⟨fi⟩ is the ensemble averaged (with respect to orienta-
tion) forward scattering amplitude of a single grain. All
together this means that the effective wavenumber can
be given in closed algebraic form.

A final important issue is how to choose the ma-
trix material in which the scattering by a single grain
is taken place and similarly for SOA how the mean
elasticity properties are chosen relative which the de-
viations are given. Traditionally the Voigt average is
used [1,2], but it appears [3] that a better choice may be
to take the static-consistent average.
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Figure 1: Attenuation of zinc as a function of frequency.

As an example Figure 1 shows the attenuation of
zinc as a function of frequency on a log-log scale for
the present approach, FEM, and the SOA method of
Yang et al. [5]. Both axes are made dimensionless
by the sphere radius (and a similar length for FEM and
SOA). The low frequency range where the present ap-
proach is valid is roughly kpa < 0.5. Zinc is a strongly
anisotropic material and that is the reason for SOA un-
derestimating the attenuation as compared to the other
two methods which show a reasonable agreement.
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This research numerically investigates wave prop-
agation within two-dimensional defect-free multilayer
graphene. It incorporates geometric nonlinearity using
second strain gradient elasticity. We analyze the dy-
namic characteristics of multilayer graphene, including
band structures, employing periodic structures theory
[1]. The numerical findings demonstrate that incorpo-
rating nonlinearity enables more accurate predictions of
higher frequency values, resulting in a stiffness harden-
ing effect in graphene. At elevated frequencies, a sub-
stantial portion of energy becomes confined to a sin-
gle direction, and the nonlinear model demonstrates en-
hanced wave-controlling capabilities.

As depicted in Fig.1, the configuration of carbon
atoms includes interactions through out-of-plane π-
bonds and in-plane σ-bonds. The multilayer graphene
under consideration is assumed to be free of defects.
The primary emphasis here is on exploring the con-
tinuum mechanics of graphene, employing a geomet-
rically nonlinear continuous beam model to capture the
interaction dynamics between two carbon atoms.

Fig. 1: The schematic of a resonator. (a): A periodic waveguide constructed from multilayer graphene. (b):

A unit cell

 A multilayer graphene-based periodic waveguide

A unit cell comprising three-layers within the waveguide. The bonds within the graphene structure are treated
as continuous beams subject to tension deformation denoted by u(x̄, t) along the local coordinate x̄, bending
deformation represented by v(x̄, t) along the z̄ direction, and rotation denoted by v′(x̄, t) within the x̄z̄ plane.

encompassing the strong form, weak form, and nonlinear wave propagation of graphene. This1

investigation sheds light on the special mechanical characteristics of graphene, thereby enriching2

our comprehension of resonator systems built upon it.3
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Fig. 2: The graphical depiction of nonlinear wave propagation in graphene using SSG theory.

2.1. Strong form derivation4

In order to confirm the mechanical model of the graphene, firstly, the strain energy density via5

the SSG theory [60] is introduced, as below:6

Ū = Ū0 + Ū1 + Ū2 + Ū3 + Ū4, (1)

with7

Ū0 =
1

2
λεiiεjj + µεijεij, Ū1 = a1ξijjξikk + a2ξiikξkjj + a3ξiikξjjk + a4ξijkξijk + a5ξijkξjki,

Ū2 = b1ζiijjζkkll + b2ζijkkζijll + b3ζiijkζjkll + b4ζiijkζllkj + b5ζiijkζlljk + b6ζijklζijkl + b7ζijklζjkli,

Ū3 = c1εiiζjjkk + c2εijζijkk + c3εijζkkij, Ū4 = b0εiijj,

(2)

where Ū0 stands for the classical component of strain energy density, Ū1 represents the strain8

5

Figure 1: The schematic of a resonator constructed from the
multilayer graphene-based waveguide.

In order to confirm the mechanical model of the
graphene, the strain energy density through the SSG
theory [2] is introduced, as below:

Ū = Ū0 + Ū1 + Ū2 + Ū3 + Ū4, (1)

where Ū0 represents the classical strain energy density
component, Ū1 signifies the strain energy density as-
sociated with the second gradient of displacement, Ū2

denotes the strain energy density linked to the third gra-
dient of displacement, Ū3 indicates the coupled portion
of strain energy density, and Ū4 relates to the cohesion
modulus b0 in terms of force dimension. The corrected
frequency ω is determined by combining the solutions

of the linear zero-order system and the perturbed sys-
tem [3], resulting in the following expression:

ω = ω0 + βω1, (2)

in which ω0 stands for the linear frequency, ω1 means
the frequency from perturbed system, β is a quantifier
for the degree of nonlinearity inherent in the system.
Fig. 2 displays the first five branches of the normal-
ized frequency spectrum along the boundary O-A-B-O
of the irreducible first Brillouin zone.
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Figure 2: Band structures of defect-free multilayer graphene
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The Many engineering concepts in higher 

education involve 3D descriptions of objects, such as 

structures within Mechanical Engineering. 

Understanding such concepts can be challenging for 

students in the absence of proper visualization [1]. 

Immersive technologies such as Virtual Reality 

(VR), Augmented Reality (AR), and Mixed Reality 

(MR) can offer a novel teaching tool as a virtual lab 

for teachers and students to address these challenges. 

[2]. In MR, users can interact with digital objects in 

the real world typically with a headset with 

transparent lenses. MR can also make it possible to 

explore inside a 3D object, which is not feasible in 

real experiment labs. As an example, MR can help 

students better understand mechanical structures and 

their responses by providing a 3D immersive 

environment to explore and interact with the structure 

and capture concepts such as stress (internal force) 

and strain (deformation). Furthermore, it has been 

proven to reduce the cognitive load on the brain and 

improve students' focus and attention. MR can also 

simulate complex engineering systems and scenarios, 

reducing the need for costly physical prototypes and 

minimizing risks associated with real-world testing. 

Employing MR for setting up virtual labs can also 

remove the logistical hindrances of a physical lab and 

even promote an internet-based learning platform [3].  

HoloMech is an MR-based application developed 

at Uppsala University to enhance the education in 

Solid Mechanics. The HoloMech application has 

been demonstrated and used for several study 

programs including Mechanical Engineering, 

Construction Engineering, and Engineering Physics, 

receiving positive feedback from the students.  

In this talk, HoloMech will be presented, and there 

will also be opportunity for hands-on experience with 

HoloMech, allowing the participants to explore the 

possibilities of immersive technology within the 

context of higher education pedagogy. During this 

session, we will share the results of evaluation of 

HoloMech based on the feedback collected from the 

students. Furthermore, the potential benefits and 

innovative ways of integrating MR technology into 

the learning process will be discussed. 
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Figure 1: HoloMech: Beam bending with 

deformation and internal forces including stress 

resultants and stress components  
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The current structural castings used in the 
automotive industry are exteremely thin walled (of 
the order of 2.5 mm) and of large dimensions, and 
therefore require to be processed through high 
pressure die casting (HPDC) [1]. The conventional 
HPDC alloys possess high Fe content up to around 
1.5 wt% [2], which promotes the formation of brittle 
platelets of b-Al5FeSi phase during the casting 
process [3], thereby severely affecting the ductility of 
the component. This has led to the development of 
primary AlSi10MnMg alloy by adding Mn in a range 
of 0.4-0.8 wt% and restricting Fe content to 0.2 wt%. 
Addition of Mn bypasses the formation of deleterious 
b-Fe phase via evolution of less problematic a-Fe 
phase. However, limiting the Fe content in the 
material significantly increases the production cost. 
In addition, the current era calls for production of 
sustainable materials that are more environment 
friendly with respect to industrial applications. Thus, 
there is a growing interest for recycled secondary 
alloys to be used in the HPDC process for 
manufacturing the structural parts of automobiles. 
The usage of secondary alloys, which usually contain 
a little higher Fe content than primary AlSi10MnMg 
alloy, can significantly reduce the production cost 
and CO2 emission and arguably still be able to exhibit 
mechanical properties within a range that are 
desirable in the cast components [4,5]. 
 

Thus, the aim of the current work is to investigate 
the microstructure evolution in a 2 mm thick casting 
of a novel recycled secondary Al alloy (denoted as 
AlSi10MnMg(Fe)) processed by vacuum assisted 
HPDC and the resultant mechanical properties and 
deformation behavior. First, the microstructure of the 
as-cast part was analyzed, revealing 3 constituents: 
(i) a-Al primary phases, (ii) a-Fe/Mn intermetallic 
compounds, and (iii) Al-Si eutectic clusters. The 
microstructure evolution starting from the surface 
layer through the depth up to the center of the casting 
could be divided into 3 regions with distinct features: 
(i) “skin” layer at the surface, indicated by very fine 
a-Al phases, (ii) a mixture of same amount of a-Al 
and Al-Si phases next to the skin layer, and (iii) 
gradual increase in the amount of a-Al primary 
phases with simultaneous decrease in that of Al-Si 
eutectic phase towards the center of the casting. The 

hardness distribution profile of the cast part 
corroborated well with the microstructure evolution 
through the thickness. Having said that, the formation 
of skin on the casting surface was found to be 
relatively irregular in the as-cast parts, which is 
supposed by the inhomogeneous molten metal flow 
inside the die cavity. Finally, the tensile properties of 
the cast parts were measured through uniaxial tensile 
tests at room temperature with 0.001 s-1 strain rate. 
The results from the tests manifested that the yield 
strength of the secondary alloy used in the current 
study is comparable with that expected by the 
primary alloy [5]. In terms of total elongation, our 
secondary alloy showed a large variation for the 
tested samples. The subsequent fracture surface 
analysis revealed that the restricted ductility is due to 
the presence of cold flakes (defects that are imparted 
during the HPDC process) at the casting surface 
which promoted undesirable crack initiation during 
the tensile tests. 
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