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For p ∈ [1, ∞), we show that every unital Lp-operator algebra 
contains a unique maximal C∗-subalgebra, which is always 
abelian if p �= 2. Using this, we canonically associate to 
every unital Lp-operator algebra A an étale groupoid GA, 
which in many cases of interest is a complete invariant for 
A. By identifying this groupoid for large classes of examples, 
we obtain a number of rigidity results that display a stark 
contrast with the case p = 2; the most striking one being that 
of crossed products by topologically free actions.
Our rigidity results give answers to questions concerning the 
existence of isomorphisms between different algebras. Among 
others, we show that for the Lp-analog Op

2 of the Cuntz 
algebra, there is no isometric isomorphism between Op

2 and 
Op

2 ⊗p Op
2 , when p �= 2. In particular, we deduce that there 

is no Lp-version of Kirchberg’s absorption theorem, and that 
there is no K-theoretic classification of purely infinite simple 

✩ The second named author was partially supported by a Postdoctoral Research Fellowship from the 
Humboldt Foundation and by the Swedish Research Council Grant 2021-04561. The second and third 
named authors were partially supported by the Deutsche Forschungsgemeinschaft (DFG, German Research 
Foundation) under the SFB 878 (Groups, Geometry & Actions) and under Germany’s Excellence Strategy 
EXC 2044-390685587 (Mathematics Münster: Dynamics-Geometry-Structure). The third named author was 
partially supported by the Knut and Alice Wallenberg Foundation (KAW 2021.0140).
* Corresponding author.

E-mail addresses: y.choi1@lancaster.ac.uk (Y. Choi), gardella@chalmers.se (E. Gardella), 
hannes.thiel@chalmers.se (H. Thiel).

URLs: https://www.maths.lancs.ac.uk/~choiy1/ (Y. Choi), https://www.math.chalmers.se/~gardella
(E. Gardella), https://www.hannesthiel.org (H. Thiel).
https://doi.org/10.1016/j.aim.2024.109747
0001-8708/© 2024 The Author(s). Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons .org /licenses /by /4 .0/).

https://doi.org/10.1016/j.aim.2024.109747
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/aim
http://crossmark.crossref.org/dialog/?doi=10.1016/j.aim.2024.109747&domain=pdf
mailto:y.choi1@lancaster.ac.uk
mailto:gardella@chalmers.se
mailto:hannes.thiel@chalmers.se
https://www.maths.lancs.ac.uk/~choiy1/
https://www.math.chalmers.se/~gardella
https://www.hannesthiel.org
https://doi.org/10.1016/j.aim.2024.109747
http://creativecommons.org/licenses/by/4.0/


2 Y. Choi et al. / Advances in Mathematics 452 (2024) 109747
amenable Lp-operator algebras for p �= 2. Our methods also 
allow us to recover a folklore fact in the case of C*-algebras 
(p = 2), namely that no isomorphism O2 ∼= O2⊗O2 preserves 
the canonical Cartan subalgebras.
© 2024 The Author(s). Published by Elsevier Inc. This is an 

open access article under the CC BY license (http://
creativecommons .org /licenses /by /4 .0/).

1. Introduction

Given p ∈ [1, ∞), we say that a Banach algebra is an Lp-operator algebra if it admits 
an isometric representation on an Lp-space. The case p = 2 has been intensively studied 
and a rich theory has been developed; for p ∈ [1, ∞) \ {2}, new challenges arise, and 
much less is known.

Historically, one important strand arises from Herz’s influential works in the 1970s 
on harmonic analysis on Lp-spaces, unifying results of previous authors for abelian or 
compact groups. Given a locally compact group G, Herz studied the Banach algebra 
PFp(G) ⊆ B(Lp(G)) generated by the left regular representation, as well as the com-
mutant CVp(G) ⊆ B(Lp(G)) of the right translation operators. For p = 2, these are 
respectively the reduced group C∗-algebra and group von Neumann algebra of G. Both 
PFp(G) and CVp(G) have attracted the attention of a number of people during the last 
two decades [12,46,9,16]; an overview of the classical results can be found in [17] and a 
more recent survey can be found in [21].

Many basic tools available in the C∗-algebraic setting may fail to hold for operators 
on general Lp-spaces, making their study very challenging. Nevertheless, Lp-operator 
algebras have recently seen renewed interest, thanks to the infusion of ideas, examples 
and techniques from operator algebras, particularly in the works of Phillips [39,40]. 
There, he introduced and studied the Lp-analogs Op

n of the Cuntz algebras On from [14]
(which are the case p = 2). These Banach algebras behave in many ways very similarly to 
the corresponding C∗-algebras: among others, they are simple, purely infinite, amenable, 
and their K-theory is independent of p. However, the proofs for p = 2 and p �= 2 differ 
drastically for most of these.

The work of Phillips has motivated other authors to study Lp-analogs of well-studied 
families of C∗-algebras, including group algebras [40,27,28]; groupoid algebras [25]; 
crossed products by topological systems [40]; AF-algebras [41,24]; Roe algebras [10,8]; 
and graph algebras [11]. In these works, an Lp-operator algebra is obtained from com-
binatorial or dynamical data, and properties of the underlying data (such as hereditary 
saturation of a graph, or minimality of an action) are related to properties of the algebra 
(such as simplicity). More recent works have approached the study of Lp-operator alge-
bras in a more abstract and systematic way [26,29,6], showing that there is an interesting 
theory waiting to be unveiled.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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The present paper takes a further step in this direction, by studying the internal 
structure of Lp-operator algebras and their abelian subalgebras, specifically for p �= 2. 
Our first main result is as follows:

Theorem A (See Theorem 2.9). Let p ∈ [1, ∞), and let A be a unital Lp-operator algebra. 
Then there is a unique maximal unital C∗-subalgebra core(A) of A, called the C∗-core 
of A. If p �= 2, then core(A) is abelian.

Theorem A can be interpreted as follows: while a given unital Lp-operator algebra 
(p �= 2) in general has many non-isomorphic maximal abelian subalgebras, it has a unique
one that is isometrically of the form C(X). In particular, any isometric isomorphism must 
preserve the C∗-cores. This is a dramatic difference with C∗-algebras, where even Cartan 
subalgebras are not unique. On the downside, the C∗-core can sometimes be too small 
to be of any use (see Example 3.6). For an Lp-operator algebra obtained from either 
a combinatorial object or a dynamical system, the C∗-core can often be computed in 
terms of the underlying data (see Theorem 5.5). This is a very useful tool that allows us 
to retrieve information about the combinatorics/dynamics from the associated algebra, 
which is best seen in the case of topologically free actions:

Theorem B (See Theorem 6.7). Let p ∈ [1, ∞) \ {2}, let G and H be discrete groups, let 
X and Y be compact Hausdorff spaces, and let G � X and H � Y be topologically free 
actions. Then G � X and H � Y are continuously orbit equivalent if and only if there 
is an isometric isomorphism F p

λ (G, X) ∼= F p
λ (H, Y ).

In other words, for p �= 2, the Lp-crossed product of a topologically free action re-
members the continuous orbit equivalence class of the given action, and hence also the 
quasi-isometry class of the acting group. Again, this shows how much more rigid the case 
p �= 2 is in comparison with p = 2. For the sake of comparison, other rigidity phenom-
ena, this time in the context of coarse geometry and uniform Roe algebras, have been 
obtained in [10,8].

As a further application of our methods, we show that there is no Lp-analog of Elliott’s 
isomorphism theorem O2 ⊗O2 ∼= O2. More concretely:

Theorem C (See Theorem 8.11). Let p ∈ [1, ∞) \ {2}, and let m, n ∈ N. Then there is 
an isometric isomorphism

Op
2 ⊗p · · · ⊗p Op

2︸ ︷︷ ︸
m

∼= Op
2 ⊗p · · · ⊗p Op

2︸ ︷︷ ︸
n

if and only if m = n.

As a consequence, we answer a question of Phillips: there is no isometric isomor-
phism between Op

2 and Op
2 ⊗p Op

2 for p �= 2, although they are both simple, purely 
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infinite, amenable Lp-operator algebras with identical K-theory (see Proposition 8.15). 
In particular, K-theory is not a fine enough invariant to distinguish between simple, 
purely infinite, amenable Lp-operator algebras, when p �= 2, in contrast to the celebrated 
Kirchberg–Phillips classification of simple, purely infinite, amenable C∗-algebras [38].

Our methods are very general and thus ought to provide useful information in many 
other contexts, since the existence of C∗-cores does not assume that the Lp-operator 
algebra is constructed from any combinatorial object.

Acknowledgments
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2. C∗-cores in Lp-operator algebras

Let A be a unital Banach algebra. (We only consider complex Banach algebras.) Recall 
that an element a in A is said to be hermitian if ‖eita‖ = 1 for all t ∈ R. We use Ah to 
denote the set of hermitian elements in A, which is a closed, real linear subspace of A
satisfying Ah ∩ iAh = {0}; see [7, Section 5] for details.

If A is a unital C∗-algebra, then Ah consists precisely of the self-adjoint elements 
in A. It follows that A = Ah + iAh. The Vidav–Palmer theorem, [7, Theorem 6.9], shows 
that the converse also holds. More precisely, if A is a unital Banach algebra satisfying 
A = Ah+iAh, then the real-linear involution given by x +iy 
→ x −iy for x, y ∈ Ah is both 
isometric and an algebra involution which satisfies the C∗-identity (namely ‖a∗a‖ = ‖a‖2

for all a ∈ A). These observations justify the following terminology.

Definition 2.1. Let A be a unital Banach algebra, and let B ⊆ A be a unital, closed 
subalgebra. We say that B is a unital C∗-subalgebra of A if B = Bh + iBh.

The following result is standard, and will be needed later.

Lemma 2.2. Let A be a unital Banach algebra, and let B ⊆ A be a unital, closed subal-
gebra. Then Bh = B ∩ Ah. In particular, if Ah is closed under multiplication, then so 
is Bh.

Let A be a unital Banach algebra. In general, Ah + iAh is not a subalgebra, since it is 
not necessarily closed under multiplication. However, if this is the case, then it follows 
from Lemma 2.2 that it is the largest unital C∗-subalgebra of A. When Ah is itself closed 
under multiplication, we can say even more.
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Proposition 2.3. Let A be a unital Banach algebra. Assume that Ah is closed under 
multiplication. Then Ah + iAh is a commutative, unital C∗-subalgebra of A. Moreover, 
if C ⊆ A is a unital C∗-subalgebra, then C ⊆ Ah + iAh.

Proof. Since Ah is closed under multiplication, elementary algebra shows that the sub-
space D = Ah + iAh is also closed under multiplication, and is thus a subalgebra of A. 
Hence D is the largest unital C∗-subalgebra of B.

We now show that D is commutative. Given a, b ∈ Ah, the element i(ab − ba) is also 
hermitian by Lemma 5.4 in [7]. Therefore, since Ah is a R-linear subspace and is closed 
under multiplication, ab − ba belongs to Ah ∩ iAh = {0}. Thus ab = ba for all a, b ∈ Ah, 
and the result follows. �

It is well-known that hermitian elements are preserved by unital, contractive homo-
morphisms. The next result, which is probably well-known but which we could not find 
in the literature, shows that multiplicativity of the map is not needed. It shows in partic-
ular that conditional expectations onto unital subalgebras preserve hermitian elements; 
see Proposition 2.16.

Lemma 2.4. Let A be a unital Banach algebra, let B be a unital Banach algebra, and let 
ϕ : A → B be a unital, contractive linear map. Then ϕ(Ah) ⊆ Bh.

Proof. Given a unital Banach algebra C and x ∈ C, recall that the numerical range of 
x with respect to C is defined as

V (C, x) =
{
f(x) : f ∈ C∗, f(1C) = 1 = ‖f‖

}
.

We will use the standard fact that x ∈ C is hermitian if and only if V (C, x) ⊆ R.
Let a ∈ Ah. Let f ∈ B∗ satisfy f(1B) = 1 = ‖f‖, and set f̄ = f ◦ϕ. Since ϕ is unital, 

we have f̄(1A) = 1. Since ϕ is contractive, we have ‖f̄‖ ≤ 1 and thus ‖f̄‖ = 1. Then

f(ϕ(a)) = f̄(a) ∈ V (A, a) ⊆ R,

and consequently V (B, ϕ(a)) ⊆ R, which implies that ϕ(a) is hermitian. �
Our next step is to describe all hermitian operators on an Lp-space for p �= 2; 

see Proposition 2.7. Although it would suffice for many concrete examples to only con-
sider �p and Lp[0, 1], the proofs are no harder for general Lp-spaces, and the extra 
generality may be useful for future work, as ultraproduct arguments often lead to rep-
resentations on “large” Lp-spaces.

To formulate the precise result, we first recall some notions from measure theory. 
Recall that a measure algebra (A, μ) is a σ-complete Boolean algebra A together with 
a σ-additive map μ : A → [0, ∞] that satisfies μ−1(0) = {0}; see [19, Definition 321A, 
p. 68]. Given a measure space (X, Σ, μ), the family of null-sets N = {E ∈ Σ: μ(E) = 0}
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is a σ-ideal in Σ, and A = Σ/N is a σ-complete Boolean algebra. Further, the measure 
μ induces a map μ̄ : A → [0, ∞] given by μ̄(E + N ) = μ(E) for all E ∈ Σ. Moreover, 
(A, μ̄) is a measure algebra, called the measure algebra associated to (X, Σ, μ); see [19, 
321H, p. 69f].

There are natural notions of measurable and integrable functions on a measure algebra 
(A, μ), and one obtains Lp-spaces Lp(A, μ) for every p ∈ [1, ∞]. If (A, μ̄) is the measure 
algebra associated to a measure space (X, Σ, μ), then there are natural isometric isomor-
phisms Lp(A, μ̄) ∼= Lp(X, Σ, μ) for each p ∈ [1, ∞]; see Corollary 363I and Theorem 366B 
in [20].

A measure algebra (A, μ) is said to be semi-finite if for every E ∈ A with μ(E) = ∞
there exists a nonzero E′ ≤ E with μ(E′) < ∞. It is said to be localizable if it is 
semi-finite and A is a complete lattice; see [19, Definitions 322A].

Remark 2.5. Localizable measure algebras form the largest class of measure algebras 
where the Radon-Nikodym theorem is applicable. Importantly for us, Lamperti’s de-
scription of the invertible isometries of an Lp-space for p �= 2 from [33], which was 
originally proved only for σ-finite spaces, remains valid in the more general context of 
localizable measure algebras; see Section 3 in [30].

Given a measure algebra (A, μ), there is a canonical way to associate to it a semi-
finite measure algebra, which can then be Dedekind-completed to obtain a localizable 
measure algebra. Both operations identify the associated Lp-spaces for p ∈ [1, ∞) (but 
not necessarily for p = ∞); see [19, 322P, 322X(a), p. 78f] and [20, 365X(o), 366X(e), 
p. 129, p. 139]. In particular, we deduce the following:

Proposition 2.6. Let (X, Σ, μ) be a measure space. Then there is a (naturally associated) 
localizable measure algebra (A, μ̄) such that Lp(X, Σ, μ) is isometrically isomorphic to 
Lp(A, μ̄) for every p ∈ [1, ∞).

By [19, Theorem 322B, p. 72], the measure algebra associated to a measure space is 
localizable if and only if the measure space is localizable (in the sense of [18, Defini-
tion 211G, p. 13]). Since every measure algebra is realized by some measure space, we 
also deduce that for every measure space μ there exists a localizable measure space μ̄
such that Lp(μ) ∼= Lp(μ̄) for every p ∈ [1, ∞).

The following result is probably known, but we could only locate it in the literature for 
the case that the measure space is atomic ([48, Theorem 2]), or σ-finite (see for example 
[29, Lemma 5.2]). We include here a proof in the general case for the convenience of the 
reader.

Proposition 2.7. Let p ∈ [1, ∞) \ {2}, let (A, μ) be a localizable measure algebra, and let 
a ∈ B(Lp(μ)). Then a is hermitian if and only if there exists h ∈ L∞

R (μ) such that a is 
the multiplication operator associated to h.
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Proof. Given f ∈ L∞(μ), let mf ∈ B(Lp(μ)) denote the associated multiplication op-
erator. The resulting map m : L∞(μ) → B(Lp(μ)) is unital and contractive (and in fact 
isometric, since (A, μ) is localizable), which implies that it preserves hermitian elements; 
see Lemma 2.4. We have L∞(μ)h = L∞

R (μ), and thus every function f ∈ L∞
R (μ) defines 

a hermitian multiplication operator mf .
Conversely, assume that a is hermitian. We may assume that a �= 0; by rescaling if 

necessary, we may also assume that ‖a‖ ≤ π
2 . Then, for t ∈ R, set ut = eita ∈ B(Lp(μ)). 

Then ‖ut‖ ≤ 1, since a is hermitian. Moreover, utu−t = u−tut = idLp(μ), which implies 
that ut : Lp(μ) → Lp(μ) is a surjective isometry. Moreover, the resulting map [0, 1] →
Isom(Lp(μ)) into the group of surjective isometries, given by t 
→ ut, is norm-continuous.

By Lamperti’s theorem (in the form given in Theorem 3.7 in [30]; see [33] for the 
original statement), for every t ∈ [0, 1] there exist a unique ht in the unitary group 
U(L∞(μ)) of L∞(μ), and a unique Boolean automorphism Φt of A such that, in the 
notation of Lemma 3.3 of [30], we have ut = mht

◦ vΦt
. By the norm computation in 

equation (6) of [30], for s, t ∈ [0, 1] we have

‖ut − us‖ = max
{
‖ht − hs‖∞, 2(1 − δΦt,Φs

)
}
.

Since t 
→ ut is norm-continuous, it follows that Φt = Φs for all t, s ∈ [0, 1]. Since 
Φ0 is the identity automorphism, we deduce that Φt = idA for all t ∈ [0, 1]. Hence, 
exp(ia) = u1 = mh1 . Set

T =
{
it : t ∈ [−π

2 ,
π
2 ]
}

and P =
{
z ∈ S1 : Re(z) ≥ 0

}
,

and note that the exponential map induces a bijection from T to P . We let log : P → T

denote the inverse of this map, which is analytic on a neighborhood of P .
Since ‖a‖ ≤ π

2 , the spectrum of ia is contained in T . Consequently, the spectrum of 
u1 is contained in P . Applying analytic functional calculus to u1 we get ia = log(u1). 
Since m : L∞(μ) → B(Lp(μ)) is a unital homomorphism, we obtain

a = −i log(u1) = −i log(mh1) = m−i log(h1).

Note that −i log(h1) belongs to L∞
R (μ), which finishes the proof. �

Corollary 2.8. Let p ∈ [1, ∞) \ {2}, and let (X, Σ, μ) be any measure space. Then 
B(Lp(μ))h is closed under multiplication.

Proof. Apply Proposition 2.6 to obtain a localizable measure algebra (A, μ̄) such that 
Lp(μ) ∼= Lp(μ̄). Then B(Lp(μ)) and B(Lp(μ̄)) are isometrically isomorphic as Banach 
algebras, and the result follows from Proposition 2.7. �

We have arrived at one of the main results of this section: every unital Lp-operator 
algebra contains a largest C∗-subalgebra.
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Theorem 2.9. Let p ∈ [1, ∞), and let A be a unital Lp-operator algebra. Set core(A) :=
Ah + iAh. Then core(A) is the largest unital C∗-subalgebra of A. If p �= 2, then core(A)
is commutative.

Proof. Let ϕ : A → B(Lp(μ)) be an isometric representation of A on some Lp-space 
Lp(μ). Since ϕ(1) is a contractive idempotent on Lp(μ), its image is isometrically iso-
morphic to an Lp-space by Theorem 6 in [49]. Thus, upon replacing Lp(μ) with the 
image of ϕ(1), we may assume that A is a unital, closed subalgebra of B(Lp(μ)).

For p �= 2, the result follows by combining Lemma 2.2, Proposition 2.3 and 
Corollary 2.8. On the other hand, the result is standard for p = 2, and we include 
the short argument. If A ⊆ B(L2(μ))) is unital, then core(A) is a subset of the intersec-
tion A ∩A∗ ⊆ B(L2(μ)). On the other hand, A ∩A∗ is a unital C∗-subalgebra of A, and 
hence

A ∩A∗ = (A ∩A∗)h + i(A ∩A∗)h ⊆ Ah + iAh = core(A).

Thus, core(A) = A ∩A∗, which is therefore the largest unital C∗-subalgebra of A. �
Definition 2.10. Let p ∈ [1, ∞), and let A be a unital Lp-operator algebra. We call the 
algebra core(A) := Ah + iAh the C∗-core of A.

Example 2.11. Let (X, μ) be a localizable measure space and let p ∈ [1, ∞) \ {2}. Then 
core(B(Lp(μ))) = {mf : f ∈ L∞(μ)} ∼= L∞(μ), the algebra of multiplication operators.

Remark 2.12. Let (X, μ) be a localizable measure space, let p ∈ [1, ∞) \ {2}, and let 
A ⊆ B(Lp(μ)) be a closed subalgebra. Then Ah = A ∩ L∞

R (μ), and thus

core(A) =
(
A ∩ L∞

R (μ)
)

+ i
(
A ∩ L∞

R (μ)
)
,

which can be strictly smaller than A ∩L∞(μ). This is the case, for example, for the disc 
algebra

A(D) = {f ∈ C(D) : f |D◦ is holomorphic}.

Indeed, since A(D) is a Banach subalgebra of L∞(D), it is in particular an Lp-operator 
algebra for every p ∈ [1, ∞). On the other hand, A(D) ∩ L∞

R (D) = {0}, and thus 
core(A(D)) = {0}, although A(D) ∩ L∞(D) = A(D).

The next result follows directly from Lemma 2.4.

Proposition 2.13. Let p, q ∈ [1, ∞), let A be a unital Lp-operator algebra, let B be a 
unital Lq-operator algebra, and let ϕ : A → B be a unital, contractive, linear map. Then 
ϕ(core(A)) ⊆ core(B), and ϕ : core(A) → core(B) is a ∗-homomorphism.
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Remark 2.14. Proposition 2.13 does not generalize to non-unital maps, even if they 
are multiplicative: for p �= 2, consider the homomorphism C → M2 = B(�p({0, 1})
determined by sending the unit to a contractive, non-hermitian idempotent, such as 
e = 1

2
( 1 1

1 1

)
. Indeed, since the idempotent e has the form e = 1

2 (I + U), where I is 
the unit in M2 and U is the invertible isometry U =

( 0 1
1 0

)
, it follows from the triangle 

inequality that e is contractive. Moreover, e is not hermitian for p �= 2, since it does not 
belong to �∞({0, 1}).

Definition 2.15. Given a unital Banach algebra A and a unital, closed subalgebra B ⊆ A, 
a conditional expectation from A onto B is a unital, contractive, linear map E : A → B

satisfying E(b1ab2) = b1E(a)b2 for all a ∈ A and b1, b2 ∈ B. (In particular, E(b) = b for 
all b ∈ B.)

The notion of a conditional expectation is well-established for C∗-algebras, and gen-
eralizations to Banach algebras such as the one above (but also variations thereof) have 
been considered in several places; see for example [34].

We record the following fact for future use. It is an immediate consequence of 
Proposition 2.13, since conditional expectations are unital and contractive.

Proposition 2.16. Let A be a unital Lp-operator algebra, let B ⊆ A be a unital, closed 
subalgebra, and let E : A → B be a conditional expectation. Then E(core(A)) = core(B), 
and thus E restricts to a conditional expectation between the respective C∗-cores.

We end this section by exploring C∗-cores in reduced crossed products. First, we recall 
some elementary facts from [40], whose notation we follow.

2.17. Let G be a discrete group, let A be a unital Banach algebra, and let α : G → Aut(A)
be an action by isometric isomorphisms. We use Cc(G, A, α) to denote the complex 
algebra of functions G → A with finite support. Given a ∈ A and g ∈ G, we let 
aug ∈ Cc(G, A, α) be the function that maps g to a and everything else to 0. We write 
ug for 1ug, and observe that any element in Cc(G, A, α) can be written uniquely as ∑

g∈G agug, where all but finitely many ag ∈ A are zero.
The product in Cc(G, A, α) is determined by the (formal) rules uguh = ugh and 

ugaug−1 = αg(a), for g, h ∈ G and a ∈ A. In particular, u1 is the unit of Cc(G, A, α). 
Moreover, we have canonical unital homomorphisms Cc(G) → Cc(G, A, α) and A →
Cc(G, A, α) given by ug 
→ ug and a 
→ au1.

A representation of (G, A, α) on an Lp-space E is a pair (π, v) where π : A → B(E) is 
a unital, contractive homomorphism and v : G → Isom(E) is an isometric representation 
of G, satisfying vgπ(a)vg−1 = π(αg(a)) for all g ∈ G and a ∈ A. We write Repp(G, A, α)
for the class of representations of (G, A, α) on Lp-spaces. Given (π, v) ∈ Repp(G, A, α)
as above, there is a unital homomorphism π � v : Cc(G, A, α) → B(E) given by (π �

v)(aug) = π(a)vg for a ∈ A and g ∈ G.
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Next, we recall the construction of regular representations of (G, A, α). Let π0 : A →
B(Lp(μ)) be a unital, contractive representation on an Lp-space Lp(μ). Let cG denote the 
counting measure on G. As in [40, Lemma 2.10], we identify Lp(cG×μ) with �p(G, Lp(μ)). 
By [40, Lemma 2.11], the representation λμ of G on �p(G, Lp(μ)) given by λμ = λ ⊗idLp(μ)
is isometric. Further, there is a unital, contractive representation π of A on �p(G, Lp(μ))
given by

(π(a)ξ)(g) = π0(α−1
g (a))(ξ(g)),

for g ∈ G, a ∈ A and ξ ∈ �p(G, Lp(μ)). Then (π, λμ) is a covariant representation, and 
π � λμ is called the regular representation induced by π0. We write RegRepp(G, A, α)
for the class of regular representations of (G, A, α) on Lp-spaces.

Definition 2.18. Given f ∈ Cc(G, A, α), set

‖f‖ = sup
{
‖(π � v)(f)‖ : (π, v) ∈ Repp(G,A, α)

}
, and

‖f‖λ = sup
{
‖(π � λμ)(f)‖ : (π, λμ) ∈ RegRepp(G,A, α)

}
.

The full Lp-operator crossed product of (G, A, α), denoted by F p(G, A, α), is the com-
pletion of Cc(G, A, α) in the norm ‖ · ‖, while the reduced Lp-operator crossed product of 
(G, A, α), denoted by F p

λ (G, A, α), is the completion of Cc(G, A, α) in the norm ‖ · ‖λ.

By [40, Remark 4.6], the identity on A induces a unital, isometric homomorphism A →
F p
λ (G, A, α), which we use to identify A with a unital subalgebra of F p

λ (G, A, α). We let 
E : F p

λ (G, A, α) → A be the standard conditional expectation as in [40, Definition 4.11], 
which satisfies E(aug) = a if g = 1, and zero else.

Theorem 2.19. Let p ∈ [1, ∞) \ {2}, let G be a discrete group, let A be a unital 
Lp-operator algebra, and let α : G → Aut(A) be an action. Then the canonical em-
bedding A ⊆ F p

λ (G, A, α) identifies the C∗-core of F p
λ (G, A, α) with that of A, that is, 

core(F p
λ (G, A, α)) = core(A).

Proof. Use [40, Lemma 3.19] to find an isometric, unital representation π0 : A →
B(Lp(μ)) such that π � λμ induces the norm of F p

λ (G, A, α). By Proposition 2.6 and 
without loss of generality, we assume that μ is localizable. Given g ∈ G and ξ ∈ Lp(μ), 
we let δg⊗ξ denote the element in �p(G, Lp(μ)) that maps g to ξ and every other element 
in G to zero. Then

λμ
g (δh ⊗ ξ) = δgh ⊗ ξ, and π(a)(δh ⊗ ξ) = δh ⊗ π0(α−1

h (a))(ξ),

for g, h ∈ G, a ∈ A and ξ ∈ Lp(μ). Define F : B(�p(G, Lp(μ))) → B(Lp(μ)) by
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F (x)(ξ) = (x(δ1 ⊗ ξ))(1),

for x ∈ B(�p(G, Lp(μ)) and ξ ∈ Lp(μ).
Claim 1: We have F ◦ (π � λμ) = π0 ◦ E, that is, the following diagram commutes:

F p
λ (G,A, α)

π�λμ

E

B(�p(G,Lp(μ)))

F

A
π0

B(Lp(μ)).

Since all the maps involved are continuous, it is enough to verify the equality on 
Cc(G, A, α). Let a =

∑
g∈G agug ∈ Cc(G, A, α), and let ξ ∈ Lp(μ). Then

(π0 ◦ E)(a)ξ = π0(a1)ξ.

On the other hand, we have

(F ◦ (π � λμ))(a)ξ = (π � λμ)(a)(δ1 ⊗ ξ)(1) =
(∑

g∈G

π(ag)λμ
g

)
(δ1 ⊗ ξ)(1)

=
(∑

g∈G

δg ⊗ π0(α−1
g (ag))(ξ)

)
(1) = π0(a1)ξ,

as desired.
For the next two claims, we fix g ∈ G \ {1}.
Claim 2: If η : G → L∞(μ) is a bounded function with associated multiplication op-

erator mη ∈ B(�p(G, Lp(μ)), then F (mηλ
μ
g ) = 0. To prove the claim, let ξ ∈ Lp(μ). 

Then

F (mηλ
μ
g )(ξ) = (mηλ

μ
g (δ1 ⊗ ξ))(1) = (mη(δg ⊗ ξ))(1)

= (δg ⊗ (mη(g)ξ))(1) = 0.

Claim 3: Let a ∈ core(F p
λ (G, A, α)). Then E(aug) = 0. Note that (π�v)(a) belongs to 

the C∗-core of B(�p(G, Lp(μ)), since π�v is a contractive, unital map. By Example 2.11, 
and since μ is localizable, there exists a bounded function η : G → L∞(μ) such that 
mη = (π � v)(a). Using Claim 1 at the first step, and using Claim 2 at the last step, we 
get

π0(E(aug)) = F ((π � v)(aug)) = F ((π � v)(a)λμ
g ) = F (mηλ

μ
g ) = 0.

Since π0 is isometric, the claim follows.
Let a ∈ core(F p

λ (G, A, α)). We want to show that a = E(a). By Proposition 2.16, we 
have E(a) ∈ core(A) ⊆ core(F p

λ (G, A, α)). Thus, for each g ∈ G \ {1}, we have
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E(aug) = 0 = E(E(a)ug).

For g = 1, we have E(au1) = E(a) = E(E(a)u1). Since E is faithful (see [40, Proposi-
tion 4.9]), it follows that a = E(a), as desired. �
Corollary 2.20. Let G � X be a topological action of a discrete group G on a compact, 
Hausdorff space X. Then core(F p

λ (G, X)) = C(X).

Given a discrete group G, we use F p
λ (G) to denote its reduced group Lp-operator alge-

bra ([40]), which was originally introduced by Herz as the ‘algebra of p-pseudofunctions’ 
(see also [27, Definition 3.1]). We have F p

λ (G) ∼= F p
λ (G, {∗}).

Corollary 2.21. Let G be a discrete group. Then core(F p
λ (G)) = C.

Problem 2.22. Given a countable, discrete group G, determine the C∗-core of its full 
group Lp-operator algebra. Can one give an explicit description for G = Fn?

Another fundamental tool for the computation of C∗-cores will be given in Proposi-
tion 5.1. We postpone the discussion of further examples until then.

3. The Weyl groupoid of an Lp-operator algebra

From now on and until the end of this section, we fix p ∈ [1, ∞) \{2}. Thus, given a uni-
tal Lp-operator algebra A, its core is a commutative, unital C∗-algebra by Theorem 2.9, 
and we write XA for its spectrum, which is a compact Hausdorff space. Under this 
identification, we will regard C(XA) as a unital subalgebra of A.

In this section, we first construct a canonical inverse semigroup of partial homeomor-
phisms on XA; see Corollary 3.3. The associated groupoid of germs, which we denote by 
GA, is a topologically principal, étale groupoid with unit space XA, which we call the 
Weyl groupoid of A; see Definition 3.5. The Weyl groupoid contains information about 
the internal dynamics of the algebra A. This can be best seen in the case of crossed prod-
ucts: we will show that for topologically free actions, the Weyl groupoid of the crossed 
product can be naturally identified with the transformation groupoid (see Theorem 5.5
and the remarks at the beginning of Section 6 for the details).

For the next definition, we use C(XA)+ to denote the set of continuous functions 
XA → [0, ∞). Note that C(XA)+ is the set of positive hermitian elements in A.

Definition 3.1. Let A be a unital Lp-operator algebra. Given open subsets U, V ⊆ XA

and a homeomorphism α : U → V , we say that α is realizable (within A) if there exist 
a, b ∈ A satisfying the following conditions.

(1) For all f ∈ C(XA)+, we have afb, bfa ∈ C(XA)+.
(2) We have U = {x ∈ XA : ba(x) > 0} and V = {x ∈ XA : ab(x) > 0}.
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(3) For all x ∈ U , all y ∈ V , all f ∈ C0(V ) and all g ∈ C0(U), we have

f(α(x))ba(x) = bfa(x) and g(α−1(y))ab(y) = agb(y).

In this case, we say that s = (a, b) is an admissible pair which realizes α, and we write 
α = αs, U = Us and V = Vs.

Realizable pairs as in the definition above will play the role of the normalizers used by 
Renault in [44]. Indeed, a pair (a, b) replaces what in Renault’s context would be a pair 
of the form (a, a∗) where a is a normalizer. In our setting, however, there are a number 
of difficulties arising from the absence of a canonical involution on a general Lp-operator 
algebra.

Proposition 3.2. Let A be a unital Lp-operator algebra, and let s = (a, b) and t = (c, d)
be admissible pairs in A.

(a) The inverse of αs is realized by the reverse of s, which is defined to be the admissible 
pair s� = (b, a).

(b) The product st = (ac, db) realizes the composition

αs ◦ αt|Ut∩α−1
t (Us) : Ut ∩ α−1

t (Us) → Vs ∩ αs(Vt).

(c) For every f ∈ C(XA), the pair sf = (f, f) is admissible and αsf = idUsf
. In 

particular, the identity map on every open subset of XA is realizable.

Proof. Part (a) is immediate from the definition, so we check (b). Condition (1) in 
Definition 3.1 is readily verified for the pair (ac, db). Set

Ust = Ut ∩ α−1
t (Us) and Vst = Vs ∩ αs(Vt),

which are open subsets of XA. We claim that

Ust =
{
x ∈ XA : dbac(x) > 0

}
and Vst =

{
x ∈ XA : dbac(x) > 0

}
,

which is Condition (2) in Definition 3.1. We prove the first equality, since the other one 
is obtained by considering the reverses of s and t. Set f = ba, which is a strictly positive 
function on Us = {x ∈ XA : ba(x) > 0}. Using Condition (3) in Definition 3.1 for the 
pair (c, d), we get

dbac(x) = dfc(x) = f(αt(x))dc(x) = ba(αt(x))dc(x)

for all x ∈ XA. Note that the composition f ◦αt is a strictly positive function in C0(Ust). 
In particular, the expression above is positive if and only if ba(αt(x)) > 0 and dc(x) > 0, 
which is equivalent to x ∈ Ust. This proves the claim.
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It remains to verify Condition (3) in Definition 3.1; we will only do the first half, since 
the other one is analogous. Let x ∈ Ust and let f ∈ C0(Vst). In the following computation, 
we use the identity dbac(x) = ba(αt(x))dc(x) at the first step; the fact that (a, b) realizes 
αs at the second step; and the fact that (c, d) realizes αt at the third step (applied to 
bfa in place of f), to get

f(αs(αt(x)))dbac(x) = f(αs(αt(x)))ba(αt(x))dc(x)

= bfa(αt(x))dc(x) = dbfac(x).

This completes the proof.
Finally, part (c) is immediately checked, using that C(XA) is commutative. �
For the reader’s convenience, and to fix notation and terminology, we include some 

standard background on inverse semigroups and étale groupoids. Recall that an inverse 
semigroup is a semigroup S together with an involution � : S → S satisfying ss�s = s

for all s ∈ S. A inverse subsemigroup of S is a subsemigroup that is closed under the 
involution. A typical example of an inverse semigroup is Homeopar(X), the set of partial 
homeomorphisms of a compact Hausdorff space X.

Corollary 3.3. Let A be a unital Lp-operator algebra. Then the set of realizable partial 
homeomorphisms on XA is an inverse subsemigroup of Homeopar(XA).

Proof. This follows immediately from Proposition 3.2. �
We now use the inverse semigroup of realizable partial homeomorphisms on XA to 

construct an étale groupoid with unit space XA.

Definition 3.4 (see [43]). A topological groupoid is a topological space G, endowed with 
a distinguished subset G(2) ⊆ G × G of composable arrows and continuous operations 
G(2) → G (composition, denoted (γ, δ) 
→ γδ) and (·)−1 : G → G (inversion, denoted 
γ 
→ γ−1) satisfying

(1) If (γ, η) and (η, ξ) belong to G(2), then so do (γη, ξ) and (γ, ηξ) and we have (γη) ·ξ =
γ · (ηξ).

(2) For all γ ∈ G we have (γ−1)−1 = γ.
(3) For all γ ∈ G we have (γ, γ−1) ∈ G(2).
(4) For every (γ, η) ∈ G(2) we have γ−1(γη) = η and (γη)η−1 = γ.

The set G(0) := {γ ∈ G : γ = γ−1 = γ2} is called the unit space of G. The domain and 
range maps dom, ran : G → G(0) are given by

dom(γ) := γ−1γ, and ran(γ) := γγ−1
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for all γ ∈ G. The groupoid G is étale if the (automatically continuous) domain and range 
maps are local homeomorphisms, and Hausdorff if G is Hausdorff as a topological space.

Let X be a compact Hausdorff space, and let S ⊆ Homeopar(X) be an inverse sub-
semigroup. The groupoid of germs G(S) of S is defined as follows. On the set

{
(s, x) ∈ S ×X : s ∈ S, x ∈ dom(s)

}
,

define an equivalence relation by setting (s, x) ∼ (t, y) whenever x = y and there exists 
a neighborhood U of x in X such that s|U = t|U . We write [s, x] for the equivalence class 
of (s, x). Then the quotient G(S) by this equivalence relation has a natural groupoid 
structure with ran([s, x]) = s(x) and dom([s, x]) = x, and operations given by

[s, t · y][t, y] = [st, y], and [s, x]−1 = [s�, s(x)]

for all s, t ∈ S and all x, y ∈ X. With the topology defined by the basic open sets

UU,s,V =
{
[s, x] : x ∈ U, s(x) ∈ V

}
,

for U, V ⊆ X open and s ∈ S, the groupoid G(S) is étale. The unit space of G(S) can be 
canonically identified with X, and is therefore compact and Hausdorff. For details, we 
refer to [44, Section 3].

The next definition follows Renault’s terminology from [44, Definition 4.11]:

Definition 3.5. Let A be a unital Lp-operator algebra. We define the Weyl groupoid of A, 
denoted by GA, to be the groupoid of germs of the inverse subsemigroup of realizable 
partial homeomorphisms of XA.

The Weyl groupoid of an Lp-operator algebra is sometimes too small to carry any 
useful information.

Example 3.6. Let G be a discrete group, and let F p
λ (G) be its reduced group Lp-operator 

algebra. Then XFp
λ (G) = {∗} by Corollary 2.21, and thus GFp

λ (G) is the trivial groupoid, 
regardless of G.

The reason why GA remembers so little about A in Example 3.6 is that the group G, 
when regarded as a groupoid (with G(0) = {∗}), has very large stabilizers (or isotropy 
groups). The case we will be interested in, namely that of “small” stabilizers, is formal-
ized in the following notion. Given a groupoid G and x ∈ G(0), the set xGx = {γ ∈
G : ran(γ) = dom(γ) = x} is a group, called the isotropy group at x. One says that x has 
trivial isotropy if xGx contains only x itself. The set G′ := {γ ∈ G : dom(γ) = ran(γ)} is 
also called the isotropy bundle.
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Definition 3.7 ([44, Definitions 3.4, 3.5]). An étale groupoid G is said to be topologically 
principal if the set of points in G(0) with trivial isotropy is dense in G(0); it is said to be 
effective if the interior of G′ is G(0).

Let G be an étale groupoid. If G is topologically principal and Hausdorff, then G is 
effective, and the converse holds under suitable assumptions; see [44, Proposition 3.6]. 
The prototypical example of a topologically principal groupoid is the transformation 
groupoid of a topologically free action1 of a discrete group.

Remark 3.8. (See the beginning of Section 3 of [44].) Let G be an étale groupoid, and 
denote by S(G) the inverse semigroup of its open bisections.2 Recall that any S ∈ S(G)
defines a homeomorphism βS : dom(S) → ran(S) that satisfies βS(x) = ran(Sx) for 
all x ∈ dom(S). Moreover, the induced map β : S(G) → Homeopar(G(0)) is an inverse 
semigroup homomorphism. We let P(G) denote the image of β. By Corollary 3.3 in [44], 
the groupoid of germs of P(G) is isomorphic to G if and only if G is effective. Moreover, 
if this is the case, then β identifies S(G) bijectively with P(G).

Being a groupoid of germs, GA is always effective and étale. For later reference, we 
record this and other properties of GA in the following proposition.

Proposition 3.9. Let A be a unital Lp-operator algebra. Then GA is a locally compact 
(not necessarily Hausdorff), effective, étale groupoid, and G(0)

A is naturally homeomorphic 
to XA.

Proof. It remains to show that GA is locally compact. This follows using that the range 
map is a local homeomorphism onto the compact, Hausdorff space G(0)

A = XA. �
In contrast to Example 3.6, we will show later that when A is the reduced Lp-

groupoid algebra of a topologically principal, Hausdorff groupoid (in the sense of [25]; 
see Definition 4.3 below), then GA is a complete invariant for A.

4. Reduced groupoid Lp-operator algebras

Throughout this section, G denotes a locally compact, Hausdorff, étale groupoid, and 
G(0) denotes its unit space. In this section we recall the construction of the reduced 
Lp-operator algebra of G from [25], and we prove the basic properties that will be used 
later on. Given the absence of C∗-algebraic tools such as polar decomposition or contin-
uous functional calculus, we spend some time on technical details. Our approach here 

1 Recall that an action G � X of a discrete group on a topological space X is said to be topologically 
free if for every g ∈ G \ {1}, the interior of the set {x ∈ X : g · x = x} is empty.
2 Recall that a subset S ⊆ G is said to be an open bisection if it is open and the restrictions of the source 

and range maps to S are injective.
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is different from that in [25], and is inspired by the notes of Sims [47]; see in particular 
Section 3.3 there.

We adopt the following notational conventions: for x ∈ G(0), we set

Gx = {γ ∈ G : dom(γ) = x} and xG = {γ ∈ G : ran(γ) = x}.

(Often these sets are denoted in the literature by Gx and Gx, respectively.)
The first step is to define the appropriate convolution algebra.

Definition 4.1. We denote by Cc(G) the space of compactly supported, continuous func-
tions G → C. For f, g ∈ Cc(G), their convolution f ∗ g : G → C is defined by

(f ∗ g)(γ) =
∑

σ∈G dom(γ)

f(γσ−1)g(σ) =
∑

τ∈ran(γ)G
f(τ)g(τ−1γ)

for all γ ∈ G. Together with pointwise addition and scalar multiplication, this makes 
Cc(G) into a complex algebra. Given f ∈ Cc(G) and γ ∈ G, we define δγ ∗f, f ∗δγ : G → C

by

(δγ ∗ f)(σ) =
{
f(γ−1σ), if ran(σ) = ran(γ)
0, otherwise,

(f ∗ δγ)(σ) =
{
f(σγ−1), if dom(σ) = dom(γ)
0, otherwise,

for σ ∈ G.

Given x ∈ G(0), since G is étale, the relative topology on Gx is discrete. Therefore, 
elements in Cc(Gx) are finite linear combinations of δγ for γ ∈ Gx. Using this, in the 
following proposition we show that one can define convolution between elements in Cc(G)
and �p(Gx). Recall that the I-norm of f ∈ Cc(G) is given by

‖f‖I = max
{

sup
x∈G(0)

∑
σ∈xG

|f(σ)|, sup
x∈G(0)

∑
σ∈Gx

|f(σ)|
}
.

Proposition 4.2. Fix x ∈ G(0). Let f ∈ Cc(G) and let ξ ∈ Cc(Gx). Then f ∗ ξ belongs to 
Cc(Gx), and

‖f ∗ ξ‖p ≤ ‖f‖I‖ξ‖p

for every p ∈ [1, ∞]. It follows that there exists a unique contractive representation 
λx : Cc(G) → B(�p(Gx)) satisfying λx(f)(ξ) = f ∗ ξ for f ∈ Cc(G) and ξ ∈ Cc(Gx).
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Proof. Note that f ∗ ξ belongs to Cc(Gx). Moreover, we have

‖f ∗ ξ‖1 =
∑
γ∈Gx

∣∣∣ ∑
σ∈Gx

f(γσ−1)ξ(σ)
∣∣∣ ≤ ∑

σ∈Gx
|ξ(σ)|

∑
γ∈Gx

|f(γσ−1)| ≤ ‖f‖I‖ξ‖1,

and

‖f ∗ ξ‖∞ = sup
γ∈Gx

∣∣∣ ∑
τ∈ran(γ)G

f(τ)ξ(τ−1γ)
∣∣∣

≤ sup
γ∈Gx

∑
τ∈ran(γ)G

|f(τ)| sup
τ∈ran(γ)G

|ξ(τ−1γ)| ≤ ‖f‖I‖ξ‖∞.

Thus, the operator Cc(Gx) → Cc(Gx) given by left convolution by f is bounded, and has 
norm at most ‖f‖I for the 1- and ∞-norm on Cc(Gx). Hence, the norm inequality in the 
statement follows from the Riesz-Thorin interpolation theorem. The second assertion in 
the statement is immediate. �

For x ∈ G(0), we call the representation λx, constructed in the proposition above, the 
left regular representation of G associated to x. From now on, we fix p ∈ [1, ∞).

Definition 4.3. The reduced groupoid Lp-operator algebra of G, denoted F p
λ (G), is the 

completion of Cc(G) in the norm which for f ∈ Cc(G) is given by

‖f‖λ := sup
{
‖λx(f)‖ : x ∈ G(0)}.

Although there is a potential conflict of notation with the norm introduced in 
Definition 2.18, the notation ‖ · ‖λ is standard in the field. Since the norms from 
Definition 4.3 and Definition 2.18 are defined on different objects, it should always be 
clear which one we refer to.

The definition above agrees with the one given in Definition 6.12 of [25]; see Corol-
lary 6.15 in [25] (observing that what we here call λx is denoted Ind(x) in [25]). Note 
that 

⊕
x∈G(0) λx is an isometric representation of F p

λ (G) on an Lp-space, and thus F p
λ (G)

is an Lp-operator algebra. Moreover, F p
λ (G) is unital if G(0) is compact.3

Let p′ ∈ (1, ∞] be the dual Hölder exponent of p, which satisfies 1
p + 1

p′ = 1. For 
x ∈ G(0), we identify �p

′(Gx) with the dual of �p(Gx), and for ξ ∈ �p(Gx) and η ∈ �p
′(Gx)

we write 〈ξ, η〉 for the pairing given by 〈ξ, η〉 =
∑

γ∈Gx ξ(γ)η(γ).

Lemma 4.4. Let a ∈ F p
λ (G), let x ∈ G(0), and let σ, γ ∈ Gx. Then

〈λx(a)(δσ), δγ〉 =
〈
λran(σ)(a)(δran(σ)), δγσ−1

〉
.

3 The converse is likely to be true, but to the best of our knowledge this is not known.
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Proof. Set y := ran(σ). To verify the formula for Cc(G), let f ∈ Cc(G). Then

〈λx(f)(δσ), δγ〉 = 〈f ∗ δσ, δγ〉 = (f ∗ δσ)(γ) = f(γσ−1) =
〈
λy(f)(δy), δγσ−1

〉
.

For general elements in F p
λ (G), the formula follows since both sides of the equation are 

continuous in the norm of F p
λ (G). �

Lemma 4.5. Given f ∈ Cc(G), we have

‖f‖∞ ≤ ‖f‖λ ≤ ‖f‖I .

Further, we have ‖f‖λ = ‖f‖∞ for all f ∈ Cc(G(0)).

Proof. Let f ∈ Cc(G). Since ‖λx(f)‖ ≤ ‖f‖I for all x ∈ G(0) by Proposition 4.2, the 
second inequality follows. To show the first inequality, let γ ∈ G. We need to verify that 
|f(γ)| ≤ ‖f‖λ. Set x := dom(γ). Then

‖f‖λ ≥ ‖λx(f)‖ ≥ ‖λx(f)(δx)‖p =
∥∥ ∑

σ∈Gx
f(σ−1)

∥∥
p
≥ |f(γ)|.

Lastly, if f ∈ Cc(G(0)), then ‖f‖∞ = ‖f‖I and the statement follows. �
Notation 4.6. By the first inequality in Lemma 4.5, the identity on Cc(G) extends to a 
contractive linear map j : F p

λ (G) → C0(G). We abbreviate j(a) to ja for a ∈ F p
λ (G).

Proposition 4.7. The map j : F p
λ (G) → C0(G) is injective and we have

ja(γ) =
〈
λdom(γ)(a)(δdom(γ)), δγ

〉
for every a ∈ F p

λ (G) and γ ∈ G.

Proof. The proof is based on the proof of [47, Proposition 3.3.3]. To verify the displayed 
formula for j, let f ∈ Cc(G) and let γ ∈ G. Set x := dom(γ). Then

〈λx(f)(δx), δγ〉 = 〈f ∗ δx, δγ〉 = f(γ) = jf (γ),

as desired. Since both sides of the equation are continuous with respect to the norm in 
F p
λ (G), we obtain the same formula for all elements in F p

λ (G).
To show injectivity of j, let a ∈ F p

λ (G) with a �= 0. Choose x ∈ G(0) such that 
λx(a) �= 0. Then choose σ, τ ∈ Gx such that 〈λx(a)δσ, δτ 〉 �= 0. Set y := ran(σ). Using 
Lemma 4.4 at the second step, we obtain

ja(τσ−1) = 〈λy(a)(δy), δτσ−1〉 = 〈λx(a)(δσ), δτ 〉 �= 0

and thus j is injective. �
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Lemma 4.8. Let p′ ∈ (1, ∞] be the Hölder exponent that is dual to p, and let x ∈ G(0). 
For a ∈ F p

λ (G), we write λx(a)′ : �p(Gx)′ → �p(Gx)′ for the transpose of λx(a). Define 
contractive linear maps �x : F p

λ (G) → �p(Gx) and rx : F p
λ (G) → �p

′(Gx) by

�x(a) := λx(a)(δx), and rx(a) := λx(a)′(δx),

for a ∈ F p
λ (G). Then �x(a)(γ) = ja(γ) and rx(a)(γ) = ja(γ−1), for all a ∈ F p

λ (G) and 
γ ∈ Gx.

Proof. Let a ∈ F p
λ (G) and γ ∈ Gx. Using Proposition 4.7 at the last step, we get

�x(a)(γ) = 〈λx(a)(δx), δγ〉 = ja(γ).

Using Lemma 4.4 at the third step and Proposition 4.7 at the last one, we also get

rx(a)(γ) = 〈λx(a)′(δx), δγ〉 = 〈λx(a)(δγ), δx〉

=
〈
λdom(γ)(a)(δdom(γ)), δγ−1

〉
= ja(γ−1). �

Given f ∈ Cc(G) and γ ∈ G, it is easy to check that ‖δγ ∗ f‖λ ≤ ‖f‖λ and ‖f ∗ δγ‖λ ≤
‖f‖λ. In particular, it follows that left and right convolution by δγ extend to contractive, 
linear maps F p

λ (G) → F p
λ (G).

Proposition 4.9. Let a, b ∈ F p
λ (G) and γ ∈ G. Set x := dom(γ). Then

ja∗b(γ) =
〈
rx(δγ−1 ∗ a), �x(b)

〉
=
∑
σ∈Gx

ja(γσ−1)jb(σ),

and the sum is absolutely convergent.

Proof. The proof is based on the proof of [43, Proposition III.4.2]. Fix σ ∈ Gx.
Claim 1: We have rx(δγ−1 ∗ a)(σ) = ja(γσ−1). For f ∈ Cc(G), we get

rx(δγ−1 ∗ f)(σ) =
〈
λx(δγ−1 ∗ f)′(δx), δσ

〉
=
〈
δx, λx(δγ−1 ∗ f)(δσ)

〉
=
〈
δx, δγ−1 ∗ f ∗ δσ

〉
= f(γσ−1) = jf (γσ−1).

Now the claim follows since Cc(G) is dense in F p
λ (G).

Claim 2: We have λx(a)′(δγ)(σ) = ja(γσ−1). Using Lemma 4.4 at the third step, we 
get

λx(a)′(δγ)(σ) = 〈λx(a)′(δγ), δσ〉 = 〈δγ , λx(a)(δσ)〉

=
〈
λran(σ)(a)(δran(σ)), δγσ−1

〉
= ja(γσ−1).
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It follows from Claims 1 and 2 that λx(a)′(δγ) = rx(δγ−1 ∗ a), and therefore

ja∗b(γ) = 〈λx(a)[λx(b)(δx)], δγ〉

= 〈λx(a)′(δγ), λx(b)(δx)〉

=
〈
rx(δγ−1 ∗ a), �x(b)

〉
,

which proves the first equality. Now the second equality follows from Claim 1 and 
Lemma 4.8. Moreover, the sum is absolutely convergent since it is given by the pair-
ing between �p(Gx) and its dual �p′(Gx). �
Notation 4.10. The inclusion Cc(G(0)) ⊆ Cc(G) extends to an isometric, multiplicative 
map C0(G(0)) → F p

λ (G), which we use to identify C0(G(0)) with a closed subalgebra 
of F p

λ (G). We let E : F p
λ (G) → C0(G(0)) denote the composition of j followed by the 

restriction C0(G) → C0(G(0)).

Proposition 4.11. The map E defined above is contractive and satisfies E(f) = f and 
E(fag) = fE(a)g for all f, g ∈ C0(G(0)) and a ∈ F p

λ (G). In particular, if G(0) is compact, 
then E is a conditional expectation in the sense of Definition 2.15.

Proof. We have E(f) = f for every f ∈ Cc(G(0)), which implies the same for elements in 
C0(G(0)). Now, let f, g ∈ C0(G(0)), let a ∈ F p

λ (G), and let x ∈ G(0). Using Proposition 4.9
at the second and fourth step, and using at the third and fifth step that jg(σ) = 0 and 
jf (σ−1) = 0 unless σ = dom(σ) = ran(σ), we get

E(fag)(x) = jfag(x) =
∑
σ∈Gx

jfa(σ−1)jg(σ)

= jfa(x)g(x) =
∑
σ∈Gx

jf (σ−1)ja(σ)g(x)

= f(x)ja(x)g(x) = [fE(a)g](x),

as desired. Since E(1) = 1 when G(0) is compact, the last assertion follows. �
5. Lp-rigidity of reduced groupoid algebras

The main result of this section, Theorem 5.5, asserts that if G is a topologically prin-
cipal, Hausdorff, étale groupoid with compact unit space and p ∈ [1, ∞) \ {2}, then the 
Weyl groupoid of its reduced Lp-operator algebra is naturally isomorphic to G. This 
reveals a stark contrast with the case of C∗-algebras, and further implications of this 
rigidity phenomenon will be given in Sections 6 and 8.

It should be noted that virtually all concrete families of Lp-operator algebras that 
have been systematically studied so far can be realized as the Lp-operator algebras of 
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étale groupoids; see [25]. Thus, adopting the groupoid perspective allows one to prove 
results about vast classes of algebras with a unified argument.

Proposition 5.1. Let G be a Hausdorff, étale groupoid with compact unit space, and let 
p ∈ [1, ∞) \ {2}. Then core(F p

λ (G)) = C(G(0)).

Proof. Let a ∈ core(F p
λ (G)). With j : F p

λ (G) → C0(G) defined as in Notation 4.6, we will 
show that the support of ja is contained in G(0). Once this is accomplished, it follows 
that ja belongs to C(G(0)). Moreover, a and ja are two elements in F p

λ (G) whose images 
under j agree. Since j is injective by Proposition 4.7, it follows that a = ja and hence a
belongs to C(G(0)).

Given x ∈ G(0), the homomorphism λx : F p
λ (G) → B(�p(Gx)) from Proposition 4.2 is 

unital and contractive. It follows from Proposition 2.13 (and Example 2.11) that λx(a) is 
the multiplication operator in B(�p(Gx)) given by some element in �∞(Gx). In particular, 
we have λx(a)δx = cδx for some c ∈ C.

Let γ ∈ G \ G(0), so that γ �= dom(γ). Using this at the last step, and using 
Proposition 4.7 at the first step, we obtain (for some c ∈ C) that

ja(γ) =
〈
λdom(γ)(a)δdom(γ), δγ

〉
=
〈
cδdom(γ), δγ

〉
= 0. �

The computation of the following C∗-cores is an immediate consequence of Proposi-
tion 5.1. We refer the reader to [40] for the definition of the spatial Lp-UHF-algebras, 
and to [11] for the definition of Lp-graph algebras.

Examples 5.2. Fix p ∈ [1, ∞) \ {2}.

(1) For n ∈ N, we have core(Mp
n) = Cn, identified as the diagonal matrices. More 

generally, if D is the Lp UHF-algebra of type 2n13n3 · · · qnq · · · , then core(D)
can be canonically identified with the continuous functions on the Cantor space ∏

q prime
∏nq

j=1{1, . . . , q}. A similar description can be obtained for AF-algebras in 
terms of their Bratteli diagrams.

(2) If Q is a finite directed graph, then core(Op(Q)) can be canonically identified 
with span{sμs∗μ : μ path in Q}. In particular, for the Lp-Cuntz algebra Op

n (see 
Definition 8.2 and the comments after it), the spectrum of core(Op

n), for n ≥ 2, 
can be canonically identified with the Cantor space.

We now proceed to relate two classes of partial homeomorphisms on G(0): the ones 
that are realized by admissible pairs in F p

λ (G) (Definition 3.1), and the ones that are 
induced by open bisections of G (Remark 3.8).

Given a topological space X and a continuous function h : X → R, we use supp(h) to 
denote the open support of h, that is, supp(h) = {x ∈ h : f(x) �= 0}. An open subset 
U ⊆ X is called a cozero set if there exists a continuous function h : X → R such that 
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U = supp(h). If X is normal (meaning that disjoint closed subsets can be separated with 
disjoint open sets), then an open set is cozero if and only if it is Fσ. In particular, every 
open set in a compact, metric space is cozero. In general, every open set in a normal 
space contains a cozero open subset.

Proposition 5.3. Let G be a Hausdorff, étale groupoid with compact unit space, let p ∈
[1, ∞) \ {2}, and let S be an open bisection of G with associated partial homeomorphism 
βS : dom(S) → ran(S). Let U ⊆ G(0) be a cozero set. Then the restriction of βS to U is 
realizable by an admissible pair in F p

λ (G).

Proof. Replacing S by {γ ∈ S : dom(γ) ∈ U}, we may assume that dom(S) = U . Choose 
h ∈ C(G(0))+ with U = supp(h) and define a, b : G → C by

a(γ) =
{

h(dom(γ)), if γ ∈ S

0, otherwise
and b(γ) =

{
h(ran(γ)), if γ−1 ∈ S

0, otherwise

for all γ ∈ G. Then a and b belong to F p
λ (G), since they are I-norm limits of elements in 

Cc(S).
We show that s = (a, b) is an admissible pair that realizes βS : dom(S) → ran(S). To 

simplify the notation, we will omit the map j from Notation 4.6 and identify elements 
in F p

λ (G) with their images in C0(G). To check the first condition in Definition 3.1, let 
f ∈ C(G(0))+ and let γ ∈ G. Then

bfa(γ) =
∑

σ∈G dom(γ)

b(γσ−1)f(ran(σ))a(σ).

If bfa(γ) �= 0, then there is σ ∈ G with b(γσ−1)f(ran(σ))a(σ) �= 0, which implies that 
σ ∈ S and σγ−1 = (γσ−1)−1 ∈ S, and since S is a bisection we get γ−1 = dom(σ), 
that is, γ ∈ G(0). Thus, the support of bfa is contained in G(0), and it follows that 
bfa ∈ C(G(0))+, as desired. Analogously, one obtains afb ∈ C(G(0))+.

Now we check the second condition. The first condition implies that ba and ab belong 
to C(G(0))+. Given x ∈ dom(S), let σ0 ∈ S be the unique element satisfying dom(σ0) =
x. Then

ba(x) =
∑
σ∈Gx

b(σ−1)a(σ) = b(σ−1
0 )a(σ0) = h(x)2.

If x ∈ G(0) \ dom(S), then ba(x) = 0. Thus ba = h2, which implies that

dom(S) = supp(h) = supp(h2) = supp(ba).

Similarly one shows that ab(βS(x)) = h(x)2 for x ∈ dom(S) and ab(βS(x)) = 0 for 
x ∈ G(0) \ dom(S), and thus
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ran(S) = βS(dom(S)) = supp(ab).

To check the third condition, let x ∈ Us = dom(S) and f ∈ C0(Vs) = C0(ran(S)). Let 
σ0 ∈ S be the unique element with dom(σ0) = x. Then ran(σ0) = βS(x), so

bfa(x) =
∑
σ∈Gx

b(σ−1)f(ran(σ))a(σ) = b(σ−1
0 )f(ran(σ0))a(σ0)

= h(x)2f(βS(x)) = f(βS(x))ba(x).

Analogously, one shows that agb(y) = g(β−1
S (y))ab(y) for y ∈ Vs and g ∈ C0(Us). It 

follows that s = (a, b) is an admissible pair that realizes βS . �
Next, we show that for a groupoid as in the previous lemma, which is moreover 

topologically principal (Definition 3.7), any admissible pair naturally determines an open 
bisection such that the respective induced partial homeomorphisms on G(0) agree.

Proposition 5.4. Let G be a topologically principal, Hausdorff, étale groupoid with compact 
unit space, let p ∈ [1, ∞) \ {2}, and let s = (a, b) be an admissible pair in F p

λ (G). Set

S :=
{
γ ∈ G : a(γ), b(γ−1) �= 0

}
.

Then S is an open bisection in G such that βS = αs.

Proof. To simplify the notation, we will omit the map j from Notation 4.6 and identify 
elements in F p

λ (G) with their images in C0(G).
Claim 1: Let γ ∈ G. Then a(γ)b(γ−1) ≥ 0. Arguing by contradiction, assume that 

a(γ)b(γ−1) < 0. Since a and b are continuous (when viewed as functions on G), we 
can choose an open neighborhood U of γ such that a(σ)b(σ−1) < 0 for all σ ∈ U . Set 
V := dom(U), which is an open subset of G(0). Since G is topologically principal, there 
is x0 ∈ V with trivial isotropy. Fix σ0 ∈ U with dom(σ0) = x0 and set y0 := ran(σ0). 
Since x0 has trivial isotropy, σ0 is the unique element in Gx with range y0. Since

ba(x) =
∑

σ∈Gx0

b(σ−1)a(σ)

converges absolutely, the set {σ ∈ Gx0 : b(σ−1)a(σ) �= 0} is at most countable. Set 
t := b(σ−1

0 )a(σ0) < 0. Choose a neighborhood W of y0 in G(0) such that∑
σ∈Gx0,ran(σ)∈W\{y0}

|b(σ−1)a(σ)| < |t| = −t.

Choose f ∈ C0(G(0)) with 0 ≤ f ≤ 1, with f(y0) = 1, and such that the support of f is 
contained in W . Then
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bfa(x0) =
∑

σ∈Gx0

b(σ−1)f(ran(σ))a(σ)

= b(σ−1
0 )f(ran(σ0))a(σ0) +

∑
σ∈Gx0,ran(σ)∈W\{y0}

b(σ−1)f(ran(σ))a(σ)

≤ t +
∑

σ∈Gx0,ran(σ)∈W\{y0}
|b(σ−1)a(σ)| < 0,

which contradicts condition (1) in Definition 3.1.
Claim 2: Let γ ∈ S. Then dom(γ) ∈ Us and ran(γ) ∈ Vs. Set x := dom(γ) and 

y := ran(γ). Applying Claim 1 at the second step, we get

ba(x) =
∑
σ∈Gx

b(σ−1)a(σ) ≥ b(γ−1)a(γ) > 0,

which by condition (2) in Definition 3.1 implies that x ∈ Us. Analogously, we have

ab(y) =
∑
σ∈yG

a(σ)b(σ−1) ≥ a(γ)b(γ−1) > 0,

which implies that y ∈ Vs.
Claim 3: Let γ ∈ S, and set x := dom(γ). Then ran(γ) = αs(x). Assume that 

ran(γ) �= αs(x). Choose f ∈ C0(Vs)+ with f(αs(x)) = 0 and f(ran(γ)) = 1. Using the 
third condition in Definition 3.1 at the second step, we get

0 = f(αs(x)) = bfa(x)
ba(x) =

∑
σ∈Gx

b(σ−1)f(ran(σ))a(σ)
ba(x) ≥ b(γ−1)a(γ)

ba(x) > 0.

This contradiction proves the claim.
Consider the set

T :=
{
η ∈ G : dom(η) ∈ Us and ran(η) = αs(dom(η))

}
.

We have shown that S ⊆ T , and hence

SS−1 ⊆ TT−1 ⊆ G′ :=
{
γ ∈ G : ran(γ) = dom(γ)

}
.

Denote by ι : G → G the inversion map, which is continuous. Since a and b ◦ ι are 
continuous (as functions on G), their supports are open subsets, and hence S = supp(a) ∩
supp(b ◦ ι) is also open in G. Therefore the open set SS−1 is contained in the interior 
of G′, which equals G(0) since G is topologically principal and thus effective; see [44, 
Proposition 3.6]. An analogous reasoning implies that S−1S is contained in G(0), and so 
S is an open bisection.
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Claim 4: Let x ∈ Us. Then there exists γ ∈ S with dom(γ) = x. We have

0 < ba(x) =
∑
σ∈Gx

b(σ−1)a(σ)

which implies that there is γ ∈ Gx with b(γ−1)a(γ) > 0. Then dom(γ) = x and γ ∈ S, 
as desired.

It follows from Claim 4 that dom(S) = Us, and it remains to verify βS = αs. Let 
x ∈ Us and let γ ∈ S be the unique element with dom(γ) = x. By Claim 3, we have 
βS(x) = ran(γ) = αs(x), as desired. �

The following is the main result of this section. It shows that a large class of groupoids 
can be recovered from their reduced groupoid Lp-operator algebras.

Theorem 5.5. Let G be a topologically principal, Hausdorff, étale groupoid with compact 
unit space, and let p ∈ [1, ∞) \ {2}. Then there is a natural identification

GFp
λ (G)

∼= G.

Proof. We identify C(G(0)) with the C∗-core of F p
λ (G) as in Proposition 5.1. Let A be 

the set of partial homeomorphisms of G(0) realized by admissible pairs in F p
λ (G). Further, 

let B be the family of partial homeomorphisms of G(0) induced by open bisections of G.
By Proposition 5.4, we have A ⊆ B. Applying Proposition 5.3, the converse inclusion 

holds if every open subset of G(0) is a cozero set (for example, if G(0) is metrizable), and 
in general it holds locally, that is, for every β ∈ B and x ∈ G(0) there exists an open 
neighborhood U of x such that β|U ∈ A. It follows that the groupoids of germs of A and 
B are naturally isomorphic.

By definition, GFp
λ (G) is the groupoid of germs of A. Since G is isomorphic to the 

groupoid of germs of B (by Remark 3.8), the result follows. �
Corollary 5.6. Let G and H be topologically principal, Hausdorff, étale groupoids with 
compact unit spaces, and let p ∈ [1, ∞) \ {2}. Then there is an isometric isomorphism 
F p
λ (G) ∼= F p

λ (H) if and only if there is a groupoid isomorphism G ∼= H.

6. Lp-rigidity of dynamical systems

We now specialize to transformation groupoids.

6.1. Let G be a discrete group, and let X be a compact Hausdorff space. Given an action 
G � X of G on X, written (g, x) 
→ g · x, the transformation groupoid G �X is defined 
as the product space G ×X endowed with the operations

(g, h · x)(h, x) = (gh, x), and (g, x)−1 = (g−1, g · x)
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for all g, h ∈ G and all x ∈ X.
The groupoid G �X is étale when equipped with the natural product topology, and 

its unit space is {1} × X, which we identify with X. This also identifies C(X) with a 
subalgebra of Cc(G � X). Let α : G → Aut(C(X)) denote the associated action, given 
by αg(f)(x) = f(g−1x) for g ∈ G, f ∈ C(X) and x ∈ X. For g ∈ G, we let ug denote 
the characteristic function of {g} ×X in Cc(G �X). Then ugfug−1 = αg(f) for g ∈ G

and f ∈ C(X), with the product in Cc(G �X) as in Definition 4.1.
Let ϕ : Cc(G, C(X)) → Cc(G �X) denote the map given by

ϕ(fug)(s, x) =
{
f(sx), if s = g;
0, if s �= g,

for f ∈ C(X) and g ∈ G. It follows from the above discussion that ϕ is an algebra 
isomorphism, where Cc(G �X) is given the algebra structure from Paragraph 2.17.

We let cG denote the counting measure on G. Given a Borel probability measure μ on 
X, we use the notation Ind(μ) : Cc(G �X) → B(Lp(G ×X, cG × μ)) from Section 6.3 of 
[25], and recall that Ind(μ) is induced by convolution in Cc(G �X). More specifically, we 
have Ind(μ)(a)ξ = a ∗ξ for all a ∈ Cc(G �X) and all ξ ∈ Cc(G �X) ⊆ Lp(G ×X, cG×μ).

Lemma 6.2. Let G � X be an action of a discrete group G on a compact, Hausdorff 
space X. Let μ be a Borel probability measure on X, let πμ,0 : C(X) → B(Lp(X, μ)) be 
the associated unital representation by multiplication operators, and let πμ � λμ be the 
induced regular representation as in Paragraph 2.17. Let ϕ be the natural identification 
described in Paragraph 6.1.

Then, using the natural identification �p(G, Lp(X, μ)) ∼= Lp(G ×X, cG × μ), we have 
πμ � λμ = Ind(μ) ◦ ϕ. This means that the following diagram commutes:

Cc(G,C(X))
πμ�λμ

ϕ

B(�p(G,Lp(X,μ)))

∼=

Cc(G�X)
Ind(μ)

B(Lp(G×X, cg × μ)).

Proof. Recall (see Paragraph 2.17) that πμ : C(X) → B(�p(G, Lp(μ)) is given by

πμ(f)(ξ)(g) = πμ,0(αg−1(f))(ξ(g)) = αg−1(f)ξ(g)

for all f ∈ C(X), all ξ ∈ �p(G, Lp(μ)) and all g ∈ G. By linearity, it is enough to verify 
(πμ � λμ)(fug) = Ind(μ)(ϕ(fug)) for f ∈ C(X) and g ∈ G. In this case, we have

(πμ � λμ)(fug)(ξ)(s, x) = πμ(f)[λμ
g (ξ)](s, x)

= πμ,0(α−1
s (f))(x) · λμ

g (ξ)(s, x) = f(sx)ξ(g−1s, x)
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for s ∈ G and x ∈ X. On the other hand,

Ind(μ)(ϕ(fug))(ξ)(s, x) = (ϕ(fug) ∗ ξ)(s, x)

=
∑

(t,y)∈G�X(1,x)

ϕ(fug)(st−1, ty)ξ(t, y)

=
∑
t∈G

ϕ(fug)(st−1, tx)ξ(t, x) = f(sx)ξ(g−1s, x),

as desired. �
It will be convenient for us to know that, when considering all regular covariant 

representations of a dynamical system G � X, it suffices to consider representations of 
C(X) on Lp(X, μ) by multiplication operators, for Borel measures μ on X. The following 
lemma is the case of probability measures, while the general case can be reduced to it 
by considering separable subsystems (see the proof of Proposition 6.4).

Lemma 6.3. Let G � X be an action of a discrete group on a compact, Hausdorff 
space. Let (Y, ν) be a standard Borel probability space. Let π0 : C(X) → B(Lp(Y, ν))
be a unital representation, and let π � λν be the induced regular representation as in 
Paragraph 2.17. Let ϕ : Cc(G, C(X)) → Cc(G �X) be the natural identification described 
in Paragraph 6.1. Then

‖π � λν(a)‖ ≤ ‖ϕ(a)‖Fp
λ (G�X)

for every a ∈ Cc(G, C(X)).

Proof. By Proposition 2.13, the range of π0 is contained in the C*-core of B(Lp(ν)), 
which by Example 2.11 coincides with the algebra of multiplication operators by 
functions in L∞(ν). We thus regard π0 as a unital, contractive *-homomorphism 
C(X) → L∞(ν). Integration against ν defines a tracial state τν : L∞(ν) → C. Hence, 
τν ◦ π0 : C(X) → C is also a tracial state, and thus there is a unique Borel probability 
measure μ on X such that τμ = τν ◦ π0. To lighten the notation, write

ρ = π � λν : Cc(G,C(X)) → B
(
�p(G,Lp(Y, ν))

)
for the induced regular representation of π0, and similarly write

ρμ = πμ � λμ : Cc(G,C(X)) → B
(
�p(G,Lp(Y, μ))

)
for the induced regular representation of πμ. Fix a ∈ C(X) for the rest of this proof. 
Using Lemma 6.3 at the first step and Corollary 6.15 in [25] at the last step, we get

‖ρμ(a)‖ = ‖Ind(μ)(ϕ(a))‖ ≤ sup
′

‖Ind(μ′)(ϕ(a))‖ = ‖ϕ(a)‖Fp
λ (G�X).
μ ∈M1(X)
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It thus suffices to show that ‖ρ(a)‖ = ‖ρμ(a)‖.
Denote by π0 : L∞(X, μ) → L∞(Y, ν) the unique extension of π0 to a unital, injective, 

normal and trace-preserving *-homomorphism. Then π0 induces4 a measurable, measure-
preserving, essentially surjective map κ : (Y, ν) → (X, μ) such that π0(f) = f ◦κ for every 
f ∈ L∞(X, μ).

Under the map κ, we regard Y as fibered over X, and for x ∈ X we write Yx for the 
standard Borel space Yx = κ−1(x). The disintegration theorem (see, for example, the 
first paragraph on page 316 of [42]) gives, for every x ∈ X, a Borel probability measure 
νx on Y , whose support is contained in Yx, satisfying:

• for every Borel subset B ⊆ Y , the assignment x 
→ νx(B) is Borel;
• for every Borel function f : Y → R, we have∫

Y

f dν =
∫
X

∫
Yx

f dνxdμ.

Following Ramsay’s terminology at the top of page 338 of [42], for n ∈ {1, 2, . . . , ∞}
we say that a probability space is of type n if it is atomic and has exactly n atoms. For 
n = 0, −1, −2, . . . , −∞, we say that a probability space is of type n if it is not atomic 
and has exactly −n atoms. It is well-known that the type of a standard Borel probability 
spaces determines its isomorphism class. Write Z for Z ∪{−∞, ∞}. Given n ∈ Z, we fix 
a standard Borel probability space (Zn, δn) of type n.

For n ∈ Z, set

Xn =
{
x ∈ X : (Yx, νx) is of type n

}
and Yn = κ−1(Xn) ⊆ Y,

and write μn for the restriction of μ to Xn, and similarly write νn for the restriction of 
ν to Yn. By Lemma 6.4 in [42], Xn is a Borel subset of X, and hence so is Yn ⊆ Y , for 
each n ∈ Z. Further, X decomposes as a disjoint union X = �n∈ZXn, and similarly 
Y = �n∈Z Yn.

With respect to the natural decomposition Lp(Y, ν) ∼=
⊕

n∈Z Lp(Yn, νn), every opera-
tor π0(f) ∈ B(Lp(Y, ν)) for f ∈ C(X) is block-diagonal. For the induced decomposition

�p(G,Lp(Y, ν)) ∼=
⊕
n∈Z

�p(G,Lp(Yn, νn)),

4 Since we could not find a reference for this folklore result, we sketch the argument. Denote by (A, μ)
the measure algebra of μ, namely the quotient of the σ-algebra of μ by the ideal N of sets of μ-measure 
zero; and similarly for (B, ν). It is well-known that the set of projections in L∞(X, μ) is isomorphic to 
A via identifying a class e = E + N ∈ A with the indicator function χE ; this correspondence identifies 
τμ with μ. We define κ̃ : (A, μ) → (B, ν) by letting κ̃(e) ∈ B be the class associated to the projection 
ϕ(χE) ∈ L∞(Y, ν), for e = E + N ∈ A. Finally, [20, Theorem 343B] implies that κ̃ can be lifted to a 
measurable map κ : Y → X, which is then immediately seen to be measure-preserving (because so is κ̃) and 
essentially surjective (because κ̃ is injective).
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it follows that ρ(a) is block-diagonal, with blocks ρ(a)n ∈ B(�p(G, Lp(Yn, νn))) for n ∈ Z. 
Similarly, with respect to the natural decomposition

�p(G,Lp(X,μ)) ∼=
⊕
n∈Z

�p(G,Lp(Xn, μn))

the operator ρμ(a) is block-diagonal, with blocks ρμ(a)n ∈ B(�p(G, Lp(Xn, μn))) for 
n ∈ Z. In particular, we have

‖ρ(a)‖ = sup
n∈Z

‖ρ(a)n‖ and ‖ρμ(a)‖ = sup
n∈Z

‖ρμ(a)n‖.

Fix n ∈ Z. Since (Yx, νx) is isomorphic to (Zn, δn) for all x ∈ Xn, the existence of 
a measurable section for κ implies that there is an isomorphism (Yn, νn) ∼= (Xn, μn) ×
(Zn, δn), such that the restriction κ|Yn

: Yn → Xn is identified with the projection onto 
the first coordinate. We thus obtain an isometric isomorphism

�p(G,Lp(Yn, νn)) ∼= �p(G,Lp(Xn, μn)) ⊗p Lp(Zn, δn)

that identifies ρ(a)n with ρμ(a)n ⊗ idLp(Zn,δn). It follows that

‖ρ(a)n‖ = ‖ρμ(a)n ⊗ idLp(Zn,δn)‖ = ‖ρμ(a)n‖.

Using that this holds for every n ∈ Z, we conclude that

‖ρ(a)‖ = sup
n∈Z

‖ρ(a)n‖ = sup
n∈Z

‖ρμ(a)n‖ = ‖ρμ(a)‖. �

Proposition 6.4. Let p ∈ [1, ∞), and let G � X be an action of a discrete group on a 
compact, Hausdorff space. Then the natural identification ϕ : Cc(G, C(X)) → Cc(G �X)
described in Paragraph 6.1 extends to an isometric isomorphism

F p
λ (G,C(X)) ∼= F p

λ (G�X).

Proof. Fix a ∈ Cc(G, C(X)) We will show that ‖a‖Fp
λ (G,C(X)) = ‖ϕ(a)‖Fp

λ (G�X), starting 
with the inequality ‘≥’.

Let M1(X) denote the space of all Borel probability measures on X, and let R(G, X)
denote the set of all integrated forms of regular covariant representations of Cc(G, C(X))
on Lp-spaces, in the sense of the discussion before Definition 2.18. Given μ ∈ M1(X), let 
πμ,0 : C(X) → B(Lp(X, μ)) be the associated unital representation by multiplication op-
erators, and let ρμ := πμ�λμ be the induced regular representation as in Paragraph 2.17. 
Note that ρμ belongs to R(G, X).

Using Corollary 6.15 in [25] at the first step (see also the second paragraph after 
Definition 4.3), and using Lemma 6.2 at the second step, we obtain
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‖ϕ(a)‖Fp
λ (G�X) = sup

μ∈M1(X)
‖Ind(μ)(ϕ(a))‖ = sup

μ∈M1(X)
‖ρμ(a)‖ (6.1)

≤ sup
ρ∈R(G,X)

‖ρ(a)‖ = ‖a‖Fp
λ (G,C(X)).

We now turn to the converse inequality ‘≤’. Let ε > 0. Using the definition of 
the norm on F p

λ (G, C(X)), choose a measure space (Y, ν), a unital representation 
π0 : C(X) → B(Lp(Y, ν)), and ξ ∈ �p(G, Lp(Y, ν)) with ‖ξ‖p = 1 such that, with 
ρ = π � λν : Cc(G × X) → B(�p(G, Lp(Y, ν)) denoting the induced regular represen-
tation as in Paragraph 2.17, we have

‖a‖Fp
λ (G,C(X)) − ε < ‖ρ(a)ξ‖p.

For g ∈ G, set ξg = ξ(g) ∈ Lp(Y, ν) and set ag = a(g) ∈ C(X). Then at most 
countably many ξg are nonzero (because ‖ξ‖pp =

∑
g∈G ‖ξ‖pp < ∞), and at most finitely 

many ag are nonzero (because the support of a is finite). Let G′ denote the (countable) 
subgroup of G generated by supp(ξ). Denoting by α : G → Aut(C(X)) the induced 
action, it follows that the set

{1C(X)} ∪ {αg(ah) : g ∈ G′, h ∈ G}

is a countable and G′-invariant subset of C(X). Denote by X ′ the spectrum of the C*-
algebra it generates. Then G′ acts on X ′, and the canonical quotient map X → X ′ is 
G′-equivariant. By construction, a belongs to Cc(G′, C(X ′)) ⊆ Cc(G, C(X)).

Choose a separable Lp-space Lp(Y ′, ν′) ⊆ Lp(Y, ν) that contains {ξg : g ∈ G} and 
satisfies π0(b)η ∈ Lp(Y ′, ν′) for all η ∈ Lp(Y ′, ν′); see Proposition 1.25 (and its proof) in 
[40]. By construction, ξ belongs to �p(G′, Lp(Y ′, ν′)) ⊆ �p(G, Lp(Y, ν)).

It is well-known that every separable Lp-space can be realized by a σ-finite measure, 
and thus by a probability measure; see for example the corollary to Theorem 3 in Sec-
tion 15 of [32]. Thus, we may assume that ν′ is a probability measure and that Y ′ is a 
standard Borel space, which will allow us to apply Lemma 6.3.

Now π0 induces a unital representation π′
0 : C(X ′) → B(Lp(Y ′, ν′)). Let

ρ′ = π′
� λν′

: Cc(G′, C(X ′)) → B(�p(G′, Lp(Y ′, ν′)))

denote the induced regular representation with respect to G′
� X ′. We have ρ(a)ξ =

ρ′(a)ξ by construction. Let

ϕ′ : Cc(G′, C(X ′)) → Cc(G′
�X ′) and ϕ : Cc(G,C(X)) → Cc(G�X)

denote the natural identifications described in Paragraph 6.1. Using Lemma 6.3 at the 
last step, we get

‖a‖Fp(G,C(X)) − ε < ‖ρ(a)ξ‖p = ‖ρ′(a)ξ‖p ≤ ‖ρ′(a)‖ ≤ ‖ϕ′(a)‖Fp(G′
�X′),
λ λ
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Since by definition, we have

‖ϕ′(a)‖Fp
λ (G′

�X′) = sup
x′∈X′

‖λx′(ϕ′(a))‖,

we may find x′ ∈ X ′ such that

‖a‖Fp
λ (G′,C(X′)) − ε < ‖λx′(ϕ′(a))‖.

Choose a preimage x ∈ X of x′ under the quotient map X → X ′. One verifies that 
‖λx′(ϕ′(a))‖ = ‖λx(ϕ(a))‖, and consequently

‖a‖Fp
λ (G,C(X)) − ε < ‖λx′(ϕ′(a))‖ = ‖λx(ϕ(a))‖

≤ sup
y∈X

‖λy(ϕ(a))‖ = ‖ϕ(a)‖Fp
λ (G�X).

Since ε > 0 is arbitrary, we conclude that ‖a‖Fp
λ (G,C(X)) ≤ ‖ϕ(a)‖Fp

λ (G�X). �
Proposition 6.5. Let p ∈ [1, ∞), and let G � X be an action of a discrete group on a 
compact, Hausdorff space. Then the natural identification ϕ : Cc(G, C(X)) → Cc(G �X)
extends to a unital, contractive homomorphism

F p(G,C(X)) → F p(G�X).

Proof. As in Paragraph 2.17, we denote the elements in Cc(G, C(X)) by finite linear 
combinations 

∑
g∈G agug with ag ∈ C(X). Given a Lp-space E, it is straightforward to 

check that a unital homomorphism π : Cc(G, C(X)) → B(E) is induced from a covariant 
representation of (G, C(X)) if and only if ‖π(

∑
g∈G agug)‖ ≤

∑
g∈G ‖ag‖∞ for every ∑

g∈G agug ∈ Cc(G, C(X)). We have∥∥∥∑
g∈G

agug

∥∥∥
I

= max
{

sup
x∈X

∑
g∈G

|ag(x)|, sup
x∈X

∑
g∈G

|ag(g−1x)|
}
≤
∑
g∈G

‖ag‖∞

for all 
∑

g∈G agug ∈ Cc(G, C(X)). We conclude that every I-norm contractive, unital 
representation of Cc(G, C(X)) is induced from a covariant representation. �

In Proposition 6.5, we do not claim that the map F p(G, C(X), α) → F p(G � X)
is isometric, since we do not know that a covariant representation is contractive with 
respect to the I-norm. This is also a delicate point in the C∗-algebra setting; see [47, 
Lemma 3.2.3].

Recall that an action of a discrete group G on a compact Hausdorff space X is said to 
be topologically free if {x ∈ X : g · x = x implies g = 1} is dense in X. Equivalently, the 
transformation groupoid G �X is topologically principal; see for example [47, Section 4.2]. 
For such transformation groupoids, groupoid isomorphism can be rephrased in terms of 
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the underlying dynamics, via the notion of continuous orbit equivalence, which we recall 
below (see Definition 2.5 in [35]).

Definition 6.6. Let G and H be discrete groups, let X and Y be compact Hausdorff 
spaces, and let G �σ X and H �

ρ Y be actions. One says that σ and ρ are continuously 
orbit equivalent if there exist a homeomorphism θ : X → Y and continuous cocycle maps 
cH : G ×X → H and cG : H × Y → G satisfying

θ(σg(x)) = ρcH(g,x)(θ(x)), and θ−1(ρh(y)) = σcG(h,y)(θ−1(y))

for all x ∈ X, y ∈ Y , g ∈ G and h ∈ H.

We are now ready to present our main application to isomorphisms of Lp-crossed 
products by topologically free actions.

Theorem 6.7. Let p ∈ [1, ∞) \ {2}, let G and H be discrete groups, let X and Y be 
compact Hausdorff spaces, and let G � X and H � Y be topologically free actions. 
Then the following are equivalent:

(1) There is an isometric isomorphism F p
λ (G, X) ∼= F p

λ (H, Y );
(2) There exists an isomorphism G �X ∼= H � Y of topological groupoids;
(3) G � X and H � Y are continuously orbit equivalent.

Proof. By Proposition 6.4, there are canonical isometric identifications F p
λ (G, X) ∼=

F p
λ (G � X) and F p

λ (H, Y ) ∼= F p
λ (H � Y ). Since the groupoids G � X and H � Y are 

topologically principal, Theorem 5.5 implies that (1) and (2) are equivalent.
The equivalence between (2) and (3) has been noted several times in the literature; 

see, for example, Theorem 1.2 of [35]. �
7. Tensor products of Lp-operator algebras

In this section, we discuss the maximal and spatial tensor products of Lp-operator 
algebras. Spatial tensor products have been briefly discussed in Remark 1.14 and Ex-
ample 1.15 of [40], and we expand on it here. It is not clear whether the spatial tensor 
product norm is the minimal Lp-operator algebra tensor norm (as is the case for C∗-
algebras), and in fact we suspect that this may be false in general. Maximal tensor 
products are defined in analogy with the case of C*-algebras (see Definition 7.2), and 
their norm is the largest of all Lp-operator algebra tensor norms.

Given actions G � X and H � Y , we relate the spatial (maximal) tensor product of 
the reduced (full) Lp-operator crossed products to the reduced (full) Lp-operator crossed 
product of the product action (G ×H) � (X × Y ); see Proposition 7.4. If both actions 
are amenable, then F p(G, X) = F p

λ (G, X) and F p(H, Y ) = F p
λ (H, Y ) and the reduced 

and maximal tensor products of F p
λ (G, X) and F p

λ (H, Y ) agree; see Theorem 7.6.
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7.1. Let p ∈ [1, ∞), and let A be a Banach algebra. An Lp-representation of A is 
a measure space μ together with a contractive homomorphism π : A → B(Lp(μ)). 
(The measure μ can, without loss of generality, always be assumed to be localizable; 
see Proposition 2.6.) The representation is nondegenerate if the closed linear span of 
{π(a)ξ : a ∈ A, ξ ∈ Lp(μ)} is Lp(μ). We use Repp(A) to denote the class of all nonde-
generate Lp-representations of A. Define a seminorm on A by setting

‖a‖Lp := sup
{
‖π(a)‖ : π ∈ Repp(A)

}
,

for a ∈ A. (Note that the supremum makes sense, even though Repp(A) is not a set.) 
The enveloping Lp-operator algebra of A, denoted by F p(A), is the Hausdorff completion 
of A with respect to ‖ · ‖Lp .

The Banach algebra F p(A) is an Lp-operator algebra with the universal property that 
every nondegenerate Lp-representation of A factors through the natural map A → F p(A). 
In particular, we have a natural bijection Repp(F p(A)) ∼= Repp(A).

Let A and B be Banach algebras. We use A �B to denote the algebraic tensor product 
of A and B, and A⊗̂B to denote their projective tensor product. The multiplication on 
A � B, given on simple tensors by (a1 ⊗ b1)(a2 ⊗ b2) := a1a2 ⊗ b1b2, extends uniquely 
to a multiplication on A⊗̂B giving it the structure of a Banach algebra. Given Lp-
representations πA : A → B(Lp(μ1)) and πB : B → B(Lp(μ2)), we obtain a natural 
homomorphism πA⊗πB : A �B → B(Lp(μ1×μ2)) satisfying ‖(πA⊗πB)(a ⊗b)‖ ≤ ‖a‖‖b‖
for a ∈ A and b ∈ B. In particular, πA ⊗ πB extends to an Lp-representation of A⊗̂B.

Definition 7.2. Let p ∈ [1, ∞), and let A and B be Lp-operator algebras. The spatial 
norm and the maximal norm on A �B are respectively given by

‖t‖sp := sup
{
‖(πA ⊗ πB)(t)‖ : πA ∈ Repp(A), πB ∈ Repp(B)

}
,

‖t‖max := sup
{
‖π(t)‖ : π ∈ Repp(A⊗̂B)

}
,

for t ∈ A �B. The corresponding completions of A �B are respectively called the spatial 
Lp-operator algebra tensor product (or just spatial tensor product), denoted by A ⊗p

sp B, 
and the maximal Lp-operator algebra tensor product (or just maximal tensor product), 
denoted by A ⊗p

max B. By construction, there is a canonical contractive homomorphism 
τpA,B : A ⊗p

max B → A ⊗p
sp B with dense range.

Lemma 7.3. Let p ∈ [1, ∞), and let X and Y be compact, Hausdorff spaces. Then the 
natural map C(X) � C(Y ) → C(X × Y ) induces isometric isomorphisms

C(X) ⊗p
max C(Y ) ∼= C(X) ⊗p

sp C(Y ) ∼= C(X × Y ).

Proof. We only need to show that the norm in C(X) ⊗p
max C(Y ) is dominated by the 

norm in C(X ×Y ). Let μ be a localizable measure, and let π : C(X)⊗̂C(Y ) → B(Lp(μ))



Y. Choi et al. / Advances in Mathematics 452 (2024) 109747 35
be a unital representation. Assume that π factors through a unital, contractive homo-
morphism ρ : C(X) ⊗p

max C(Y ) → A for some C∗-algebra A. Then ρ(C(X) ⊗ 1) and 
ρ(1 ⊗C(Y )) are commuting, commutative, unital sub-C∗-algebras of A, which then im-
plies that ρ factors through C(X × Y ).

Thus, we need to show that π factors through a C∗-algebra. This is clear for p = 2. 
For p �= 2, if f ∈ C(X) is hermitian, then so is π(f ⊗ 1) by Lemma 2.4, and hence 
π(f⊗1) belongs to L∞(μ) by Proposition 2.7. Hence, π(C(X) ⊗1) ⊆ L∞(μ). Analogously, 
π(1 ⊗ C(Y )) ⊆ L∞(μ). We deduce that π factors through L∞(μ). �
Proposition 7.4. Let p ∈ [1, ∞), and let G and H be Hausdorff, étale groupoids with 
compact unit spaces. Then the natural map Cc(G) � Cc(H) → Cc(G × H) induces a 
unital, contractive homomorphism

ϕp
λ : F p

λ (G) ⊗p
sp F p

λ (H) → F p
λ (G ×H),

and an isometric isomorphism

ϕp : F p(G) ⊗p
max F p(H) → F p(G ×H).

Proof. Let α : Cc(G) � Cc(H) → Cc(G × H) denote the natural map. Set X = G(0) and 
Y = H(0). Let x ∈ X and y ∈ Y , and let

λx : Cc(G) → B(�p(Gx)), and λy : Cc(H) → B(�p(Hy))

be the associated left regular representations as in Proposition 4.2. We have(
G ×H

)
(x, y) = (Gx) × (Hy),

as subsets of G × H. Given e ∈ Cc(G), f ∈ Cc(H), ξ ∈ Cc(Gx), and η ∈ Cc(Hy), it is 
straightforward to check that α sends (e ∗ ξ) ⊗ (f ∗ η) to (e ⊗ f) ∗ (ξ ⊗ η). Hence, after 
identifying �p(Gx) ⊗p �p(Hy) with �p

(
(Gx) × (Hy)

)
, we have

(λx ⊗ λy)(e⊗ f) = λ(x,y)(e⊗ f) ∈ B
(
�p
(
(Gx) × (Hy)

))
.

Note that λx extends to a unital contractive representation λx : F p
λ (G) → B(�p(Gx)), and 

similarly for λy. It follows that

‖t‖Fp
λ (G)⊗p

spF
p
λ (H)

= sup
{
‖(π1 ⊗ π2)(t)‖ : π1 ∈ Repp(F

p
λ (G)), π2 ∈ Repp(F

p
λ (H))

}
≥ sup

{
‖(λx ⊗ λy)(t)‖ : x ∈ X, y ∈ Y

}
= sup

{
‖λ(x,y)(t)‖ : (x, y) ∈ X × Y

}
= ‖t‖Fp

λ (G×H),

for every t ∈ Cc(G) � Cc(H), which proves the first statement.
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The statement about the maximal tensor product of full groupoid Lp-operator al-
gebras follows easily using the universal properties of the objects involved: unital rep-
resentations of F p(G)⊗̂F p(H) correspond to pairs consisting of commuting groupoid 
representations of G and H, which are easily seen to correspond to groupoid representa-
tions of G ×H. We omit the straightforward details. �

In the context of the proposition above, it is not clear if ϕp
λ is isometric, except for the 

situations covered by Theorem 7.6. In particular, given nonamenable groups G and H, 
it is not clear if F p

λ (G) ⊗p
sp F p

λ (H) is isometrically isomorphic to F p
λ (G ×H).

We record here the following useful fact, which is the crossed product analog of a 
similar result for étale groupoids, namely Theorem 6.19 in [25]. (Observe that the lemma 
below does not directly follow from Theorem 6.19 in [25], since we do not know in general 
whether F p(G, X) is isometrically isomorphic to F p(G �X).)

Lemma 7.5. Let p ∈ [1, ∞), and let G � X be an amenable action of a discrete group 
G on a compact, Hausdorff space X. Then the canonical contractive homomorphism 
κp

(G,X) : F
p(G, X) → F p

λ (G, X) is an isometric isomorphism.

Proof. This is proved identically to the implication (1) ⇒ (2) of Theorem 5.3 in [1]. We 
omit the details. �

We conclude this section with the following result on tensor products of amenable 
groupoids.

Theorem 7.6. Let p ∈ [1, ∞), and let G and H be amenable, étale, Hausdorff groupoids 
with compact unit spaces. There are natural isometric isomorphisms

F p
λ (G) ⊗p

max F p
λ (H) ∼= F p

λ (G) ⊗p
sp F p

λ (H) ∼= F p
λ (G ×H).

Proof. We write κp
G , κp

H and κp
G×H for the canonical unital, contractive homomorphisms 

with dense range from the full to the reduced groupoid Lp-operator algebras of the 
groupoids in question. We write τpG,H : F p

λ (G) ⊗p
max F p

λ (H) → F p
λ (G) ⊗p

sp F p
λ (H) for the 

canonical map. Using the maps ϕp
λ and ϕp from Proposition 7.4, we obtain the following 

commutative diagram:

F p(G) ⊗p
max F p(H)

κp
G⊗κp

H

ϕp

F p(G ×H)

κp
G×H

F p
λ (G) ⊗p

max F p
λ (H)

τp
G,H

F p
λ (G) ⊗p

sp F p
λ (H)

ϕp
λ

F p
λ (G ×H).



Y. Choi et al. / Advances in Mathematics 452 (2024) 109747 37
Observe that κp
G ⊗ κp

H, ϕp and κp
G×H are isometric isomorphisms (see Lemma 7.5 and 

Proposition 7.4). Thus, the identity

κp
G×H ◦ ϕp ◦ (κp

G ⊗ κp
H)−1 = ϕp

λ ◦ τpG,H

implies that ϕp
λ ◦ τpG,H is an isometric isomorphism. Since τpG,H and ϕp

λ are contractive, 
we deduce that they must be isometric, and hence also isomorphisms (since their ranges 
are dense). This finishes the proof. �
8. Tensor products of Lp-Cuntz algebras

Tensor products of Cuntz algebras have played a pivotal role in the study of the 
structure and classification of simple, purely infinite, nuclear C∗-algebras (also known 
as Kirchberg algebras). A particularly remarkable result in this direction, which was 
instrumental in the classification results of Kirchberg and Phillips, is Elliott’s theorem 
that O2 ∼= O2 ⊗O2; see [45] for a self-contained account.

In [39], Phillips introduced Lp-analogs Op
n of the Cuntz algebras, and proved that 

these Lp-operator algebras share many remarkable properties with their C∗-versions. 
It is then natural to explore the extent to which the K-theoretic classification theory 
for Kirchberg algebras can be extended to the Lp-setting; in particular, it becomes in-
dispensable to know whether Op

2 is isometrically isomorphic to its tensor square (with 
respect to either ⊗p

max or ⊗p
sp). In this section, we show that this is not the case, and 

deduce that purely infinite, simple, amenable Lp-operator algebras are not classified by 
K-theory. This answers several questions of Phillips.

We begin by recasting Phillips’ construction of Op
n.

8.1. Let A be a unital Banach algebra. Recall that Ah denotes the set of hermitian 
elements in A (see the beginning of Section 2 for the definition). Let a ∈ A. An element 
b ∈ A is called a Moore-Penrose inverse of a if a = aba and b = bab, and if ab, ba ∈ Ah. It 
is well-known that a has at most one Moore-Penrose inverse, which allows us to denote 
it by a† (if it exists).

Following Mbekhta, [36], we say that a ∈ A is a MP-partial isometry if a is contractive 
and has a contractive Moore-Penrose inverse. If a is a MP-partial isometry, then so is a†, 
and we have (a†)† = a. (If A is a C∗-algebra and a ∈ A, then a is a MP-partial isometry 
if and only if a∗a is a projection, in which case a† = a∗.)

Let p ∈ [1, ∞), let μ be a (σ-finite) measure space. Then a ∈ B(Lp(μ)) is a MP-partial 
isometry if and only if a is a spatial partial isometry in the sense of Definition 6.4 in [39].

Let us recall the necessary notions from Definition 7.4(2) in [39].

Definition 8.2. Let n ∈ N with n ≥ 1. The Leavitt algebra Ln is the universal unital 
complex algebra generated by elements s1, . . . , sn, t1, . . . , tn satisfying
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tjsk = δj,k, and
n∑

j=1
sjtj = 1,

for j, k = 1, . . . , n. Let p ∈ [1, ∞), and let E be an Lp-space. A spatial representation
of Ln on E is a unital homomorphism ρ : Ln → B(E) such that ρ(sj) is a MP-partial 
isometry with ρ(sj)† = ρ(tj), for all j = 1, . . . , n.

Examples of spatial representations are easy to construct using shift operators on 
�p(N). By Theorem 8.7 in [39], if ρ1 and ρ2 are spatial representations of Ln on Lp-
spaces, then ‖ρ1(x)‖ = ‖ρ2(x)‖ for all x ∈ Ln. The Lp-Cuntz algebra Op

n is then defined 
as Op

n = ρ(Ln) for any spatial representation ρ. For p = 2, one gets the usual Cuntz 
C∗-algebra On from [14].

It was observed in [25] that Op
n is the groupoid algebra associated to the groupoid 

of a graph. We will need to realize Op
n as the algebra associated to a transformation 

groupoid, and we begin by introducing some notation.

8.3. A directed graph E = (E0, E1, r, s) is a set E0 of vertices and a set E1 of edges 
together with source and range maps s, r : E1 → E0. We assume that E0 and E1 are 
finite and that E has no sinks, that is s−1(v) �= ∅ for all v ∈ E0. Set

E∞ :=
{
(x1, x2, . . .) : xk ∈ E1, r(xk) = s(xk+1) for all k ≥ 1

}
.

We equip E∞ with the topology inherited from the product topology on (E1)N , which 
turns it into a totally disconnected, compact, Hausdorff space. Define the shift map 
σE : E∞ → E∞ by σE(x1, x2, . . .) = (x2, x3, . . .) for all (x1, x2, . . .) ∈ E∞.

The graph groupoid GE associated to E is defined as

GE :=
{

(x, k, y) ∈ E∞ × Z×E∞ :
there are m,n ≥ 0 satisfying

k = m− n and σm
E (x) = σn

E(y)

}
,

together with range and source maps given by r(x, k, y) = (x, 0, x) and s(x, k, y) =
(y, 0, y), and composition and inversion given by

(x, k, y)(y, l, z) = (x, k + l, z), and (x, k, y)−1 = (y,−k, x).

We equip GE with the topology inherited from the product topology on E∞ × Z ×
E∞. Then GE is a locally compact, Hausdorff, étale groupoid. Its unit space is G(0)

E =
{(x, 0, x) : x ∈ E∞}, which we identify with E∞; see also Example 2.4.7 in [47] (but 
note the subtle difference in the definition of E∞ with the direction of arrows in a path 
reversed).

Definition 8.4. Given n ≥ 2, let En be the graph with one vertex and n edges (loops at 
the vertex). We define the Cuntz groupoid On to be the groupoid associated to En as in 
the paragraph above.
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Next, we realize O2 as a transformation groupoid. The identification is probably known 
to the experts, but we were not able to find a suitable reference.

Proposition 8.5. There exists an amenable, topologically free action of Z2 ∗ Z3 on the 
Cantor space X such that O2 ∼= (Z2 ∗ Z3) �X as topological groupoids.

Proof. Consider the following directed graphs:

F : • e •

f1

f2

E2 : •

f1

f2

Claim 1: We have GF
∼= GE2 . Define ϕ : F∞ → E∞

2 and ε : F∞ → {1, 2} by

ϕ(x1, x2, x3, . . .) =
{

(f1, x2, x3, . . .) if x1 = e,

(f2, x1, x2, . . .) if x1 �= e.
ε(x1, x2, . . .) =

{
1 if x1 = e,

2 if x1 �= e.

Then ϕ is a homeomorphism. Further, note that σε(x)
E2

(ϕ(x)) = σF (x) for every x ∈ F∞. 
Finally, define Φ: GF → GE2 by

Φ(x, k, y) := (ϕ(x), k − ε(x) + ε(y), ϕ(y)).

The map is well-defined since if m, n ≥ 0 satisfy k = m − n and σm
F (x) = σn

F (y), then 
k − ε(x) + ε(y) = [m + ε(y)] − [n + ε(x)] and

σ
m+ε(x)
E2

(ϕ(x)) = σm+1
F (x) = σn+1

F (y) = σ
n+ε(y)
E2

(ϕ(y)).

It is straightforward to check that Φ is surjective and compatible with the range and 
source maps and with composition. This proves the claim.

Claim 2: there is an action Z2 ∗Z3 � F∞ satisfying GF
∼= (Z2 ∗Z3) �F∞. Let a ∈ Z2

and b ∈ Z3 denote generators. Set:

a · (x1, x2, x3, . . .) =
{

(e, x1, x2, x3, . . .) if x1 �= e,

(x2, x3, . . .) if x1 = e.

b · (x1, x2, x3, . . .) =

⎧⎪⎪⎨⎪⎪⎩
(e, f1, x1, x2, x3, . . .) if x1 �= e,

(e, f2, x3, . . .) if x1 = e, x2 = f1,

(x3, . . .) if x1 = e, x2 = f2.

It is straightforward to verify that a and b define homeomorphisms on F∞ of order two 
and three, respectively. We thus obtain an action Z2 ∗ Z3 � F∞.
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We identify E∞
2 with a subset of F∞. Further, we let eE∞

2 , ef1E
∞
2 and ef2E

∞
2 denote 

the clopen subsets of F∞ consisting of sequences starting with e, with ef1, and with ef2, 
respectively. Define εa, εb : F∞ → Z by

εa(x) =
{

+1 if x ∈ E∞
2 ,

−1 if x ∈ eE∞
2 ,

εb(x) =

⎧⎪⎪⎨⎪⎪⎩
+2 if x ∈ E∞

2 ,

0 if x ∈ ef1E
∞
2 ,

−2 if x ∈ ef2E
∞
2 .

For g = g1g2 . . . gn ∈ Z2 ∗ Z3, with gj ∈ {a, b}, we let εg : F∞ → Z be given by

εg1g2...gn(x) := εg1(g2 · · · gn · x) + εg2(g3 · · · gn · x) + . . . + εgn(x).

One checks that εg is well-defined, and that the conditions g ·x = x and εg(x) = 0 imply 
g = 1. Given g ∈ Z2 ∗ Z3, we define Ψg : GF → GF by

Ψg(x, k, y) = (gx, k + εg(x), y).

Then Ψg is a well-defined bijection and Ψgh = Ψg ◦Ψh for g, h ∈ Z2 ∗Z3. Define a map 
Ω: (Z2 ∗ Z3) � F∞ → GF by

Ω(g, x) = Ψg(x, 0, x) = (gx, εg(x), x).

We want to show that Ω is an isomorphism of topological groupoids. To check that Ω
preserves composition of arrows, let g, h ∈ Z2 ∗ Z3 and x ∈ F∞. Then

Ω(g, hx)Ω(h, x) = (ghx, εg(hx), hx)(hx, εh(x), x)

= (ghx, εg(hx) + εh(x), x)

= (ghx, εgh(x), x) = Ω(gh, x),

as desired. Moreover, Ω is injective since Ω(g, x) = Ω(h, y) implies x = y, (gh−1) ·x = x, 
and εgh−1(x) = 0 (the last two together imply g = h). Surjectivity is proved using similar 
arguments, and is left to the reader. This proves the claim.

It follows from Claims 1 and 2 that O2 = GE2
∼= (Z2 ∗Z3) �X. Finally, the facts that 

the action Z2 ∗Z3 � X is amenable and topologically free follow, respectively, from the 
facts that O2 is amenable and effective (see Theorem 3.8 and Example 4.4 in [1] and 
Theorem 4.3.6 in [47]). �
Remark 8.6. We mention without proof that the construction above can be generalized 
to show that for every k ∈ N and every n ≥ 2, the groupoid Mk(On) can be realized 
as the transformation groupoid of an amenable, topologically free action of Zk ∗ Zn+1
on the Cantor space. (Implicit in the proof above is the fact that M2(O2) and O2 are 
isomorphic as groupoids.)
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Combining Proposition 8.5, Lemma 7.5 and Theorem 7.6, we deduce that when taking 
tensor products of Op

2 with itself, we may choose either ⊗sp or ⊗max:

Corollary 8.7. There exists an amenable, topologically free action of Z2∗Z3 on the Cantor 
space X such that, for every p ∈ [1, ∞), there are isometric isomorphisms

Op
2
∼= F p(Z2 ∗ Z3, X) = F p

λ (Z2 ∗ Z3, X).

Furthermore, for n ≥ 1 we have

Op
2 ⊗p

max · · · ⊗p
max Op

2︸ ︷︷ ︸
n

∼= Op
2 ⊗p

sp · · · ⊗p
sp Op

2︸ ︷︷ ︸
n

∼= F p
λ ((Z2 ∗ Z3)n, Xn).

Since the choice of tensor product is irrelevant when taking tensor products of Op
2

with itself, we will from now on just write Op
2 ⊗p · · · ⊗p Op

2 .
We make a small digression to establish some facts from geometric group theory that 

will be needed. In [37, Theorem 3.2] it is shown that finitely generated groups are bi-
Lipschitz equivalent (see Definition 2.6 in [37]) if and only if they admit free actions on 
the Cantor set that are continuously orbit equivalent. An inspection of their proof shows 
that it suffices to assume topological freeness of the actions in order to conclude that the 
groups are bi-Lipschitz equivalent,5 and that the spaces are compact and Hausdorff. We 
may thus restate their result as follows:

Theorem 8.8 (Medynets-Sauer-Thom). Let G and H be finitely generated groups. Then 
G and H are bi-Lipschitz equivalent if and only if there are continuously orbit equivalent, 
topologically free actions of G and H on compact Hausdorff spaces.

We use asdim(G) to denote the asymptotic dimension of a group G; we refer to [5]
for the definition and the basic properties of this dimension theory. It is well-known 
that if two finitely generated groups G and H are bi-Lipschitz equivalent, then they are 
coarsely equivalent and therefore asdim(G) = asdim(H). Thus, combining Theorem 6.7
and Theorem 8.8, we obtain:

Corollary 8.9. Let p ∈ [1, ∞) \ {2}, let G and H be finitely generated groups, let X
and Y be compact Hausdorff spaces, and let G � X and H � Y be topologically free 
actions such that F p

λ (G, X) and F p
λ (H, Y ) are isometrically isomorphic. Then G and H

are bi-Lipschitz equivalent. In particular, asdim(G) = asdim(H).

The following result is well-known to experts.

5 When defining the map between groups, just pick a point with trivial stabilizer. This is possible whenever 
the space is Baire; see, for example, the proof of Proposition 4.6 in [22].
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Lemma 8.10. Let n ∈ N. Then asdim((Z2 ∗ Z3)n) = n.

Proof. Let G1, . . . , Gn be finitely generated groups satisfying asdim(Gk) = 1 for k =
1, . . . , n. We claim that asdim(

∏n
k=1 Gk) = n.

By Theorem 32 in [5], we have asdim(H1 × H2) ≤ asdim(H1) + asdim(H2) for all 
(finitely generated) groups H1 and H2. We deduce asdim(

∏n
k=1 Gk) ≤ n. The con-

verse inequality follows from Theorem 1 in [4]. Now the statement follows from the fact 
asdim(Z2 ∗ Z3) = 1; see, for instance, Section 17 of [5]. �

We have arrived at the main result of this section.

Theorem 8.11. Let p ∈ [1, ∞) \ {2}, and let m, n ∈ N. Then there is an isometric 
isomorphism

Op
2 ⊗p · · · ⊗p Op

2︸ ︷︷ ︸
m

∼= Op
2 ⊗p · · · ⊗p Op

2︸ ︷︷ ︸
n

if and only if m = n. In particular, Op
2 is not isometrically isomorphic to Op

2 ⊗p Op
2.

Proof. We need to show the forward implication. Assume that there is an isometric 
isomorphism as in the statement. Let Z2 ∗ Z3 � X be the topologically free action 
on the Cantor space X as in Corollary 8.7. It follows that the m-fold and the n-fold 
power of this action have isometrically isomorphic reduced crossed products. Applying 
Lemma 8.10 and Corollary 8.9, we obtain

m = asdim((Z2 ∗ Z3)m) = asdim((Z2 ∗ Z3)n) = n. �
For p = 2, it is known that O2 ⊗ · · · ⊗ O2 ∼= O2 as C∗-algebras, by iterating the 

theorem of Elliott mentioned at the beginning of this section. However, the isomorphism 
is produced very indirectly, and there is no known explicit formula for it (for example, 
in terms of the canonical generators). Further, it is a folklore result, which is implicitly 
contained in early work of Cuntz [13], that there is no isomorphism between O2⊗· · ·⊗O2
and O2 that preserves the canonical Cartan subalgebras. We sketch a proof based on the 
results in [13], and we also include Theorem 8.12 below with a proof based on geometric 
group theory.

We abbreviate the n-fold tensor product of O2 with itself by O⊗n
2 . By [13, Proposi-

tion 3.1], a pure state on the canonical Cartan subalgebra D2 in O2 either has a unique 
extension to a pure state on O2, or the family of extensions to pure states on O2 is 
homeomorphic to T , and both cases occur. It follows that there are pure states on the 
canonical Cartan subalgebra D⊗n

2 in O⊗n
2 whose set of extensions to a pure state on O⊗n

2
contains a subset homeomorphic to Tn. Since this is not the case for any pure state of 
the Cartan subalgebra D2 in O2, this shows that there is no isomorphism between O⊗n

2
and O2 that preserves the canonical Cartan subalgebras.
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Theorem 8.12. No C*-algebraic isomorphism between O⊗m
2 and O⊗n

2 preserves the 
canonical Cartan subalgebras if m �= n.

Proof. This is essentially the same proof as for Theorem 8.11; there, the property cor-
responding to preservation of the Cartan subalgebras (preservation of the C*-cores) is 
automatic, since p �= 2. Instead of applying Corollary 8.9, one uses Theorem 1.2 in [35]
to deduce that the systems (Z2 ∗ Z3)m � Xm and (Z2 ∗ Z3)n � Xn provided by 
Corollary 8.7 are continuously orbit equivalent. The result is then obtained by applying 
Lemma 8.10 and Corollary 8.9. �

For comparison, we mention that Ara and Cortiñas have shown in [2] that L2�L2 is not 
isomorphic to L2. Their methods are quite different from ours; in fact, the invariant they 
used to distinguish L2 � L2 and L2, Hochschild homology, cannot distinguish between 
Op

2 ⊗p Op
2 and Op

2 . We do not know any homotopy-invariant functor that is able to 
distinguish between Op

2 ⊗p Op
2 and Op

2 when p �= 2. In particular, these algebras are not 
distinguishable by K-theory, as we show in Proposition 8.15 below. As a preparatory 
result, we show that Mp

2 ⊗p Op
2 is isometrically isomorphic to Op

2 . Since the proof is the 
same, we do it in greater generality. Recall that if ϕ0 is any spatial representation of a 
Leavitt path algebra Ln on an Lp-space, then ϕ0 extends to an isometric representation 
of Op

n.

Proposition 8.13. Let k, r ∈ N with k ≥ 1, and let p ∈ [1, ∞). Then Mp
2r ⊗p Op

2k is 
isometrically isomorphic to Op

2k.

Proof. By finite induction, it is clearly enough to prove the result for r = 1. For j =
1, . . . , k, we define

x2j−1 =
(
sj sj+1
0 0

)
, and x2j =

(
0 0
sj sj+1

)
,

and their reverses

y2j−1 =
(

tj 0
tj+1 0

)
, and y2j−1 =

(
0 tj
0 tj+1

)
.

One checks that these are spatial partial isometries satisfying the relations in the def-
inition of Op

2k. By the universal property of L2k, there is a unital homomorphism 
ϕ0 : L2k → Mp

2 ⊗p Op
2k defined by ϕ0(sj) = xj and ϕ0(tj) = yj for all j = 1, . . . , 2k. One 

easily checks that ϕ0 is spatial (in the sense of the comments after Definition 8.2), and 
hence it extends to an isometric homomorphism

ϕ : Op
2k → Mp

2 ⊗p Op
2k.

Since the elements x1, . . . , x2k, y1, . . . , y2k generate all of Mp
2 ⊗p Op

2k, we deduce that ϕ
has dense range and hence is an isometric isomorphism. �
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For p ∈ [1, ∞), we set

M
p

∞ =
⋃
n∈N

B(�p({1, . . . , n})) ⊆ B(�p(N)).

For p > 1, it is known that Mp

∞ agrees with K(�p(N)), but this fails for p = 1 (see Exam-
ple 1.10 in [40]). Regardless of p, matrix stability of K-theory together with continuity 
with respect to inductive limits shows that K∗(A ⊗p

sp M
p

∞) is isomorphic to K∗(A) for 
any algebra A. We will need the following observation.

Remark 8.14. If D is a direct limit of algebras of the form B(�p({1, . . . , n})), for n ∈ N, 
then A ⊗p

maxD and A ⊗p
spD are canonically isometrically isomorphic for every Lp-operator 

algebra A. This is essentially immediate for the matrix algebra B(�p({1, . . . , n})), and 
the result for D is obtained by taking direct limits. In particular, this applies to M

p

∞ as 
well as to any spatial UHF-algebra ([40]).

Proposition 8.15. Let p ∈ [1, ∞), let n ∈ N, and let An denote the n-fold tensor product 
of Op

2 with itself. Then An is simple, purely infinite, and amenable, with

K0(An) = K1(An) = {0}.

Moreover, An is isometrically isomorphic to Am if and only if n = m.

Proof. Since Op
2 is amenable, so is the n-fold projective tensor product Op

2⊗̂ . . . ⊗̂Op
2 . 

The natural homomorphism from this Banach algebra to An is continuous with dense 
range, so An is amenable. Simplicity and pure infiniteness follow from Theorem 7.9 in [3], 
since the combination of simplicity and pure infiniteness passes from a dense subring to 
the containing Banach algebra.

It remains to compute the K-theory of An, which we do by induction on n. For n = 1, 
this was shown by Phillips in Theorem 7.19 of [40]. Assume that we have proved the 
result for An, and let us show it for An+1 = An ⊗p Op

2 .
Denote by B the tensor product of the spatial Lp-UHF algebra of type 2∞ with 

M
p

∞, identified with the tensor product 
⊗

k∈ZMp
2 as in Section 7 of [40], and let 

β : Z → Aut(B) denote the bilateral shift. By Theorem 7.17 in [40], there is an iso-
metric isomorphism Op

2 ⊗p M
p

∞
∼= F p(Z, B, β), and thus

(Op
2 ⊗p M

p

∞) ⊗p
max An

∼= F p(Z, B, β) ⊗p
max An,

so in particular these two algebras have isomorphic K-theory. An argument identical to 
the one given in the second part of Theorem 7.6, using universal properties, shows that 
the right-hand side can be canonically identified with the full crossed product of the 
action β ⊗ idAn

: Z → Aut(B ⊗p An).
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We claim that B ⊗p An has trivial K-theory. Since B = Mp
2∞ ⊗p M

p

∞, it suffices to 
show that Mp

2∞ ⊗pAn has trivial K-theory. Moreover, since said algebra is a direct limit 
of Mp

2k ⊗p
sp An, for k ∈ N, it is enough to show that Mp

2k ⊗p
sp An has trivial K-theory. 

Now, Mp
2k ⊗p An is isomorphic to An by Proposition 8.13, so the claim follows from the 

inductive step.
Finally, the K-theory of F p(Z, B ⊗p An, β ⊗ idAn

) can be computed using the Lp-
analog of Pimsner–Voiculescu’s 6-term exact sequence (Theorem 6.15 in [40]), which 
yields

K0(F p(Z, B ⊗p An, β ⊗ idAn
)) ∼= K1(F p(Z, B ⊗p An, β ⊗ idAn

)) ∼= {0},

as desired. The last assertion in the statement is Theorem 8.11. �
As remarked in the introduction, this result stands in stark contrast with the 

Kirchberg–Phillips classification of simple, purely infinite, amenable C∗-algebras by K-
theory. The following is inspired by Kirchberg’s O2-embedding theorem [31].

Question 8.16. Let p ∈ [1, ∞) \ {2}. Does every simple, separable, unital, amenable Lp-
operator algebra embed unitally and contractively into Op

2?

We suspect that this question has a negative answer, and that Op
2 ⊗p Op

2 is a coun-
terexample. However, the techniques developed in this paper seem to be insufficient to 
rule out the existence of a unital, contractive map Op

2 ⊗p Op
2 → Op

2 . This question is 
explored in [23].

Another interesting Banach-algebra completion of the Leavitt path algebra L2 has 
been constructed in [15]; see Section 3 there and specifically Remark 3.11. In the light 
of Theorem 8.11, it is a natural problem to determine whether the Banach algebra con-
structed there is self-absorbing in a suitable sense.
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