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Abstract: A methodology to study statistical properties of anomalous transport in fusion plasma is
investigated. Three time traces generated by the full-f gyrokinetic code GKNET are analyzed for this
purpose. The time traces consist of heat flux as a function of the radial position, which is studied
in a novel manner using statistical methods. The simulation data exhibit transport processes with
both medium and long correlation length along the radius. A typical example of a phenomenon with
long correlation length is avalanches. In order to investigate the evolution of the turbulent state, two
basic configurations are studied, one flux-driven and one gradient-driven with decaying turbulence.
The information length concept in tandem with Boltzmann-Gibbs and Tsallis entropy is used in the
investigation. It is found that the dynamical states in both flux-driven and gradient-driven cases are
surprisingly similar, but the Tsallis entropy reveals differences between them. This indicates that the
types of probability distribution function are nevertheless quite different since the higher moments
are significantly different.

Keywords: plasma turbulence; gyrokinetic simulations; information length; Tsallis entropy

1. Introduction

Turbulence in magnetically confined plasma is still a popular research field due to the
high impact of heat transport in fusion-related plasma [1]. This corroborates the need to
investigate large-scale transport events such as bursts, streamers, blobs and avalanches [2-11].
These heterogeneous structures occur intermittently and may have a significant impact on
the transport to the edge. Furthermore, simulation efforts have been suggested with the aim
to investigate the effect of blobs and avalanching. The simulations indicate that blobs may
alleviate the local heat flux because they enlarge the plasma-wetted area of the limiter/divertor
targets. On the other hand, the prospect of avalanching is concerning and warrants further
investigation. Avalanches are characterized by rapid spatial diffusion and convection of
turbulence to the edge.

To investigate a broader perspective of transport induced by meso- and large-scale
structures, including avalanching, global flux-driven models are needed where the profile is
self-consistently determined and the radial gradients develop over time in contrast to fixed
gradient-driven systems. In the global simulation framework, intermittent events, which
exhibit temporal structures with frequent bursts and radial coherence, may be supported.
Such transport events are called avalanches [11]. The likelihood of intermittent transport
events may be studied through the properties of the probability distribution function (PDF).
Intermittent transport is often characterized by unimodal PDFs with elevated exponential
tails compared to a Gaussian distribution. An comprehensive analytical theory has been
presented that elucidates the properties of intermittent transport of heat flux in magnetically
confined plasma [12]. A significant breakthrough would be, for instance, to be able to
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mitigate or control of edge heat flux loads, which depend on the instantaneous amplitude
of fluctuations. The elevated tails of the heat flux PDFs is a manifestation of meso- or
large-scale coherent structures mediating transport [4,13]. The statistical intermittency is
quantified by higher-order cumulants, e.g., the skewness and kurtosis, of the PDFs [12].

In plasma transport exhibiting meso- or large-scale events, long-range correlations
may be expected. For independent processes or systems determined by mean field theory,
Boltzmann-Gibb statistical mechanics is sufficient; however, for systems with long-range
correlations, a more general approach is needed. Tsallis statistics are now widely ap-
plied, e.g., to solar and space plasma such as the heliosphere magnetic field; see Ref. [14].
Intermediate states between the Gaussian and Lévy distributions can be found in non-
extensive statistical mechanics, which provides distributions determined by a continuous
real parameter g; see Ref. [14]. In previous work, it was indicated that such processes
should be detectable using the Tsallis entropic function, which accentuates the tail parts of
the distributions.

One other possible option for detecting large-scale events is to work with the different
metrics for the thermodynamic length [15-20] and the information length [21,22], which
is the generalization to non-equilibrium systems. A possible solution is to use the PDFs
to construct the Fisher metric in statistical space, enabling determination of the statistical
length. It is thus a geometric methodology to understand stochastic processes involved in
order—disorder transition, which may be expected when long-range correlations are present.
As the system evolves, the PDFs change with time, and the information length measures
the total number of different statistical states that a system passes through in time [21,22].
The availability of time-dependent probability density functions (PDFs) as the system
evolves enables investigations into the entropy and information length of the system over
time. In comparison, entropy concerns the uncertainty or disorder for one PDF (at any
time), while relative entropy compares two PDFs (e.g., at two different times). However,
the information length at any time is non-zero since it captures the evolution of a system
between the initial and final states. In comparison, when the initial and final states are
identical, the relative entropy between them is zero. The information length is proportional
to the time integral of the square root of the infinitesimal relative entropy. Note also that
the concept of information length is generally applicable across different fields, allowing us
to comprehensively assess different processes by the same mathematical method.

The path dependence of the information length was shown to be useful for understand-
ing the dynamical system, in particular, the attractor structure. Moreover, the information
length, relative entropy and Jensen divergence were compared, and it was shown that only
the information length captures a linear geometry of a linear Ornstein-Uhlenbeck process
by a linear relation between L(t — o0) and the mean position of an initial Gaussian PDF.

Therefore in this work, we analyze quasi-stationary time series of heat flux generated
by the global gyrokinetic software GKNET . The simulation set-up of the heat flux as
a function of time and radius is discussed in Section 2. A previous study using some
of the data was published in Ref. [23], which focused on the properties of the PDF tails.
In this work, the analysis is extended to the Boltzmann-Gibbs entropy, Tsallis entropy
and the information length. This is explored in Section 3, which provides the indicators
of coherent structures and events. Here, the information length quantifies the differences
between different statistical states of the system during its evolution, whereas the entropy
is used to track instantaneous changes between states. At the end of the paper, Section 4,
the discussion and conclusions are presented.

2. Numerical Model and Set-Up

The software and one data set have been presented in an earlier paper; see Ref. [23].
In this previous work, a statistical analysis of a global gyrokinetic simulation of ion tempera-
ture gradient (ITG) mode turbulence with adiabatic electrons by the software Gyro-Kinetic-
Based Numerical Experimental Tokamak (GKNET) was performed. The early development
of the GKNET software was presented in [24]. In the following, a brief summary of the data
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is presented. The simulation framework uses a circular concentric tokamak configuration
with Ro/a = 2.79,a/p;; = 150 and q(r) = 0.85 4 2.18(L)". Here, n = 2 in the normal case.
The initial plasma parameters atr/a = 0.5are (Ro/Lu),—gzy/2 = 2.22, (Ro/ L1i)y=4y/2 = 10.0,
(Ro/Lte)r=ay/2 = 6.92 and v, = 0.28, respectively. In this configuration, simulation param-
eters are taken as follows: the time step length is At = 2 x 1073Ry/vyi, and the grid number
and system size are (N, Ny, Ny, NUH’ N,) = (128,128,64, 64,16) and (L, Lg, Ly, LUH’ L,) =
(150p;, 27, 71, 120;, 1802 / By), respectively. Note that a 1/2 wedge torus is employed in this
simulation. Figure 1 in Ref. [23] shows (a) initial density, temperature and safety factor
profiles and (b) deposition profiles of As;c and Agy. Here, the source and sink parameters
are chosen to avoid large deviations from the Maxwellian distribution in the heating region
and possible non-physical oscillations triggered by the fixed outer boundary condition.
Within this framework, we performed gyrokinetic simulations of flux-driven toroidal ITG
turbulence with external heat input P;,, = 16 [MW]. Note that not only turbulence and
zonal flow but also the neoclassical transport and mean flow determined self-consistently
by evolving equilibrium profiles can be properly traced in this framework. An investigation
of the statistical properties of the heat flux in these simulations was performed in Ref. [23],
which was centered around the base case with parameters similar to those of the cyclone
base case, i.e., a/p; = 150, a/Ry = 0.36 and 7, Ry /vy = 0.25.

In Ref. [23], the tails of the PDFs were analyzed, and the time traces of heat flux were
processed to retain their stochastic parts with only the help of Box—Jenkins modeling to
remove deterministic autocorrelations. . The time evolution of the PDF is shown at four
instances in Figure 1; here, the change with time is apparent, and evidently this impacts the
micro-turbulent properties, although it is difficult to discern and immediately connect PDFs
to a change in the dynamics such as one that may be expected of a meso- or large-scale
event unless careful investigation of the PDF tail properties is performed. It is concluded
that this serves as a useful test case for both the previously developed methodology and
for exploring entropic methods.

7

Time = (900,1000)
Time = (1900,2000)
Time = (2900,3000) |
Time = (3900,4000)

=21

Figure 1. The time evolution of PDF of the electrostatic potential (¢) at mid radius displayed at four
different time windows.

The accuracy of the modeled PDFs can be evaluated by comparing higher statistical
moments (kurtosis) of the PDFs where a good representation was found. Previous local
gyrokinetic simulations, as shown in Ref. [12], found similar probability density functions
(PDFs). However, due to the global nature of the model, these simulations introduced
consistently different non-Gaussian features, such as stretched exponential and Laplacian
PDFs. Thus, significant heat is mediated by coherent structures such as blobs/coherent
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structures or streamers/avalanches. In the simulations, large, avalanche-like structures
are present as an indication of this mode of transport. Although we analyzed time traces
three times longer than the original simulations (which had 4000 time steps), we obtained
similar results.

In order to understand the properties as a function of time of the numerically generated
time traces, a study of a few key indicators was performed in addition to the work of
Ref. [23] where the PDFs of heat flux were investigated. In the flux-driven simulations,
the radial profile self-consistently evolves over time, and the PDFs are determined by a
time window of 100 samples in the time trace. It is indicated that these are characterized by
fluctuations above marginal stability, and the linear stability limit is adopted from a fluid
model [25] in the temperature gradient (R/ L;) of that profile. The likelihood of instability
is shown in Figure 2, where the PDF of the temperature gradient scale length is displayed.
More importantly, it is evident that the plasma is in the unstable region for most of the time
during the simulation in the standard case.

In the following, X will denote the sample time trace with elements X;, X, ..., X,.
Another quantity of interest is the Hurst exponent [26] of X. In general, 0 < H < 1 but
if H = 0.5, the series is considered random (uncorrelated); if H > 0.5, the series has a
long-term positive autocorrelation, meaning that high (low) values in the series X will have
a higher probability of being followed by another high (low) value. Conversely, if H < 0.5,
in the long run, with high probability, high (low) values in X will have a higher probability
of being followed by another low (high) value. The Hurst exponent is calculated by the
rescaled range (RS) method as the exponent H such that E[R(1)/S(n)] = Cn' for n — oo,
where C is a constant, E[x] is the expected mean, S(n) is the standard deviation of the series
X1,Xp, ..., Xn, and R(n) is the range of the n cumulative deviations from the mean; that is,

R(n) = max(Zy,Zs, ..., Zn) —min(Zy, Zs, ..., Zn), Zj = ¥)_{(Xj —m), m = (L} X;)/n.
Then, H is calculated as the slope of the line that fits the log(R(n)/S(n)) data as a function

of log(n).

= Standard CB case
=—Linear threshold

PDF (R/L_)

RIL,

Figure 2. The PDF of the temperature gradient (R/L;) at mid radius a/p; = 75.

In Figure 3, high values of the Hurst exponent are displayed. It is evident that the
physical process favors repeated values. This was shown to be of importance in Ref. [27],
which indicates that cumulative changes in the dynamical time may be visible as rapid
increases in the information length and thus indicate a change in the state of turbulence.
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Figure 3. The Hurst exponent of heat flux as a function of the radial coordinate displayed for the three
cases, standard, gradient-driven and flux-driven. The gradient-driven and flux-driven (at 4 MW)
cases are obtained from a later iteration of GKNET.

3. Results

In this section, the entropy and information length will be computed. Both methods
rely on the accuracy of estimating the turbulent state defined by the PDE. Moreover, it
is expected that important information is stored in the tail part of the PDF; this thus
indicates that sampling of the data is crucial. In this work, the sampling of the time series
is determined by the window length W;. The window length needs to be adjusted to
match the physical processes of interest. Specifically, there should be enough data points to
capture the skewness and kurtosis (i.e., the third and fourth moments of the distribution)
while remaining short enough to capture the dynamics of the relevant processes. If the
window length is too long, processes occurring on a shorter time scale will be obscured and
not fully captured. The PDFs are thus computed at the midpoint of W, € 2k + 1 (where k
is an integer) and at each time instance after k + 1 at the start of the time trace until k + 1
samples from the end.

The dynamic time 7;(t) of the X; subsequence estimates the instantaneous change and

is computed as
e 1 (ap(Xut)\?

More information is found in Refs. [27,28]. The information length, L(t), can be directly
obtained from the dynamic time by time integration:

L(t) = /Ot dsTl%s). 2)

The implementation of Equations (1) and (2) are discrete and estimated by summations
and discrete differentiations, respectively, since X; and ¢ are discrete. In this work, special
attention is given to entropy and information length computed by the time dependent PDFs.
It should be noted that one of the crucial quantities that characterizes out-of-equilibrium
systems (e.g., turbulence) is temporal change in PDFs. The information length is sensitive to
this temporal change since it is based on how quickly PDFs change in time (see Equation (2)).
Physically, T in Equation (1) gives us a characteristic time scale of a PDF. The time integral
in Equation (2) then picks up the intermediate dynamics between the initial and final
states (at time 0 and time t) and is obtained by measuring the clock time (dt) in unit of
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the instantaneous time scale 7(t). Specifically, it tells us the total number of statistically
different states that a system passes through in time along the path. A unique specialty
of the information length is this path dependence. Each contribution stemming from
integration of the dynamic time is positive; thus, the information increases as the system
evolves and changes state. It is also dependent on the path in the phase space, which
indicates that the history determines the information length and would give a good estimate
of changes in the state.

In Figure 4, the information length computed by Equation (2) at different radii relevant
for the source, core and edge regions is displayed. It is found that the information increases
almost linearly over the time trace; interestingly, the information in the outboard side of the
simulation domain is increased in comparison to the inboard side. This indicates the effect
of generation of structures on the information length. The structures appear and disappear
intermittently, reflecting an increase in the information length due to the differences in the
PDFs of the different states.

400

350

[}
=
=

ro
133)
o

Information length (L)
[aS]
o
o

——Latr=30
Latr=42
150 Latr=54 7
=L alr=66
Latr=89
1007 ——Latr=100 ||
Latr=124
501 —Latr=148 |
0.0868'Time

0 500 1000 1500 2000 2500 3000 3500 4000
Time

Figure 4. The information length L at different radial positions with a linear fit (dashed line).

In Figure 4, the information length is almost linearly growing. A linear fit (dashed
line) is included for comparison. The information length is here computed with running
PDFs with a window length of 200 time steps.

The information length appears to grow almost linearly, with interesting variations
arising from the generation of coherent structures. This suggests that further investigation
into the integrated parameter, dynamic time, would be worthwhile. The recent literature
has derived analytical probability density functions (PDFs) for many different dynamical
systems, including a system with a logarithmic non-linear quantity. Although the objective
of Ref. [29] was different, the results are generally applicable.

Logarithmic non-linearities are found in various models, including the logarithmic
non-linear Schrodinger equation (LNLSE), which is mathematically appealing because it
supports solitary wave solutions (Gaussons) while retaining many simple features of linear
equations. Ref. [29] implies that there is a statistical structure in the generation of dynamic
time and entropy. In that work, a dynamical equation of the form was considered:

% +eZ(x, ) log(12(x, 1)) + 1V (x, £) = f, )

where is {(x,t) is a smooth function of the dynamical system, c is a constant, 7 is a
damping term and f is the forcing. For simplicity, the statistics of the forcing is assumed
to be Gaussian with a short correlation time modeled by the delta function. The model
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Equation (3) representing the system leads to a likelihood distribution for ¢ or is in the
form of a probability distribution function with { as the variable, p({):

p(() ~ e kni-D), @)

Note that the exponential scaling of the PDF is uniquely determined by the non-linear term
in the dynamical Equation (3). Although the data are scarce, it is found that the numerical
scaling of the generated dynamical time in the simulation roughly follows the theoretical
scaling of entropic systems. The scarcity of the data creates the non-smoothness in the
PDFs; however, this is also indicated in the similarity of all scalings of the information
length that mostly grow in an almost linear manner. Note that the dynamic time acts as
the time unit in the statistical space, but more importantly, it measures the correlation time
over which the probability density function (PDF) changes (Figure 5).

102 ¢

10? . . ; | .
0.05 01 0.15 0.2 025 0.3 035 0.4
T

Figure 5. The PDF of the dynamic time 7 at different radial position with a model fit (dashed line)
using Equation (4).

Next, the remaining part of the paper is dedicated to the data sampled from the new
version of GKNET; see Ref. [30]. The main difference in the data is that, in the new data,
a distinct comparison between a gradient-driven and a flux-driven case is made. For both
data sets, a sixth-order safety factor q(r) = 0.85 4 2.18(%)® is utilized in combination with a
smaller radial cross-section of ag/rho;i = 100. In the gradient-driven case, the initial profile
evolves over time, yielding decaying turbulence, whereas in the flux-driven case additional
power is used as input P;;, =4 MW. Note that the updated software enables studies with
kinetic electrons; however, here, only adiabatic electrons are retained.

Although a significant difference in the turbulence should be expected, the time
evolution of the simulation is remarkably similar since the information lengths, as seen
in Figure 6, closely follow each other at the different radii. It could then be concluded
that similar large-scale structures are generated regardless of the differences, generating a
similar dynamical process; however, it is also evident that, as time passes, the differences in
the information length increase. Note that it is only at the radial location r/p; = 68 where
the gradient-driven case has higher information length over time.
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Figure 6. The information length L at different radial positions for the gradient-driven (solid lines)
and flux-driven (dashed lines) cases, respectively.

In general, a measure of the number of ways a system can be arranged is denoted
entropy; here, the generalized Tsallis entropy was investigated. Note that this generalized
statistical mechanics g-entropy or Tsallis entropy has a free parameter 4 which denotes the
degree of fractality. Let p be the probability density function. Then, the g-entropy can be
introduced as; see [14]:

_1- [dolp(e)"

1 5)

S4(p)
Here, it should be mentioned that the g-entropy is reduced (by L'Hospital’s rule) to the
conventional Boltzmann-Gibbs entropy S = — [ dX log(p(X))p(X) for Gaussian statistics,
where g — 1. In analyzing complex systems out of equilibrium, non-extensive statistical
mechanics has a solid theoretical basis where the parameter g describes the degree of
non-extensivity in the system.

Due to the similarities in the information length found in Figure 6, a direct computation
of the entropy at the different time steps is performed. This should interpreted as the
instantaneous entropy generated at each time step and not the total entropy in the system.
The entropy is only computed using the PDFs generated with a limited time window of
200 time steps. In Figure 7, the Boltzmann-Gibbs entropy (S) for the gradient-driven system
(blue and orange lines) and the flux-driven system (yellow and purple) at two different
radii are shown. Here, the time evolution of the systems is quite similar, at least until
1000 time steps thereafter, at which point more differences can be noted; however, the order
is similar, and large fluctuations are present. The Tsallis entropy is computed according
to Equation (5), and the result is shown in Figure 8. In Figure 8, the Tsallis or g-entropy
(84, with g = 3.1) for the gradient-driven system (blue and orange lines) and the flux-driven
system (yellow and purple) at two different radii are shown. The g is taken to accentuate
differences in non-Gaussian properties of the PDFs; here, it is evident that at the outer
radii it is around an order of magnitude difference in g-entropy. It is expected that the
properties of the meso- and large-scale structures rest in the tail parts of the PDFs; thus,
skewness and kurtosis are of interest. This gives another useful indicator of anomalous
transport properties.
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Figure 7. The Boltzmann-Gibbs entropy computed for the gradient and flux-driven cases at two
different radii r/p; = 43 and r/p; = 93, respectively.
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Figure 8. The Tsallis entropy computed for the gradient and flux-driven cases at two different radii
r/p; = 43 and r/p; = 93, respectively.

4. Summary and Conclusions

The full-f gyrokinetic code GKNET is utilized to generate heat flux time traces in
several different cases. The main difference is that one case is flux-driven, and one case
is gradient-driven, where the profiles are allowed to evolve according to the fluxes. This
means that the gradient-driven system is more or less a decaying state where no additional
energy input is used. The information length concept in tandem with Boltzmann-Gibbs and
Tsallis entropy are used in the investigation of the dynamical system. In the information
length concept, the probability distribution functions (PDFs) in time are computed and
analyzed. The information length is obtained by computing an integral (see Equation (2))
summing up positive definite contributions over time. The information length measures
the difference between two states in terms their PDFs. In comparison, for a Gaussian PDF,
a statistically different state is obtained due to the mean value change (the peak position
of a PDF) or due to the standard deviation (the width of a PDF). Physically, the former
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(mean value change) is due to the work, while the latter (standard deviation change) is
due to the entropy change. More technically, for the information length, the mean value
change is to be normalized by the smallest scale (standard deviation) as the width of a
Gaussian PDF gives the uncertainty (error) in measuring the mean position and thus the
smallest scale. In addition to the analysis by the Hurst exponent and information length,
the Boltzmann—Gibbs and the Tsallis entropy are computed, and all these measures indicate
different aspects of the properties of the PDFs.

It is found that although the dynamical state in the studied flux-driven and gradient-
driven cases is surprisingly similar, the Tsallis entropy reveals inherent differences. This
indicates that the types of probability distribution function are nevertheless quite different.
In Ref. [27], time traces of gyrokinetic simulations performed by GENE were analyzed,
where a combination of different metrics (information length, dynamic time and Hurst
exponent) were needed to find interesting differences in physics; however, in this case, all
these metrics are rather similar, making a similar analysis difficult. It seems that using
direct computation of the Tsallis entropy, some aggregated information on the differences
in the PDFs could be found. Moreover, a test of the PDF of dynamic time is presented that
seems to roughly follow a certain scaling based on analytical estimates found in Ref. [29].

Author Contributions: Conceptualization, J.A.; methodology, J.A.; software, K.I.; formal analysis,
J.A.; data curation, J.A.; writing—original draft preparation, J.A.; writing—review and editing, S.M.
and T.R. All authors have read and agreed to the published version of the manuscript.

Funding: This work was carried out with internal funding for J.A and partial material is based upon
work supported by the U.S. Department of Energy, Office of Science, Office of Fusion Energy Sciences,
under Award Number DE-SC0013977.

Data Availability Statement: The data presented in this study are available on reasonble request
from the corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1.  Horton, W. Drift waves and transport. Rev. Mod. Phys. 1999, 71, 735. [CrossRef]

2. Horton, W,; Ichikawa, Y.-H. Chaos and Structures in Nonlinear Plasmas; Sections 6.1 & 6.2; World Scientific: Singapore, 1996; p. 221.

3. Zweben, S.S.; Boedo, J.A.; Grulke, O.; Hidalgo, C.; LaBombard, B.; Maqueda, R.J.; Scarin, P.; Terry, J.L. Edge turbulence
measurements in toroidal fusion devices. Plasma Phys. Control. Fusion 2007, 49, S1. [CrossRef]

4.  Politzer, P.A. Observation of Avalanchelike Phenomena in a Magnetically Confined Plasma. Phys. Rev. Lett. 2000, 84, 1192.
[CrossRef] [PubMed]

5. Beyer, P; Benkadda, S.; Garbet, X.; Diamond, P.H. Nondiffusive Transport in Tokamaks: Three-Dimensional Structure of Bursts
and the Role of Zonal Flows. Phys. Rev. Lett. 2000, 85, 4892. [CrossRef] [PubMed]

6.  Drake, ].F; Guzdar, PN.; Hassam, A.B. Streamer Formation in Plasma with a Temperature Gradient. Phys. Rev. Lett. 1988, 61, 2205.
[CrossRef]

7. Antar, G.Y,; Krasheninnikov, S.I.; Devynck, P.; Doerner, R.P; Hollman, E.M.; Boedo, ].A.; Luckhardt, S.C.; Conn, R.W. Experimental
Evidence of Intermittent Convection in the Edge of Magnetic Confinement Devices. Phys. Rev. Lett. 2001, 87, 065001. [CrossRef]
[PubMed]

8.  Carreras, B.A.; Hidalgo, C.; Sanchez, E.; Pedrosa, M.A; Balbin, R.; Garcia-Cortes, I.; van Milligen, B.; Newman, D.E.; Lynch, V.E.
Fluctuation-induced flux at the plasma edge in toroidal devices. Phys. Plasmas 1996, 3, 2664. [CrossRef]

9. Carreras, B.A.; van Milligen, B.P; Pedrosa, M. A ; Balbin, R.; Hidalgo, C.; Newman, D.E.; Sanchez, E.; Frances, M.; Garcia-Cortes,
I; Bleuel, J.; et al. Self-similarity of the plasma edge fluctuations. Phys. Plasmas 1998, 5, 3632. [CrossRef]

10. Andrew, Y,; Kim, E. H-mode transition and pedestal studies. Phil. Trans. R. Soc. 2023, A381,20210241. [CrossRef]

11. Kenmochi, N.; Ida, K.; Tokuzawa, T.; Yasuhara, R.; Funaba, H.; Uehara, H.; Den Hartog, D.J.; Yamada, I.; Yoshinuma, M.;
Takemura, Y,; et al. Preceding propagation of turbulence pulses at avalanche events in a magnetically confined plasma. Sci. Rep.
2022, 12, 6979. [CrossRef]

12.  Anderson, J.; Xanthopoulos, P. Signature of a universal statistical description for drift-wave plasma turbulence. Phys. Plasmas
2010, 17, 110702. [CrossRef]

13. Lang, Y.; Guo, Z.B.; Wang, X.G; Li, B. Avalanches triggered by Kelvin-Helmholtz instability in a cylindrical plasma device. Phys.
Rev. E 2019, 100, 033212. [CrossRef]

14.  Anderson, J.; Kim, E.; Moradi, S. A fractional Fokker-Planck model for anomalous diffusion. Phys. Plasmas 2014, 21, 122109.

[CrossRef]


http://doi.org/10.1103/RevModPhys.71.735
http://dx.doi.org/10.1088/0741-3335/49/7/S01
http://dx.doi.org/10.1103/PhysRevLett.84.1192
http://www.ncbi.nlm.nih.gov/pubmed/11017476
http://dx.doi.org/10.1103/PhysRevLett.85.4892
http://www.ncbi.nlm.nih.gov/pubmed/11102144
http://dx.doi.org/10.1103/PhysRevLett.61.2205
http://dx.doi.org/10.1103/PhysRevLett.87.065001
http://www.ncbi.nlm.nih.gov/pubmed/11497833
http://dx.doi.org/10.1063/1.871523
http://dx.doi.org/10.1063/1.873081
http://dx.doi.org/10.1098/rsta.2021.0241
http://dx.doi.org/10.1038/s41598-022-10499-z
http://dx.doi.org/10.1063/1.3505824
http://dx.doi.org/10.1103/PhysRevE.100.033212
http://dx.doi.org/10.1063/1.4904201

Entropy 2024, 26, 494 11of11

15.
16.
17.
18.

19.
20.

21.

22.

23.

24.

25.

26.
27.

28.

29.
30.

Weinhold, F. Metric geometry of equilibrium thermodynamics. Z. Phys. Chem. 1975, 63, 2479. [CrossRef]

Rupeiner, G. Thermodynamics: A Riemannian geometric model. Phys. Rev. Lett. 1979, 20, 1608. [CrossRef]

Schlogl, F. Thermodynamic metric and stochastic measures. Z. Phys. B 1985, 59, 449. [CrossRef]

Dié6si, L.; Kulacsy, K.; Lukdcs, B.; Rédcz, A. Thermodynamic length, time, speed, and optimum path to minimize entropy
production. Z. Phys. Chem. 1996, 105, 11220. [CrossRef]

Crooks, G.E. Measuring Thermodynamic Length. Phys. Rev. Lett. 2007, 99, 100602. [CrossRef]

Feng, E.H.; Crooks, G.E. Far-from-Equilibrium Measurements of Thermodynamic Length. Phys. Rev. E 2009, 79, 012104.
[CrossRef] [PubMed]

Nicholson, S.B.; Kim, E. Investigation of the statistical distance to reach stationary distributions. Phys. Lett. A 2015, 379, 83.
[CrossRef]

Kim, E. Investigating Information Geometry in Classical and Quantum Systems through Information Length. Entropy 2018, 20, 574.
[CrossRef] [PubMed]

Anderson, J.; Imadera, K.; Kishimoto, Y.; Li, ].Q.; Nordman, H. Statistical description of turbulent transport for flux driven
toroidal plasmas. Nucl. Fusion 2017, 57, 066013. [CrossRef]

Imadera, K.; Li, ].; Kevin, O.; Kobiki, T.; Kishimoto, Y. Global profile relaxation coupled with E x B staircase in toroidal flux-driven
ITG turbulence. In Proceedings of the 25th TAEA International Conference on Fusion Energy, St. Petersburg, Russia, 13-18
October 2014; TH/P5-8.

Anderson, J.; Nordman, H.; Weiland, J. Effects of non-circular tokamak geometry on ion-temperature-gradient driven modes.
Plasma Phys. Control. Fusion 2000, 42, 545. [CrossRef]

Hurst, H.E. Long-term storage capacity of reservoirs. Trans. Am. Soc. Civ. Eng. 1951, 116, 770. [CrossRef]

Papadopoulos, A.; Anderson, J.; Kim, E.; Mavridis, M.; Isliker, H. Statistical Analysis of Plasma Dynamics in Gyrokinetic
Simulations of Stellarator Turbulence. Entropy 2023, 25, 942. [CrossRef] [PubMed]

Anderson, J.; Kim, E.; Hnat, B.; Rafiq, T. Elucidating plasma dynamics in Hasegawa—Wakatani turbulence by information
geometry. Phys. Plasmas 2020, 27, 022307. [CrossRef]

Anderson, J.; Kim, E. Predicting PDF tails in systems with logarithmic non-linearity. Phys. Lett. A 2010, 374, 1621. [CrossRef]
Imadera, K.; Kishimoto, Y. ITB formation in gyrokinetic flux-driven ITG/TEM turbulence. Plasma Phys. Control. Fusion 2022,
65, 024003. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


http://dx.doi.org/10.1063/1.431689
http://dx.doi.org/10.1103/PhysRevA.20.1608
http://dx.doi.org/10.1007/BF01328857
http://dx.doi.org/10.1063/1.472897
http://dx.doi.org/10.1103/PhysRevLett.99.100602
http://dx.doi.org/10.1103/PhysRevE.79.012104
http://www.ncbi.nlm.nih.gov/pubmed/19257090
http://dx.doi.org/10.1016/j.physleta.2014.11.003
http://dx.doi.org/10.3390/e20080574
http://www.ncbi.nlm.nih.gov/pubmed/33265663
http://dx.doi.org/10.1088/1741-4326/aa686b
http://dx.doi.org/10.1088/0741-3335/42/5/305
http://dx.doi.org/10.1061/TACEAT.0006518
http://dx.doi.org/10.3390/e25060942
http://www.ncbi.nlm.nih.gov/pubmed/37372286
http://dx.doi.org/10.1063/1.5122865
http://dx.doi.org/10.1016/j.physleta.2010.02.017
http://dx.doi.org/10.1088/1361-6587/aca9f9

	Introduction
	Numerical Model and Set-Up
	Results
	Summary and Conclusions
	References

