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Modeling of a “Hydrogen Valley”
to investigate the impact of a
regional pipeline for hydrogen
supply
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1Department of Space, Earth and Environment, Chalmers University of Technology, Gothenburg,
Sweden, 2Division of Strategy and Innovation, Göteborg Energi AB, Gothenburg, Sweden

Introduction: The transition towards electrolysis-produced hydrogen in
refineries and chemical industries is expected to have a potent impact on the
local energy system of which these industries are part. In this study, three urban
areas with hydrogen-intense industries are studied regarding how the energy
system configuration is affected if the expected future hydrogen demand is met
in each node individually, as compared to forming a “Hydrogen Valley,” in which a
pipeline can be used to trade hydrogen between the nodes.

Method: A technoeconomic, mixed-integer, linear optimization model is used to
study the investments in and dispatch of the included technologies with an hourly
time resolution, while minimizing the total system cost. Four cases are
investigated based on the availability of offshore wind power and the
possibility to invest in a pipeline.

Results: The results show that investments in a pipeline reduces by 4%–7% the
total system cost ofmeeting the demands for electricity, heating, and hydrogen in
the cases investigated. Furthermore, investments in a pipeline result in greater
utilization of local variable renewable electricity resources, as compared to the
cases without the possibility to invest in a pipeline.

Discussion: The different characteristics of the local energy systems of the three
nodes in local availability of variable renewable electricity, grid capacity and
available storage options compared to local demands of electricity, heating and
hydrogen, are found to be the driving forces for forming a Hydrogen Valley.
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1 Introduction

Urban areas account for two-thirds of global energy consumption and
approximately 75% of annual global fossil carbon emissions (IEA, 2021a; UNEP,
2024). Actions need to be taken on the national, regional, and local levels to limit
emissions in accordance with the targets set in the Paris Agreement (UNFCCC, 2016).
Municipalities have an important role to play as the owners and operators of local
utilities with the authority to set local environmental goals (IEA, 2021a). To
decarbonize the different sectors, such as electricity, transportation, heating and
cooling, and industry, in an efficient way, energy planning becomes important
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(Calvillo et al., 2016). Electrification is acknowledged as an
important pathway towards carbon neutrality for cities (IEA,
2021a; IPCC, 2022). Historically, urban areas have primarily
consumed power that is generated outside the city borders,
though there is increasing interest in local power production
within cities (IEA, 2021a). Direct electrification can act as a
measure to decarbonize some sectors, while other sectors, such
as industry, are also dependent upon green fuels such as
hydrogen (Bataille, 2020; Seck, et al., 2022).

Hydrogen is already widely used in refining and chemical
industries, while new applications to reduce CO2 emissions
include hydrogen as a reducing agent in steel making, fuel for
the transport sector and possibility to store energy (IEA, 2021b).
To decarbonize sectors through the use of hydrogen, hydrogen
production itself need to be carbon neutral, whereas today, most
hydrogen globally is produced using natural gas and coal as
feedstock. In Year 2022, 96% of Europe’s hydrogen was produced
from natural gas in steam methane reformers (SMRs), resulting
in significant levels of CO2 emissions (EC, 2024). Two
mechanisms that have been suggested to reduce emissions
from hydrogen production are: 1) the use of carbon capture
and storage (CCS) in SMR or gasification processes; and 2)
electrolyzers, whereby electricity is used to split water into
oxygen and hydrogen (IEA, 2023). Due to electrolyzers
potential to operate in a flexible manner, they can adapt to
the outputs of variable renewable electricity (VRE) generation,
such as wind and solar power (IRENA, 2019; Aboumahboub,
et al., 2020; Kakoulaki, et al., 2021; Zhang et al., 2022; Jodry, et al.,
2023; Chyong, et al., 2024). Kakoulaki et al. (2021) found that the
total potential of VRE has been deemed sufficient to meet an
expected increase in electricity demand due to hydrogen
production through electrolysis, on a regional level for
Europe. However, to gain a better understanding of the issues,
a techno-economic analysis of regional energy systems with
integrated hydrogen production using electrolyzers and
renewable energy, as well as of the possibilities for
transmission and storage of hydrogen was warranted by
Kakoulaki et al. (2021).

By using pipelines to transmit hydrogen, regions with an
abundance of VRE can be connected to regions with high
hydrogen demands (Neumann, et al., 2023; Toktarova, 2023).
Towards this goal, initiatives such as the European Hydrogen
Backbone (EHB, et al., 2022) have been initiated. Previous studies
of hydrogen infrastructures in energy systems (EHB, et al., 2022;
Neumann, et al., 2023; Toktarova, 2023; Chyong, et al., 2024) have
typically applied a top-down approach in which a continental, pan-
national or national energy system and hydrogen network is presented
to exploit efficiently national VRE resources. However, the pipelines
are typically represented as simple energy flows rather than
accounting for the gas dynamics within the pipeline, resulting in
smaller investments in hydrogen storages and pipeline capacity due to
overly flexible transmission (Shchetinin et al., 2023). Furthermore, the
results from such top-down studies have indicated that continent-
wide energy systems that have potential for electricity grid expansion
can offer geographic smoothing, thereby outcompeting hydrogen
pipeline infrastructures (Chyong, et al., 2024).

For hydrogen-intense industries located within the same region,
hydrogen pipelines could mitigate challenging local characteristics,

such as a low availability of VRE and limited electricity grid
connections to the surrounding region. If several industry-intense
urban areas are located within the same region, they can form a
Hydrogen Valley. A Hydrogen Valley represents a bottom-up
perspective of a specific geographic scope, being large in scale,
supplying more than one sector, and covering multiple steps in
the hydrogen value chain, from hydrogen production to storage and
distribution, and eventual consumers (Weichenhain, et al., 2021).
Wang et al. (2024) have studied a 7-node hydrogen network in an
investment and dispatch optimization model that included
hydrogen pipelines, hydrogen refueling stations, hydrogen storage
devices, power-to-hydrogen devices, and renewable energy
generation to supply fuels for the transportation sector. Their
study focused on the coupling of multiple networks (electricity,
hydrogen, and transportation) and concluded that the coupling of
networks enhances investment efficiency and operational flexibility
while meeting the electricity and hydrogen demands. The study did
not include other sectors, such as industry and residential sectors, or
heating demands.

For urban areas with hydrogen-intense industries, a transition
towards zero emissions using electrolyzers could have a strong
impact on the municipal-level energy system. Apart from
electricity and hydrogen for the industry sector, heating and
transportation are other sectors that make demands on the
municipal energy system. To meet these demands from the
different sectors in an efficient way, sector coupling has been
recognized as an essential measure for achieving a fossil-free
energy system (Lund, et al., 2017). Numerous studies have been
conducted to investigate the potential of sector coupling in energy
systems across a range of geographic scales, from urban to
continental to global systems (Pursiheimo et al., 2019;
Aboumahboub, et al., 2020; Arabzadeh, et al., 2020; Bogdanov,
et al., 2021; Heinisch et al., 2021; Neumann, et al., 2023).
Arabzadeh et al. (2020) have evaluated different decarbonization
strategies using Helsinki as a case study. The study included
Helsinki’s electricity and heating demands, as well as an
additional need for electricity for electric vehicles. Energy storage
and sector coupling were shown to enhance the integration of
renewables and to reduce carbon emissions. Heinisch et al. (2019,
2021) and coworkers employed a linear optimization model to
analyze sector coupling involving electricity, heating, electric cars
and public transportation in an urban energy system. Sector
coupling was found by Heinisch et al. (2019, 2021) to lower the
cost of the energy system and to offer benefits in terms of managing
fluctuations in supply and demand, which arise due to the
intermittency of renewable energy sources and the demand
patterns of the city. However, the studies conducted by
Arabzadeh et al. (2020) and Heinisch et al. (2019, 2021) are
lacking both hydrogen as an energy carrier and any possibility
for collaboration between different urban areas.

Several studies have investigated the coupling of industry and
other selected sectors in local and urban energy systems (Zhang
et al., 2022; Jodry, et al., 2023; Wang, et al., 2023). Jodry et al. (2023)
have included the hydrogen demands from industries, such as
steelmaking, refineries, methanol and chlorine production plants,
in a bottom-up techno-economic optimization model that
investigated investments in and the hourly operation of hydrogen
production and storage infrastructures. That study proposed that
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electrolyzers will assume an important role in producing low-carbon
hydrogen and will be operated when local electricity generation from
solar photovoltaics (PV) and onshore and offshore wind power are
available, or when the price of electricity imported from the grid is
low. Lacking from that study by Jodry et al. (2023) was the
integration with other sectors, such as heating and
transportation, as well as the electricity demands from residential
and commercial sectors. Furthermore, only one node was
investigated, thereby omitting trade with hydrogen between
different nodes. Zhang et al. (2022) have used a techno-economic
optimization model that represents an isolated region of Australia,
to study the supply of electricity and hydrogen for the electricity,
transport, and heating/industry sectors. Zhang et al. have shown that
both electrolysis and the use of fossil fuels with CCS to produce
hydrogen could have a significant presence in least-cost energy
systems that aim at ≥80% abatement compared to current emissions
levels. However, there was limited consideration of the
interconnection between the heating and electricity sectors, and
only one node was investigated.

Although the studies mentioned previously have contributed
with valuable insights in hydrogen as an energy carrier in future
decarbonized energy systems, studies investigating collaboration
using a pipeline between urban areas located within the same
region are lacking. Studies including the possibility to trade
hydrogen through pipelines are typically using a national or
continental scope where geographical smoothing becomes an
important pipeline benefit. In addition, pipeline representation in
models with large geographical scope typically does not take into
consideration the actual gas dynamics of the flow. For studies with a

local scope, pipelines between urban areas represented by multiple
sectors have, to the authors’ knowledge, not been investigated. The
aims of the present study are to: 1) understand how best to meet the
hourly requirements for heating, electricity, and hydrogen from
residential, commercial and transportation sectors, as well as
selected parts of the industry sector in three urban areas; and 2)
compare how the energy system configuration may be affected if
hydrogen pipelines between the urban areas is allowed as an
investment option. Thus, this study seeks to answer the
following questions:

• In what ways do the hydrogen demands of industries affect
municipal energy systems when the hydrogen is produced
through electrolysis?

• How do regional collaborations in relation to exchanging
hydrogen through a pipeline between three industry-intense
urban areas affect the energy system configurations?

• Does the role of sector coupling depend on whether the
demand for hydrogen is met locally or through regional
collaboration?

This study applies a techno-economic modeling approach to a
future zero fossil fuels energy system in three industry-intense urban
areas. This approach addresses the growing demand for hydrogen
from electrolysis in industrial processes within a regional context.
The challenges associated with meeting the demands for electricity,
heating, and hydrogen at the lowest operational and investment
costs in the region are formulated as a linear mixed-integer problem.
To investigate how an increased electricity demand linked to the

FIGURE 1
Schematic overview of the mixed-integer linear optimization model used. The green boxes indicate model developments compared to the model
presented previously by Heinisch et al. (2021). The boxes represent inputs to the model and are specified for the electricity, heating, and transportation
sectors, and to some extent, the industry sector.
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production of hydrogen from electrolysis could affect the local
energy system, the Swedish West Coast is taken as a case study.
The Swedish West Coast could serve as an example of a Hydrogen
Valley, since there are three industry-intense urban areas located in
proximity to each other: Gothenburg, Stenungsund, and Lysekil.
The industries include refineries in Gothenburg and Lysekil and
chemical industry in Stenungsund, all of which are reliant on
hydrogen in their processes.

2 Methods

2.1 Model description

This study uses a mixed-integer linear optimization model with
the aim of minimizing the total system cost to analyze the impacts of
the demands for hydrogen and electricity from the industry sector
on the urban energy system. The model is run over 1 year with an
hourly time resolution and covers the heat, electricity and hydrogen
demands of the residential, commercial, transportation and
industrial sectors. The objective of the model is to minimize the
total system costs, including both operational and investment costs,
while not allowing for fossil CO2 emissions, giving local energy
prices for electricity, heat and hydrogen as an output. The model was
first introduced by Heinisch et al. (2019), who investigated the
interconnections between the district heating and electricity sectors
in a single node urban energy system, using Gothenburg as a case
study. The model was further developed by Heinisch et al. (2021) to
include electric cars and public transportation. Figure 1 presents the
model, whereby the green boxes indicate additions to the model in
this study compared to the version used by Heinisch et al. (2021).
The main additions are: 1) the implementation of hydrogen as an
energy carrier with production and storage technology alternatives;

2) a representation of the electricity and hydrogen demands from the
industry sector; 3) the use of several nodes representing different
urban areas; and 4) the possibility to exchange hydrogen between the
nodes via a pipeline. In Figure 2, a schematic representation of the
modeled Hydrogen Valley is presented including the three industry-
intense urban areas Gothenburg, Stenungsund and Lysekil. Each
node in the model has its own demands for electricity, heating, and
hydrogen that need to be fulfilled, as well as possibilities to invest in
local electricity, heating, and hydrogen production and storage
technologies. The nodes can be connected with each other
through investments in pipelines, going from a decentralized
system where every node needs to fulfil its own demands to a
system in which collaboration can be an option to minimize the
system cost.

The objective function of the model is given in Eq. 1 and aims
to minimize the total system costs over 1 year (Ctot). The
objective function includes costs related to investments (Cinv

p ),
and fixed operation and maintenance costs (C

OMfix
p ) for the

installed capacity of each technology in each node (sn,p).
Running costs (Crun

p ) are summarized for the technologies that
produce electricity (gn,p,t), heat (qn,p,t ), hydrogen (rn,p,t), and
store electricity (bn,p,t). In addition, the costs for starting (cstartn,p,t )
and running power plants at part-load, (cpartloadn,p,t ), are included as
variables and summarized over the year, taking into
consideration the start-up time and cost, as well as the
minimum load level of the thermal plants. For more details on
the cycling of thermal plants, the reader is directed to the paper
by Göransson et al. (2017). Electricity can be imported from and
exported to the regional grid (wn,t) and multiplied by the cost of
electricity, (Cel

t ). The cost for pipeline investments, (Cpipe
l,d ), which

is dependent upon the distance between the connection points
and the diameter of the pipe, is multiplied by the binary variable
il,d, which takes the value of 1 if the pipeline connection, l, with a

FIGURE 2
Schematic representation of the modeled nodes Gothenburg, Stenungsund and Lysekil, including production and storage units for electricity, heat
and hydrogen, tomeet the demand from residential, commercial, transportation and industry sectors. The optional pipeline investment makes it possible
to connect the three nodes to form a Hydrogen Valley. The dash-dotted line represents the system boundary of the study.
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certain diameter, d, is invested in, and has a value of 0 if there is
no investment in the pipeline.

MIN Ctot � ∑
p∈P

∑
n∈N

Cinv
p + C

OMf ix
p( )*sn,p(

+∑
t∈T

Crun
p * gn,p,t + qn,p,t + rn,p,t + bn,p,t( ) + cstartn,p,t + cpartloadn,p,t( ))

+∑
t∈T

∑
n∈N

Cel
t wn,t +∑

l∈L
∑
d∈D

Cpipe
l,d *il,d (1)

Equations 2–6 describe the electricity, heating, and hydrogen
balances, respectively. The balance equations ensure that the
demands for electricity, heating, and hydrogen are met for every
timestep, t, in each node, n. In the electricity balance, the fixed
electricity demand (Del

n,t), together with the charging of stationary
batteries (bchn,p,t) and EVs (EV

ch
n,e,t), power-to-heat (PtH) technologies

(qn,PtH,t) with efficiency ηp, the electricity needed to produce
hydrogen through electrolysis (rn,PH2 ,t ), and the electricity for
compressors related to the pipeline (on,t) and compressors related
to the charging of the hydrogen storage units (K · zchn,PH2St ,t

) need to
be less than or equal to the sum of the electricity production (gn,p,t),
discharge of stationary batteries (bdchn,p,t) and EVs (EVdch

n,e,t), and
imported/exported electricity (wn,t takes a positive value during
import and a negative value for export).

Del
n,t + ∑

p∈PElSt

bchn,p,t +∑
e∈E

EVch
n,e,t + ∑

p∈PPtH

qn,p,t
ηp

+ rn,PH2 ,t + on,t

+ ∑
p∈PH2St

K · zchn,p,t ≤ ∑
p∈PEl

gn,p,t + ∑
p∈PElSt

bdchn,p,t +∑
e∈E

EVdch
n,e,t + wn,t (2)

The fixed hourly heating demand in each node (Dheat
n,t ),

together with the charging of thermal energy storages (hchn,p,t),
need to be less than or equal to the heating production (qn,p,t),
heat from CHPs (g(n,PCHP,t)), with electricity-to-heat ratio α,
discharge of thermal energy storages (hdchn,p,t) and available
waste heat (Xn,t), as summarized in:

Dheat
n,t + ∑

p∈PHSt

hchn,p,t ≤ ∑
p∈PH

qn,p,t + ∑
p∈PCHP

gn,p,t
α

+ ∑
p∈PHst

hdchn,p,t + Xn,t (3)

The hydrogen demand equation is expressed as a
separate balance equation for each node (Eqs 4–6), due to the
nature of the pipeline implementation. The hydrogen balance
includes a fixed hourly hydrogen demand profile for each node
(DH2

n,t ) based on the future demands of industries, which is
complemented by the possibility to charge hydrogen storage
units (zchn,p,t). To meet the hourly demand in each node, hydrogen
production from electrolyzers (rn,PH2 ,t), together with the
discharge of hydrogen storages (zdchn,p,t) and the possibilities to
import and export hydrogen through a pipeline between the
nodes (el,d,k,t) are needed. The nodes are located in a line so that a
pipeline can be invested in between Gothenburg and
Stenungsund and/or between Stenungsund and Lysekil, as can
be seen in Figure 2. Each pipeline is divided into three
segments (I), resulting in four cross-sections (k) where the
first and last segments are connected to a node. The flow of
hydrogen (el,d,k,t) can take a positive or negative value,
depending on the direction of the flow. Five different pipeline
sizes have been implemented, resulting in different transmission

capacities. The pipeline implementation is described in greater
detail in Section 2.1.1.

DH2
GBG,t + ∑

p∈PH2St

zchGBG,p,t ≤ rGBG,PH2 ,t*ηelectrolyzer + ∑
p∈PH2St

zdchGBG,p,t

+ eGBG−STN ,d,4,t (4)
DH2

STN ,t + ∑
p∈PH2St

zchSTN ,p,t ≤ rSTN ,PH2 ,t*ηelectrolyzer + ∑
p∈PH2St

zdchSTN ,p,t

− eGBG−STN ,d,1,t + eSTN−LYS,d,4,t (5)
DH2

LYS,t + ∑
p∈PH2St

zchLYS,p,t ≤ rLYS,PH2 ,t*ηelectrolyzer + ∑
p∈PH2St

zdchLYS,p,t

− eSTN−LYS,d,1,t (6)

Equations 7–10 describe which variables are positive and binary,
respectively, as well as the minimum and maximum values for
trading hydrogen and electricity.

0≤ sn,p, gn,p,t , qn,p,t , rn,p,t , bn,p,t , hn,p,t , zn,p,t , EVn,e,t , c
start
n,p,t , c

partload
n,p,t (7)

il,d  0, 1{ } (8)
−Ed

max ≤ el,d,k,t ≤ Ed
max (9)

−Wmax ≤wn,t ≤Wmax (10)

Additional constraints related to the charging and discharging of
storages, load limits, thermal cycling, and more can be found in
Heinisch et al. (2019). In Table 1, the sets, parameters and variables
used to describe the model are summarized.

2.1.1 Pipeline dynamics
Shchetinin et al. (2023) compared different ways to model

hydrogen pipelines in techno-economic optimization models, to
retain tractability while not over-simplifying the gas dynamics in the
operation of the pipelines. Their study showed that a simplification
of the pipeline dynamics results in smaller investments in pipeline
capacity and hydrogen storage. The reason for this is an
overestimation of pipeline flexibility. The method used to
describe the pipeline dynamics in the present study is derived
from that of Shchetinin et al. (2023), where the pipeline is
divided into three segments (I), as visualized in Figure 3. The
three segments result in four cross-sections (k), where the
differences in pressure and mass flow between the cross-sections
are retrieved from the Euler equations, assuming isothermal gas flow
through a horizontal pipeline.

By discretizing the Euler equations in both time and space, the
following equations are derived:

pl,d,k,t + pl,d,k+1,t − pl,d,k,t−1 − pl,d,k+1,t−1 �
2c2Δt
AΔx

_ml,d,k,t − _ml,d,k+1,t( )
(11)

pl,d,k,t( )2 − pl,d,k+1,t( )2 � f c2Δx
4dA2 _ml,d,k,t + _ml,d,k+1,t( ) ∣∣∣∣ _ml,d,k,t + _ml,d,k+1,t

∣∣∣∣
(12)

However, Eq. 12 is still non-linear. The mean mass flow
between two pipeline segments, _m � _mk+ _mk+1

2 , which describes
how much the mass flow is allowed to change due to pressure
differences, is therefore modeled in MATLAB. The plane-fitting
function fit is used to find a linear expression of Eq. 12, such that
the mean mass flow between two cross-sections is an expression of
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TABLE 1 Sets, variables, and parameters used to implement the constraints in the model.

Sets

T Timestep, {1,. . .,8760}

N Set of nodes, {Gothenburg, Stenungsund, Lysekil}

L Set of pipeline connections, {GBG-STN, STN-LYS}

D Set of pipeline diameters, {D200, D300, D400, D500, D700}

K Set of pipeline cross-sections, {1,. . ., 4}

E Set of EV categories, {private cars, light truck, heavy truck}

P Set of technologies to invest in

PEl Subset to P for all electricity generating technologies

PCHP Subset to PEl for CHP technologies

PH Subset to P for all heat generating technologies

PPtH Subset to PH for all power-to-heat technologies

PH2 Subset to P for all hydrogen production technologies

PElSt Subset to P for all electricity storage technologies

PHSt Subset to P for all thermal storage technologies

PH2St Subset to P for all hydrogen storage technologies

Variables

sn,p Capacity of technology p invested in node n [GW]

gn,p,t Electricity generation for technology p at timestep t in node n [GWh/h]

qn,p,t Heat generation for technology p at timestep t in node n [GWh/h]

rn,p,t Hydrogen generation technology p at timestep t in node n [GWh/h]

bn,p,t Charge and discharge of electricity storage technology p at timestep t in node n [GWh/h]

hn,p,t Charge and discharge of thermal storage technology p at timestep t in node n [GWh/h]

zn,p,t Charge and discharge of hydrogen storage technology p at timestep t in node n [GWh/h]

wn,t Electricity imported and exported to node n at timestep t [GWh/h]

on,t Electricity related to compression work for hydrogen flow in node n at timestep t [GWh/h]

el,d,k,t Hydrogen transported through pipeline connection l with diameter d in pipeline segment k at time-step t [GWh/h]

_ml,d,k,t Hydrogen mass flow in pipeline connection l with diameter d in segment k at timestep t [kg/s]

pl,d,k,t Pressure in pipeline connection l with diameter d in segment k at timestep t [Pa]

ll,d,t Linepack in pipeline connection l with diameter d at timestep t [GWh]

il,d Binary investment variable for pipeline diameter d in pipeline connection l [-]

Parameters

Ctot Total system cost to be minimized [M€]

Cinv
p Annualized CAPEX, including fixed O&M costs for technology p [M€/GW/year]

Crun
p OPEX for each technology p [M€/GWh]

Cel
t

Cost for imported electricity from the surrounding grid at timestep t [M€/GWh]

ηp Efficiency from fuel to desired output (electricity/heat/hydrogen) [-]

Del
n,t

Electricity demand in node n at timestep t [GWh/h]

(Continued on following page)
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the pressure difference between the same cross-sections, resulting
in Eq. 13:

_ml,d,k,t + _ml,d,k+1,t � a1l,d*pl,d,k,t + a2l,d*pl,d,k+1,t + a3 (13)

In this linearized form, three coefficients, a1l,d, a
2
l,d and a3, are

used to describe the plane. Since no flow will occur when the
pressure difference is zero and the relationship between mass
flow and pressure is symmetrical in the pipeline, a3 will always
take the value of zero. The coefficients a1l,d and a2l,d depend on the
allowed pressure difference in the pipeline, the number and lengths
of the segments, and the diameter of the pipeline. Even with the
simplification made between Eqs 12, 13, Shchetinin et al. (2023)
concluded, through comparison with a discretized non-linear
transient model of the gas dynamics, that the that using a
balanced, 3-segment transient approximation increased the

accuracy significantly compared the accuracy significantly
compared to having a simplified steady-state representation of
the energy flow. Since the diameter and length differ depending
on the pipeline connection, the coefficients a1l,d and a2l,d will be
unique for each pipeline diameter and connection, resulting in the
binary approach when investing in pipelines. Although Shchetinin
et al. (2023) presented a fully linear approach, a mixed-integer linear
model approach is used in the present study as the systemmodeled is
relatively small, allowing for a more detailed representation of the
included pipelines while keeping the model runs relatively
computationally cheap.

To connect the mass flow in the pipeline to the rest of the model,
a conversion factor, ε, together with the seconds in an hour, Δt,
required to transition frommass flow (kg/s) to energy flow (GWh/h)
were used, as described in Eq. 14. The flow takes a positive value

TABLE 1 (Continued) Sets, variables, and parameters used to implement the constraints in the model.

Sets

Dheat
n,t

Heat demand in node n at timestep t [GWh/h]

DH2
n,t Hydrogen demand in node n at timestep t [GWh/h]

Xn,t Heat production profile from industrial excess heat in node n at timestep t [GWh/h]

K Electricity factor from compression of hydrogen before it enters the storage unit or pipeline respectively [ GWhel
GWhH2

]

Ed
max Maximum hydrogen flow in pipeline with diameter d [GWh/h]

Wmax Maximum import and export capacity of electricity to the regional grid [GWh/h]

Pmax /min Maximum and minimum pressure allowed in pipeline [Pa]

ΔPmax Maximum pressure difference between two consecutive hours in each cross-section [Pa]

Ll,d
max Maximum linepack in pipeline connection l with diameter d [GWh]

A Area of pipeline technology [m2]

Δx Length of pipeline segment [m]

d Diameter of pipeline technology [m]

f Friction coefficient [-]

c Speed of sound in hydrogen [m/s]

a1l,d, a
2
l,d, a

3 Coefficients describing the plane fitting of the momentum equation. [-]

ε Conversion factor from kgH2 to GWhH2

Δt Seconds in an hour [s]

FIGURE 3
Pipeline divided into three segments (I) and four cross-sections (k). p, Pressure; _m, mass flow.

Frontiers in Energy Research frontiersin.org07

Rosén et al. 10.3389/fenrg.2024.1420224

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1420224


when going from pipeline segment 1 to 4, and a negative value if it
goes from pipeline segment 4 to 1. For Gothenburg, this means that
the import of hydrogen from Stenungsund has a positive value,
while the export of hydrogen to Stenungsund has a negative value.
For Stenungsund, which is connected to both Gothenburg and
Lysekil, importation of hydrogen from Gothenburg takes a
negative value while importation from Lysekil takes a positive
value. For exportation, the opposite is true. In Lysekil, import
from Stenungsund takes a negative value while export to
Stenungsund takes a positive value.

el,d,k,t � ε* _ml,d,k,tΔt (14)

Apart from describing the mass flow and pressure differences
between the segments of a pipeline, an additional equation is
introduced to describe the linepack. The linepack is the total
amount of hydrogen stored within the pipeline and is calculated
using the difference in the amounts of hydrogen that have been put
into and taken out of the pipeline, in similarity to a storage unit.
Since the pipeline is divided into segments, it is possible to pump
hydrogen into the pipeline from two nodes simultaneously, thereby
increasing the linepack, and subsequently to retrieve the hydrogen
from the pipeline. The linepack process is described in Eq. 15, where
ll,t is the hydrogen stored in the pipeline and el,d,k,t represents the
flows of hydrogen in the first and last cross-sections, respectively,
that are connected to nodes.

ll,d,t � ll,d,t−1 + el,d,1,t − el,d,4,t (15)
Equations 11, 13–15 are used in the final model formulation to

describe the flow through the pipelines. Using this formulation
allows the model to identify the optimal size of the pipeline by
comparing the allowed capacities to transport hydrogen, as well as
considering the allowed pressure differences between the cross-
sections. The pressure difference between two consecutive
timesteps in a cross-section is restricted according to Eq. 16. The
limit is implemented to take into account the stress imposed on the
pipeline material by pressure fluctuations.

pl,d,k,t − pl,d,k,t−1
∣∣∣∣ ∣∣∣∣≤ΔP max (16)

Equations 17–19 are implemented to regulate the pressures and
flow of the hydrogen in the pipeline, as well as the hydrogen stored
in the linepack.

el,d,k,t
∣∣∣∣ ∣∣∣∣≤ il,d*Ed

max (17)
ll,d,t ≤ il,d*Ll,d

max (18)
il,d*P

min ≤ pl,d,k,t ≤ il,d*P
max (19)

Lastly, consideration is taken to the electricity demand related to
the work of compressors, on,t, when hydrogen is exported from a
node, as in Eqs 20–25.Kpipe is the electricity demand associated with
transferring the hydrogen by raising the pressure through
compressors, and it depends on the flow of hydrogen. The
variables vaSTN,t and vbSTN,t describe the electricity demands for
Stenungsund, one pipeline connection at a time in Eqs 21, 22,
and these are combined in Eq. 23.

−eGBG−STN ,d,4,t · Kpipe ≤ oGBG,t (20)
eGBG−STN ,d,1,t · Kpipe ≤ vaSTN ,t (21)

−eSTN−LYS,d,4,t ·Kpipe ≤ vbSTN ,t (22)
vaSTN ,t+vbSTN ,t ≤ oSTN ,t (23)

eSTN−LYS,d,1,t ·Kpipe ≤ oLYS,t (24)
0≤ vaSTN ,t , v

b
STN ,t , on,t (25)

2.2 Data and assumptions

The three nodes modeled in this study are located within the
same electricity price region (e.g., SE3). The prices used for the
import and export of electricity to the surrounding region are based
on a model developed by Göransson et al. (2017), which describes
the electricity system of northern Europe. Öberg et al. (2022)
developed the model further, and the electricity price profile used
for this study is retrieved from their model. Just as this study, the
electricity price profiles retrieved from the model presented by
Öberg et al. are derived using the wind speeds, solar insolation,
and electricity and heat demands from Year 2019, with costs and
assumptions representing a future energy system around Year 2050.
The techno-economic data used in this work to describe the
technologies are retrieved from the Danish Energy Agency
(2023), Danish Energy Agency (2024), using their
approximations for Year 2050 and can be found in
Supplementary Appendix A, together with the pipeline costs
derived from European Hydrogen Backbone (EHB, et al., 2022)
and values of the coefficients a1l,d and a2l,d. The investment cost for
compressors is derived by multiplying the CAPEX of the pipeline by
a factor of 0.35, with an assumed lifetime of 25 years and fixed O&M
cost of 1.7% of the compressor CAPEX (EHB, et al., 2022). An
interest rate of 5% was assumed. The technologies included in the
model runs are:

Electricity generation: Solar PV on rooftops (PV rooftop), solar
PV parks with optimal tilt (PV park), offshore wind power (Wind
offshore), peak power gas turbines fired by biogas (GT biogas),
condensing power plant with wood chips (W), combined cycle gas
turbine (CCGT biogas), fuel cells (FC).

Electricity storage: Li-Ion batteries, EV batteries.
Combined heat and power (CHP) plants: CHP plants fired by

wood chips (CHP wood chips) and combined cycle back pressure
plants fired by biogas (CHP biogas).

Heat production: Heat-only boilers fired by wood chips (HOB
wood chips) or biogas (HOB biogas), heat pumps (HP), electrical
boilers (EB) and industrial waste heat (Waste heat).

Thermal storage units: Tank storage (TTES) and borehole
storage (BTES).

Hydrogen production: Proton exchange membrane (PEM)
electrolysis (electrolyzer).

Hydrogen storage units: Tank storage (H2tank) and lined rock
caverns (LRC).

Hydrogen transportation: pipelines with diameters in the range
of 200–700 mm (i.e., D200, D300, D400, D500, D700).

Onshore wind power is not included owing to the limited
ground area within the studied urban nodes. The profiles used to
represent solar and wind profiles are retrieved from Renewables
Ninja (Renewables, 2023, Pfenninger and Staffell, 2016; Staffell and
Pfenninger, 2016) and are included in Supplementary Appendix B.
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The pressure in the pipelines was allowed to vary between 40 and
70 bar (Danish Energy Agency and Energinet, 2017) and was
allowed in each cross-section to change by no more than 0.5 bar
between two consecutive timesteps, in order to take into account the
stresses placed on the materials of the pipeline by the rapid pressure
fluctuations (Wesselink et al., 2022). The maximum hydrogen flow
capacity was retrieved from the European Hydrogen Backbone
(EHB, et al., 2022) and extrapolated to the pipeline sizes included
in the model runs. The friction coefficient, f, was set at 0.008 in
accordance with the dissertation of O’Malley (2021), and the speed
of sound for hydrogen, c, at 1,320 m/s. The electricity demand for
compression of hydrogen before storage was calculated as
0.083 kWhel/kWhH2, assuming a pressure of 200 bar in both the
hydrogen tank storage and LRC, using Eq. 26 as presented by
Preuster et al. (2017), assuming hydrogen to have a lower
heating value of 33.33 kWh/kgH2. Similarly, the electricity
demand for the compressors related to the pipeline was
calculated to 0.058 kWhel/kWhH2.

P
kWhel
kgH2

[ ] � 1.2 log
p2
p1

( ) (26)

2.3 Modeled nodes

The three nodes modeled in this case study, Gothenburg,
Stenungsund and Lysekil, are urban areas located on the Swedish
West Coast and are included due to their expected future hydrogen
demands from industries. Gothenburg and Lysekil have refineries, while
chemical industries are located in Stenungsund. Apart from the
industries, the nodes have different characteristics. Gothenburg is a
node with a relatively large population, a high demand for electricity
and limited access to imported electricity and offshore wind power.
Stenungsund has access to substantial imports of electricity and offshore
wind in relation to the increased electricity demand. Lysekil has a
comparatively small population and poor import possibilities for
electricity relative to the increased electricity demand, although it has
possibilities for large investments in offshore wind power. The hourly
electricity demand profile for Gothenburg is based on actual data for
Gothenburg inYear 2019 andmultiplied by a factor of 1.3 to represent the
expected increase in electricity demand linked to population increases up
to Year 2050 (Göteborgs Stad, 2024a; Göteborgs Stad, 2024b). The heat
demand profile is based upon measured data from Year 2012, due to a
lack of data for the studied year of Year 2019. A comparison of the
temperatures in 2012 and 2019 is presented in Supplementary Appendix
C. For Stenungsund and Lysekil, the annual electricity and heating
demands (Länsstyrelserna, 2020) for the two nodes was used and
divided to hourly demands based on the profiles for Gothenburg and
included in SupplementaryAppendixD. In this study, we have assumed a
full electrification of the current private carfleet, buses and light andheavy
trucks. Of the private electric cars, 30% are assumed to be available for
vehicle-to-grid (V2G), i.e., also able to deliver electricity from the car
battery to the grid. For more details on the representation of the private
car fleet and trucks, see Taljegård et al. (2021).

The hydrogen demand is based on a report written by Edvall
et al. (2022) that describes the current and future annual demands
for hydrogen of industries located in the investigated nodes. In the
report, the current yearly demand of 6.4 TWh was compared to an

expected minimum demand of 4.9 TWh and maximum demand of
14 TWh. The maximum scenario of 14 TWh per year of hydrogen
(~20 TWh per year of electricity if produced with electrolysis) for the
system was chosen for the studied main cases, based on replacing
current SMR processes, as well as an increasing demand for
hydrogen. The yearly demand is used to create an hourly
demand profile, assuming that there is a continuous demand for
hydrogen from the industrial processes for every hour of the year.
For comparison, the total electricity demand in Gothenburg,
Stenungsund and Lysekil was in Year 2020 approximately
4.2 TWh, 1.6 TWh and 0.5 TWh, respectively
(Länsstyrelserna, 2020).

In Table 2, node-specific data are provided for Gothenburg,
Stenungsund and Lysekil, respectively. The nodes differ, for
example, in terms of access to electricity import capacity,
available area for solar parks, available rooftop area for solar PV,
access to offshore wind power, annual electricity, heating and
hydrogen demand, and the possibility to invest in LRC. The
electricity import capacity to the nodes is derived from future
electricity system plans in Sweden (SvK, 2023) and is, therefore,
larger than the capacity available today. The availability of offshore
wind power is based on five offshore wind farm projects, which
could be connected to the different nodes (Eolus, 2021; Hexicon,
2021; Zephyr, 2021; Njordr Offshore Wind, 2023; Vattenfall, 2024).
Gothenburg is modeled with two different availabilities for offshore
wind power. The difference in offshore wind farm availability for
Gothenburg is due to two wind farms overlapping and these serve as
the basis for the cases investigated in this study. Solar park
availability is restricted to areas that can be assumed to be
available within the three nodes. The available rooftop area that
can be used for solar PV investments is based on population size,
according to the method proposed by Wiginton et al. (2010). The
possibility to invest in LRC is restricted in Gothenburg due to
uncertainties related to suitable areas.

2.4 Studied cases

In this study, four cases were evaluated that reflect the available
capacities of an offshore wind farm located outside of the larger city
node (Gothenburg), as well as the possibility to invest in pipelines
between the three nodes. The availability of offshore wind power
outside the other two industry-intense nodes (Stenungsund and
Lysekil) remains the same in all cases. For each offshore wind farm
capacity available outside the larger city node, the model is run with
and without the possibility to invest in pipelines between the nodes,
so as to compare the effects on the energy system given the
possibility of a shared hydrogen infrastructure. The four cases are
summarized in Table 3.

3 Results

3.1 Supplying electricity and heat

3.1.1 Electricity supply
Figure 4 presents the installed capacities for electricity

generation, summarized for all the nodes (A), as well as the
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annual levels of electricity generation (B), for the four cases
investigated. The total annual electricity supplied amounts to
32–33 TWh for all cases, as shown in Figure 4B. Common to the
four cases is the combination of investments in offshore wind farms
and solar PV parks to meet the demand in Year 2050 (Figure 4A). In
the first cases, i.e., with the limitation of a maximum 280 MW of
offshore wind power capacity connected to Gothenburg and without
a pipeline, a larger share of the annual electricity demand is met
through imported electricity, as compared with the other cases in
Figure 4B. With the possibility to invest in a pipeline and/or a larger
wind farm outside Gothenburg, the model makes such investments,
resulting in a larger share of the annual electricity demand being met
locally through wind and solar power, while the amount of imported
electricity is reduced (Figure 4B). Solar parks are the most-cost-
efficient way to meet the electricity demand for the cases
investigated, and there are investments in maximum capacity in
all the cases and all three nodes.

When it is possible to invest in hydrogen pipelines between
the nodes, pipeline investments are found to be cost-efficient in
both cases with larger and smaller offshore wind farms. Access to
a pipeline affects the system configurations in the nodes, as can be
seen in Figure 4. In Figure 4A, it is shown that the investment in a
pipeline makes a larger difference to the technology investments
when there is a possibility to invest in no more than 280 MW of
offshore wind power capacity connected to Gothenburg, as
compared with the case with up to 1,000 MW. With the
availability of up to 280 MW of offshore wind power and the
possibility to invest in a pipeline, there are no investments in
rooftop PV and CCGT biogas capacities, while investments in
CHP plants decrease (Figure 4A). Instead, investments are made

in additional offshore wind power. The system configuration
shows a similar trend in the cases with the possibility to invest in
up to 1,000 MW offshore wind power capacity outside
Gothenburg plus a pipeline, with slightly larger investments
being made in offshore wind power when the pipeline is
available than when it is not. Overall, curtailment of VRE
resources for the whole system is reduced with investments in
a pipeline, as compared to without a pipeline, from 1.3% to 1%
with up to 280 MW of wind power outside Gothenburg, and from
1.1% to 0.6% with up to 1,000 MW of wind power. Lastly, the
investments in CHP wood chip plants decrease to some extent
with investments in a pipeline and no investments are made in
CCGT biogas plants and PV rooftop.

In Figure 5, the investments in electricity generating
technologies are presented for each node separately. The
pipeline improves the utilization of the most-cost-efficient
resources as hydrogen production is located where there is
access to offshore wind power. The driving force for the
collaboration towards meeting the future hydrogen demand
through a pipeline resides in the different characteristics of
the nodes. In Gothenburg, the maximum available capacity for
offshore wind power is invested in for all four cases. With a
maximum available offshore wind power capacity of 280 MW
and without a pipeline, there are investments in rooftop PV,
CCGT biogas and CHP wood chips plants, complementing the
offshore wind farms and solar PV parks in Gothenburg. With
access to a pipeline, the total electricity generation capacity
invested in is significantly smaller in Gothenburg, with the
greatest difference being that no investments are made in
rooftop PV. Furthermore, no investments are made in CCGT
biogas and the investments in CHP wood chip plants in
Gothenburg are smaller with the pipeline than without the
pipeline. With the possibility to invest in a wind farm with up
to 1,000-MW capacity connected to Gothenburg, no investments
in rooftop PV and GT biogas are made in the node, and the
impact of a pipeline on the system composition is weaker than in
the cases with availability of a 280-MW wind farm.

As for the other two nodes, investments are made primarily in
a combination of solar PV parks and offshore wind power (see
Figure 5). For Stenungsund, a node that has a comparatively large
grid connection, no technology investments in addition to those
in offshore wind power and solar PV parks are needed to meet the

TABLE 2 Characteristics of the modeled nodes.

Gothenburg Stenungsund Lysekil

City ID GBG STN LYS

Electricity import capacity [MW] 1,545 1,000 50

Offshore wind farm availability [MW] (Eolus 2021; Hexicon 2021; Zephyr 2021; Njordr Offshore Wind 2023;
Vattenfall 2024)

280/1,000 1,120 5,000

Solar PV park availability [MW] 100 500 500

Rooftop solar PV availability [MW] (Wiginton et al. 2010) 1,900 100 50

Hydrogen demand [TWh/yr] (Edvall, et al. 2022) 5 5 4

Possibility to invest in LRC [yes/no] No Yes Yes

TABLE 3 Descriptions of the four modeled cases.

Case Availability of offshore wind
power outside

Gothenburg (MW)

Possibility to
invest in pipelines

1 280 No

2 Yes

3 1,000 No

4 Yes
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demand for electricity, with or without a pipeline. With a
pipeline, the offshore wind power capacity in Stenungsund
increases (from 500 MW to 1,120 MW, independent on
offshore wind farm availability outside Gothenburg) to
compensate for the lower investments in electricity generation
capacity in Gothenburg with a pipeline compared to without a
pipeline. The installed wind power capacity reaches the
maximum limit in Stenungsund with both the 280-MW and
1,000-MW limits on wind power in Gothenburg when there is
investment in a pipeline. In Lysekil, however, investments are
made in PV rooftop and CCGT biogas as complements to those
made in solar PV parks and offshore wind power in the cases
without a pipeline. With a pipeline, only investments in solar PV
parks and offshore wind power are made because the pipeline
provides a flexibility option that is distinct from that conferred by
local storage units. In Lysekil, a small increase in investments in
offshore wind power can be seen when there are investments in a
pipeline and up to 280 MW of wind power outside Gothenburg,
as compared to without a pipeline. However, investments in
offshore wind power decrease with a pipeline and 1,000 MW of
offshore wind power outside Gothenburg, as compared to
without a pipeline.

Figure 6 shows the annual levels of electricity generation for
the different technologies and the net amounts of imported
electricity annually from the regional grid to the nodes. The
crosses in Figure 6 indicate the electricity demands in the absence

of electricity for hydrogen production in each case. The
diamonds in Figure 6 represent the electricity demands if the
hydrogen were to be produced locally, showing clearly how
Gothenburg becomes an importer of hydrogen (primarily from
Stenungsund) when a shared pipeline is available. For
Gothenburg and Stenungsund, imported electricity from the
regional grid supplies most of the electricity needed in the
node, followed by wind power (Figure 6). In Lysekil, wind
power is the main contributor to meeting the demand for
electricity, together with solar PV parks. In the cases without
a pipeline, Lysekil becomes a net exporter of electricity to the
regional grid, while the node becomes a net importer of electricity
from the regional grid when a pipeline is available. Lysekil has
few possibilities to balance the intermittency of wind and solar
power with imports and exports of electricity from the regional
grid, due to its strictly limited grid capacity. When more
electricity is available in Gothenburg (1,000 MW of offshore
wind power), it becomes cost-efficient to move hydrogen
production from Lysekil to Stenungsund. This is because the
larger grid capacity available in Stenungsund, as compared to
Lysekil, can be used to balance VRE.

3.1.2 Heat supply
The possibility to invest in a pipeline between the three

nodes not only affects the configuration of the electricity system,
as shown in Figures 4–6, but also affects the investments in the

FIGURE 4
Invested-in electricity generation technologies (A) and the annual levels of electricity production (B) for all three nodes combined.
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district heating sector. For Stenungsund and Lysekil, waste heat
from the industry sector can meet the demand for heat, so no
further investments in heating technologies are needed in the
four cases. In Gothenburg, however, additional investments are
made in CHP woodchips, CHP biogas, HOB biogas, HP and EB.
As more cheap electricity becomes available in Gothenburg,
either through the larger offshore wind farm, or through
investments in a pipeline, PtH technologies (EB and HP)
takes on a larger share of the annually produced heat. In the
cases with a 280 MW offshore wind farm, the share of heat
produced with PtH technologies goes from 16% to 47% as
investments in a pipeline are made. With a 1,000 MW
offshore wind farm, the share of heat from PtH technologies
increases from 38% to 51%. HOB biogas is used when the cost of
imported electricity is high and electricity production from VRE
sources low. The investments in heating technologies as well as
annually produced heat can be found in greater detail in
Supplementary Appendix E.

3.2 Electrolyzers, pipelines and hydrogen
storage units

3.2.1 Electrolyzer investments
The total installed electrolyzer capacity varies between 3.1 GWEl

and 3.5 GWEl depending on the case, while the minimum capacity

needed is 2.3 GWEl for the three nodes in total (i.e., there is an
overinvestment of 36%–53%). Investments in electrolyzer capacity
are in the higher range for the two cases with investments in
pipelines (49%–53% of overinvestments), and in the lower range
(36%–41% of overinvestments) for the cases without a pipeline. In
Figure 7, the installed electrolyzer capacity is presented. The red
lines indicate the minimum capacity that is needed if the
electrolyzers are to be run at full capacity throughout the year to
meet the hydrogen demand; thus, representing the minimum
possible size of investment. Overcapacity is cost-efficient since it,
together with the storage units, makes it possible to avoid hydrogen
production during hours of low wind and solar power production
and high prices for imported electricity. In the cases without a
pipeline, there is overcapacity of the electrolyzers in every node.
However, the overcapacity is significantly smaller in the Gothenburg
node due to the higher cost of storing hydrogen (only tank storage
units are allowed). For the cases with pipeline investments, LRC
storage is accessible to all three nodes via the pipeline, and the total
electrolyzer overcapacity increases. It is noteworthy that no
investments are made in fuel cells although the hydrogen
infrastructure is available and receives investment. This has
mainly to do with the low roundtrip efficiency and the fact that
hydrogen can be used directly as a feedstock in industry.

In the cases with wind power capacity limited to 280 MW, the
access to a pipeline reduces investments in electrolyzer capacity in
Gothenburg to below the minimum capacity for the node to be self-

FIGURE 5
Invested-in electricity generating technologies depending on case and investigated node.
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FIGURE 6
Annual electricity supply depending on case and investigated node.

FIGURE 7
Invested-in electrolyzer capacities depending on case and investigated node.
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sufficient, while the electrolyzer size in Stenungsund increases by
approximately 43%. Gothenburg is a node that has a high demand
for electricity, and with a pipeline, part of the hydrogen production
is shifted to Stenungsund where the availability of offshore wind is
greater, resulting in a lowered demand for electricity in Gothenburg.
In Lysekil, investment in a pipeline results in an approximately 17%
increase in the installed electrolyzer capacity.With a shared pipeline,
the maximum capacity of offshore wind power is installed in both
Gothenburg and Stenungsund, and it becomes cost-efficient to
produce hydrogen in Lysekil, where there is greater access to
offshore wind power.

With a larger wind farm connected to Gothenburg, a larger
electrolyzer is invested in locally (1 GWEl). With access to a pipeline,
the Gothenburg electrolyzer capacity decreases slightly to
0.93 GWEl, although the overall investment in electrolyzer
capacity increases (+6%) in the system. In Stenungsund, the
electrolyzer capacity increases in a similar way as in the case
with a 280-MW wind farm and pipeline. The electrolyzer in
Lysekil becomes 15% smaller when a pipeline is introduced. The
change in electrolyzer size correlates with the smaller wind farm that
is invested in for Lysekil. As Gothenburg can cover a larger fraction
of its own demands for hydrogen locally due to the enhanced access
to offshore wind power, it becomes cost-efficient for Lysekil to
reduce its hydrogen production and in doing so reduce its electricity
demand. In fact, Lysekil produces less hydrogen than its annual
demand in the case where 1,000 MW of offshore wind is connected
to Gothenburg. The explanation for this can be found in the
larger electricity grid capacity found in Stenungsund compared
to Lysekil, which makes it more cost-efficient to balance the
intermittency of VRE in Stenungsund than in Lysekil. With

investments in a pipeline, the curtailed VRE in Lysekil
changes from 2.2%–2.3% to 1.7%–1.8%.

3.2.2 Hydrogen storage units
In Figure 8, the investments in hydrogen storage facilities are

presented. In the case with a 280-MW offshore wind farm outside
Gothenburg and without a pipeline, LRCs with storage capacities of
50 GWhH2 and 57 GWhH2 are invested in for Stenungsund and
Lysekil, respectively. In Gothenburg, investments are made in a
hydrogen tank storage because LRC storage is not allowed within the
city. The hydrogen tank storage is dimensioned to provide hydrogen
during a period of approximately 14 h (8 GWhH2). With a pipeline,
the tank storage in Gothenburg is replaced with a larger, less
expensive, LRC in Stenungsund, as shown in Figure 8, while the
storage in Lysekil becomes smaller with the pipeline than without
the pipeline. The results become even more prominent in the case
with the possibility to invest in a 1,000-MW offshore wind farm
connected to Gothenburg, as compared with the 280-MW wind
farm case. Furthermore, a larger share of the hydrogen is produced
in Stenungsund, where large investments in wind power capacity are
made. Storage at the same node as the production of wind power
makes it possible to consider variations in wind power locally and
limit the need for pipeline investments. In Lysekil, the LRC storage is
retained even with a pipeline, adding to the argument that an LRC
storage facility close to the site of hydrogen production is beneficial
from a cost-efficient system perspective.

3.2.3 Pipeline investments and utilization
The pipeline diameters invested in differ depending on the case

and connecting nodes. With availability limited to 280 MW of

FIGURE 8
Investments in hydrogen storage (GWh), together with the installed electrolyzer capacities (GW) at the different sites.
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offshore wind power capacity, the pipeline diameters are optimized
to 300 mm between Gothenburg and Stenungsund, and 200 mm
between Stenungsund and Lysekil. A pipeline diameter of 300 mm
allows for a hydrogen flow of 0.61 GWH2, which is close to the
demand for hydrogen in Gothenburg at 0.57 GWH2.With access to a
wind farm of 280 MW, Gothenburg imports 43% of the annual
hydrogen demand. As the available offshore wind farm capacity is
expanded to 1,000 MW, the diameter of the pipeline between
Gothenburg and Stenungsund increases to 400 mm, while that
between Stenungsund and Lysekil remains the same (200 mm).
With a wind farm of 1,000 MW, hydrogen net import is reduced to
16% of the annual demand, as hydrogen is also exported to
Stenungsund for storage. Stenungsund remains a net exporter of
hydrogen with both sizes of offshore wind farms, although both
imports and exports are reduced when a larger wind farm is
connected to Gothenburg. It is noteworthy that even though the
total amount of hydrogen transported through the pipeline is
reduced, the pipeline diameter increases. This is because larger
fluctuations in the pipeline occur due to the larger variations in
hydrogen production derived from the larger investment in offshore
wind power. To comply with the pressure constraint in each cross-
section, a larger pipeline diameter becomes cost-efficient. For
Lysekil, the change in offshore wind availability in Gothenburg
results in the node converting from a net exporter to a net importer
of hydrogen. This can be explained by the limited connection to the
regional grid in Lysekil, as described previously. Importing
hydrogen provides an alternative way to fulfil the demand for
hydrogen without needing additional local investments in
electricity production and storage of hydrogen to balance the
demand and supply. Investment in a pipeline becomes a cost-
efficient alternative to manage the intermittency of VRE,
independent of Lysekil’s role as a net importer or exporter of
hydrogen, which can be seen from the reduced curtailment of
VRE presented in Section 3.2.1.

To verify the robustness of the pipeline investments, two
sensitivity analyses were conducted: changing the hydrogen
demand in the nodes and the investment cost of the pipelines. As
for the hydrogen demand, the Current (6.4 TWh/year) andMinimum
(4.9 TWh/year) demand (Edvall, et al., 2022) for hydrogen in the three
nodes were evaluated and compared to the Maximum demand
(14 TWh/year) applied in this work. The pipeline diameter
between Stenungsund and Lysekil (STN-LYS) remains at 200 mm
independent on demand. However, the pipeline diameter between
Gothenburg and Stenungsund changes.With availability of a 280MW
offshore wind farm, the investment goes from a diameter of 300 mm
to a diameter of 200 mmwhen the demand is changed to the Current
and Minimum demand. With availability of a wind farm of
1,000 MW, the investment goes from a diameter of 400 mm in
the Maximum scenario, to 300 mm with the Current hydrogen
demand and 200 mm in the Minimum demand-case. Stenungsund
remains the main exporter of hydrogen with the largest investment in
electrolyser capacity as well as LRC independent of hydrogen demand.
The most prominent difference is the share of the annual hydrogen
demand that is imported. For the case with 280 MW offshore wind
power, the share of net imported hydrogen related to annual demand
in Gothenburg goes from 43% with a hydrogen demand of 14 TWh
(Maximum) to 23% (Current) and 17% (Minimum) as the hydrogen
demand decreases while Lysekil goes from −15% (net export) to 69%

(Current) and 81% (Minimum) as the demand decreases. A similar
effect can be seen in the cases with available offshore wind power of
1,000 MW outside Gothenburg. As the investment cost for the
pipelines was doubled, investments in pipelines remained, although
the pipeline diameter between Gothenburg and Stenungsund is
reduced to 300 mm in the case with 1,000 MW offshore wind power.

3.2.4 Hydrogen balance
In Figure 9, 2 weeks of pipeline operation between Stenungsund

and Gothenburg (GBG-STN) (A) and Stenungsund and Lysekil (STN-
LYS) (B), together with the state-of-charge for the LRC storage (C),
operation of the electrolyzer (D) and electricity supply (E) in
Stenungsund are presented for the case with up to 1,000 MW of
offshore wind power outside Gothenburg. The electrolyzer can be
seen to adapt to offshore wind patterns, together with electricity
production from the solar PV park between Hours 2,352 and 2,688.
When there is lower electricity production and importation of electricity
due to high electricity prices (e.g., Hours 2,390 to 2,455), the electrolyzer
reduces its load to zero. Simultaneously, the export to Lysekil is limited,
although export to Gothenburg is continued. The storage level of the
LRC decreases during these hours, indicating that Stenungsund
takes on the role of a centralized hydrogen storage facility that
supports both its own hydrogen demand and the hydrogen
demand of Gothenburg. As electricity production increases,
Stenungsund imports hydrogen from Gothenburg and the
LRC is charged. Similar patterns are repeated over the year.
The electrolyzers in both Lysekil and Gothenburg show a
similar pattern, where the electrolyzer is run under windy
conditions, on sunny days, and during periods with a low cost
for imported electricity. Similar plots for Gothenburg and Lysekil
are depicted in Supplementary Appendix F.

3.3 Total system cost

In Table 4, the total system costs and marginal costs for hydrogen
for the four cases are presented. The introduction of a pipeline results
in decreases in the total system cost of 4% and 7% for the 1,000-MW
and 280-MW offshore wind farms, respectively. The reduction in
system cost is attributed to the collaboration of infrastructures, with
an observed trend towards a large hydrogen production and storage
facility in Stenungsund. For the cases with a pipeline, the investment
costs for the pipeline and related compressors represent 0.66%
(9.7 M€/yr) and 0.70% (10.2 M€/yr) of the total cost, respectively.
The marginal cost of hydrogen ends up being 2.3–2.9 €/kg depending
on the case, where the lowest cost is achieved with access to a 1,000-
MWoffshore wind farm and pipeline, and the highest cost is noted for
a 280-MW offshore wind farm and no pipeline. The pipeline
investment reduces the cost for producing hydrogen by 17% for
the cases with 280 MW of wind power and by 12% for the cases with
1,000 MW of offshore wind power.

4 Discussion

This study is based on assumptions regarding the future hydrogen
demands of the industries in the investigated nodes. The demands can
change depending on the pathways taken by the industries
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FIGURE 9
Hydrogen balance for Stenungsund in the case with a 1,000-MW wind farm in Gothenburg and investments in pipelines. The import of hydrogen
takes a positive value, whereas the export of hydrogen takes a negative value. (A) Import and export through pipeline connection GBG-STN. (B) Import
and export through pipeline connection STN-LYS. (C) LRC storage energy content. (D) Electrolyzer load (electricity). (E) Electricity supplied from offshore
wind power, solar PV parks, and import/export to regional grid over a 2 weeks period.
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(i.e., SMR+CCS, gasification and/or electrolysis), as well as whether other
sectors are included, such as hydrogen in the transportation sector.
Zhang et al. (2022) and Jordy et al. (2023) have concluded that SMR and
gasification together with CCS remain as important technologies for
abating emissions from hydrogen production. If other technologies, such
as SMR and gasification, are used in combination with the electrolyzer,
redundancy can be introduced into the system, which could lead to a
different system structure becoming the optimal one. Furthermore,
alternative technologies for the production of hydrogen could play
important roles during the period of transition towards zero
emissions. Therefore, additional technologies and alternatives for
meeting the hydrogen demand should be included in future studies.

In this work, the level of availability of wind power is based on
ongoing projects. How many of these facilities will eventually be
built remains uncertain. The results show that the value of regional
collaboration via a hydrogen pipeline is greater if access to offshore
wind power capacity is very limited in one of the nodes. In addition,
the results indicate that hydrogen production is located in areas
where there is access to offshore wind power and there are
possibilities to balance the electricity demand with imports from
the regional grid. If some of the offshore wind power projects fail, it
seems likely that the investments in electrolyzers will be moved to
another node and hydrogen will be transferred using a pipeline.
Similarly, changes to the reinforcements of the connections to the
regional grid could have an impact on the results, as the possibility to
import and export electricity helps to balance the intermittency of
VRE. Uncertainties related to the pathways for the industries as well
as in relation to the amounts of electricity that will be available, make
it interesting for future studies to evaluate how the order in which
decisions are made will affect the system. In addition, the tipping
points for when investments in a pipeline are made, based on the
availability of VRE and the chosen technology for producing
hydrogen, warrant further investigation.

The investigated nodes can collaborate towards meeting the
hydrogen demand by investing in a pipeline. An alternative to the
pipeline could be to expand the electricity grid to distribute electricity
between the nodes instead. This alternative was not included in the
current study but should be investigated, since it has been shown that
electricity grid expansions can outcompete hydrogen pipelines in larger
geographic scopes (Chyong, et al., 2024). Having the ability to import
and export additional electricity between the nodes would probably have
the strongest impact onGothenburg, where there is a significant demand
for electricity even without the demand from hydrogen production.
Since the availability of cheap electricity also affects the heating sector, it
is possible that having a reinforcement of the electricity transmission grid

is cost-competitive compared to a pipeline that transports hydrogen,
resulting in a different energy system configuration.

The flow of hydrogen through the pipeline was regulated by a
constraint that allows for a pressure difference of 0.5 bar between two
consecutive timesteps. It would be more accurate to restrict the
number of cycles that are allowed over a year. As described by
Wesselink et al. (2022), smaller fluctuations in pressure can occur
daily, while larger fluctuations risk damaging the material of the
pipeline if they occur more than once a month. The diameter of the
pipeline between Gothenburg and Stenungsund in which there is
investment became larger (400 mm) with a 1,000-MW offshore wind
farm. The full capacity of the larger pipeline was, however, never
utilized; instead, the larger pipeline diameter made it possible to
change the flow between two separate hours while not exceeding the
pressure difference limit between those 2 hours. Implementing a
restriction on the number of cycles rather than a pressure difference
between hours could result in investment in a smaller-
diameter pipeline.

In the present study, it is assumed that a share of 0.3 of today’s
waste heat will remain in the system at the same quality in the future.
What is lacking is consideration of low-quality heat, which is heat at
lower temperatures that is not directly usable in the district heating
system without first being spiked with heat pumps to higher
temperatures, such as waste heat from electrolyzers. The
connection between electrolyzers and the heating system has not
been considered in this study, but it could provide the possibility for
further sector coupling. Even though processes change, it is assumed
that low-quality heat will be present in future urban areas and may
have an impact on the heating system, as compared to the results
presented in this study.

5 Conclusion

In this study, a techno-economic modeling approach to describe
mathematically a Hydrogen Valley is presented and applied to the
west coast of Sweden, encompassing three industry-intense nodes:
Gothenburg, Stenungsund, and Lysekil. Four cases are investigated,
which vary in terms of the availability of sites for offshore wind
power and the possibility to invest in hydrogen pipelines between
the nodes. The results show that the increased demand for hydrogen
produced from electrolysis is primarily met with electricity from
local VRE (solar parks and offshore wind power) and imports from
the regional electricity grid. Overinvestments in electrolyzer capacity
(+36%–53%) are made in the system together with investments in

TABLE 4 Total system cost and marginal cost of hydrogen for the four main cases.

Cases Total system cost (M€) Change (%) Marginal cost of
hydrogen (€/kg)

Change (%)

1 280 MW wind power Without
pipeline

1,580 — 2.9 —

2 With pipeline 1,470 −7 2.4 −17

3 1,000 MW wind power Without
pipeline

1,510 — 2.6 —

4 With pipeline 1,450 −4 2.3 −12

Frontiers in Energy Research frontiersin.org17

Rosén et al. 10.3389/fenrg.2024.1420224

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1420224


hydrogen storage units, following line with the availability of local
VRE resources.

For the cases investigated, it is found to be cost-efficient to
distribute hydrogen between the nodes through a pipeline, i.e., to
form a Hydrogen Valley. Investments in a pipeline results in lower
total system costs (reductions of 4%–7% for the cases investigated),
lower costs for hydrogen (12%–17% for the cases investigated), and
greater utilization of local VRE resources, as compared with the
cases without the pipeline investment option. The different
characteristics of the nodes are identified as important factors in
terms of the value of forming a Hydrogen Valley. For a node with
overall high electricity demand and without possibility to invest in
large-scale hydrogen storage, a hydrogen pipeline could shift part of
the electricity demand, due to hydrogen production with
electrolysis, to another node that has greater availability of cheap
electricity. For a node with a strictly limited grid connection,
investment in a hydrogen pipeline provides a cost-efficient
flexibility option to balance the intermittency of local VRE.
Investments in pipelines remained cost-efficient when lowering
the hydrogen demand.

Further investigations should bemade into the tipping points for
pipeline investments, such as the availability of VRE resources and
grid capacity. Lastly, this study represents one future year, and
depending on the order in which decisions are taken regarding
investments in VRE and grid reinforcements, the cost-efficient
system configuration could change.
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