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Abstract: People are increasingly eager to knowmore about

themselves through technology. To date, technology has

primarily provided information on our physiology. Yet,

with advances in wearable technology and artificial intel-

ligence, the current advent of consumer neurotechnology

will enable users to measure their cognitive activity. We see

an opportunity for research in Human-Computer Interac-

tion (HCI) in the development of these devices. Neurotech-

nology offers new insights into user experiences and facili-

tates the development of novel methods in HCI. Researchers

will be able to create innovative interactive systems based

on the ability to measure cognitive activity at scale in real-

world settings. In this paper, we contribute a vision of how

neurotechnology will transform HCI research and prac-

tice. We discuss how neurotechnology prompts a discussion

about ethics, privacy, and trust. This trend highlights HCI’s

crucial role in ensuring that neurotechnology is developed

and utilised in ways that truly benefit people.
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1 Introduction

The human need to gain a deeper understanding of them-

selves aligns with the increasing availability of neurotech-

nology on the consumer market. For this article, we define

neurotechnology as non-invasive tools that assess and

interpret cognitive activity in users (e.g. Neurosity,1 Emo-

tiv MN8,2 Muse3). With the continuous rapid progress in

wearable devices, machine learning, and artificial intelli-

gence (AI), we anticipate a substantial expansion in the

range, accuracy, and reliability of cognitive facets mea-

surable in the next decade at decreasing costs for such

devices. These technologies, if effective, hold immense

potential to revolutionise our self-perception and how we

interact with each other, but also for how such insights

are involved in research as they become more widely

accessible.

For end users, integrating these tools into their lives

offers exciting possibilities as they could allow quantifying

cognitive performance in a manner similar to how we cur-

rently assess physical activity with wearables. This perspec-

tive of Cognitive Personal Informatics (CPI), the quantifica-

tion of cognitive activity through neurotechnology, offers

new possibilities for self-monitoring, self-reflection, and

self-regulation.4 CPI can help users gain insights into inter-

nal functions like workload and stress. In the future, more

complex processes such as reasoning, learning, creativ-

ity, problem-solving, and decision-making. In other words,

these developments might not only offer improved self-

awareness but also the possibility of changing existing

practices and developing new ones in personal health and

lifestyle.

This emerging landscape calls for a detailed under-

standing from a Human-Computer Interaction (HCI) per-

spective to effectively utilise these novel experiences. It is

crucial to thoroughly explore user interactions with and

perceptions of neurotechnology to design meaningful expe-

riences. This involves addressing not just the technological

aspects but also the human elements – emotional, cognitive,

and social – to ensure that these advancements effectively

enhance lives and align with user needs and preferences.
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Thus, the advancement in neurotechnology also has

significant implications for HCI as a field. The currently

available research andmedical-gradeneurotechnology, util-

ising techniques such as Electroencephalography (EEG) and

functional Near Infrared Spectroscopy (fNIRS), are already

capable of estimating cognitive aspects like mental work-

load,5,6 stress levels,7 and emotions,8 if in controlled con-

ditions. Here, more reliable, affordable, and unobtrusive

neurotechnology could bring the necessary advancement

to change how research is done and how it can utilise cog-

nitive data beyond laboratory settings. Indeed, researchers

can begin to imagine that cognitive activity is a form of

data that can be used to design and build new interactive

systems.

In this work, we unpack the implications that matur-

ing consumer neurotechnology will have for the future of

human-computer interaction. We specifically look into the

period of the next 20 years, a time framewe chose aiming to

balance between the rapid pace of technological advance-

ment and the slower processes of market penetration, soci-

etal change, and academic research cycles. 20 years is also

a comparable timeframe to the research developments in

personal informatics as relating to wearables for physical

activity tracking, between approximately 2000 and 2020. In

line with van Berkel and Hornbæk,9 who discuss implica-

tions for methodology, theory, design, practice, policy and

society. Discussing these aspects, we identify challenges and

opportunities for the HCI community.

2 Looking back: what we’ve had to

do until now

This section aims to highlight how we have reached our

current transition to maturing neurotechnology: that prior

research comes from a range of fields, that HCI has long

relied on alternative means to evaluate cognitive experi-

ences with technology, and that recent research contin-

ues to demonstrate that changes in cognitive state can be

detected using psychophysiological sensors with increasing

accuracy.

2.1 The central role of cognition research in
HCI’s past (and future)

Human cognition has always been at the core of HCI

research. Long before computers and trying to understand

human information processing,10 the origins of cognitive

psychology, looking at memory and attention, are typically

attributed to the late 1800s.11 It is important to note that

many assumptions in HCI are grounded in the findings

of cognitive psychology, including e.g. divided attention,

spatial and episodic memory, and dual processing. Indeed,

many HCI researchers, and much of an HCI curriculum,

come from cognitive psychology backgrounds. A key chal-

lenge for research now, as discussed later, is to properly

understand different types of cognitive activity (e.g.12) and

how to identify, track, and measure them. Due to this very

close relationship between HCI and human cognition, we

expect this history to have renewed importance in the devel-

opments of cognitively focused wearables.

With a key focus on health and safety, many findings

from cognitive psychology were adopted in Human Fac-

tors and Cognitive Ergonomics.13,14 Traditionally,major con-

cerns have been, for example in understanding the capacity

of people in safety-critical job roles like air traffic control15,16

and designing shift work based on people’s ability to main-

tain focus and to recover effectively from fatigue.17 It is per-

haps not surprising that these use cases have inspired early

research into studying air traffic controllerswith neurotech-

nology18,19 and that industry has seen initial examples of

applying neurotechnology in safety helmets,1 to increase

profits. The basis for many subjective and behavioural mea-

sures of cognitive activity in HCI research comes from

human factors and cognitive psychology research. Similarly,

HCI is not alone in its drive to build on top of cognitive

psychology. Educational psychology, for example, has seen

similar models develop for attention and cognitive load20 to

inform the design of instructional material and understand

how people best study and learn.

2.2 Inferring cognition from observational
and self-reported data

As it emerged as a distinct research field in the 1980s,

HCI research has long sought to understand the cognitive

aspects of people’s experiences with technology. Early ana-

lytical inspection methods in HCI were based on cognitive

psychology models, including GOMS21 and the Cognitive

Walkthrough.22 Those methods allowed researchers to eval-

uate interaction with an interface in reference to a cogni-

tive model. When working with users, research relied on

four main techniques: (1) performance measures (e.g. task

completion time, correctness, errors), (2) behavioural mea-

sures (linguistic features such as sentence length or word

complexity), (3) subjective self-reports (e.g. questionnaires),

1 Vice.com commentary on the profits reported from tracking

employee EEG data, titled “China Claims It’s Scanning Workers’ Brain-

waves to Increase Efficiency and Profits” by Samantha Cole, May 1st,

2018.
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and (4) psychophysiological measures (e.g. heart rate, pupil

dilation, blink rate, electrodermal activity, EEG).23,24

Performance and behavioural measures are a valu-

able way of assessing people’s capacity to complete tasks,

often analysed through observing performance drops or

mistakes.Where performancemight bemeasured in time to

complete tasks, it is typically measured in terms of negative

outcomes, such as reduced performance and error rate.

Consequently, much research turned to inferring aspects

of cognition from people’s ability to complete secondary

tasks parallel to their work. Open protocols such as the

think-aloud method25 encourage participants to express

their experiences and perceptions in the interaction with

a system or technology. These insights, in turn, can be

applied to gain insights into cognitive processes. Speech

analysis can help estimate, e.g. mental workload through

sentence length or complexity, tempo,26 or pauses.27 Other

behavioural approaches rely on, e.g. body posture analysis

for fatigue28,29 or on analysis of people’s mouse usage pat-

terns.30

Performance and behavioural measures largely rely on

experimenters to interpret observations. Complementary

subjective self-reports can help researchers assess cog-

nition from the user’s individual perspective, focusing on

subjective perception and experiences. There aremany sub-

jective scales available to estimate different forms of cog-

nitive activity and suit different purposes. These measures

can be of various levels of complexity and generality, from

one-item scales designed for participants to state at inter-

vals during tasks (e.g. ISA31) to multi-dimensional question-

naires. One of the most commonly used multi-dimensional

scales in HCI comes, again, from safety-critical human fac-

tors research thatwas concernedwith astronauts breaching

their ability to handle workload.32 The NASA Task Load

Index (TLX) was produced as a detailed and retrospectively

applied multi-dimensional subjective rating scale.32,33 By

being multi-dimensional, NASA TLX recognised that there

were facets of both physical and cognitive activity that

were important to try and measure, including frustration,

mental workload, and temporal workload on the cognitive

side.

2.3 Neurotechnology and
psychophysiological measures

However, prior work shows that it can be challenging

for people to correctly assess their cognitive functioning,

especially concerning neurological deficits (e.g.34,35). Conse-

quently, much attention has been given to psychophysio-

logical measures of cognitive activity, such as EEG, fNIRS,

gaze features (specifically for attention), heart rate, and

temperature. Such research started in the early 70s with

EEG,36 primarily in medical contexts. Similarly, eye track-

ing was used in medical circumstances as an input mech-

anism for disabled users, e.g. for text entry and device

control. Many research fields now seek to classify cogni-

tive activity with psychophysiological data, including HCI.

Alsurakh et al. highlight that for every physiological signal

used to estimate mental workload, the same signals have

been used to estimate stress levels.37 Where research has

demonstrated that advanced neurotechnology can be used

to identify changes in cognitive activity, it is now largely

established that, e.g. heart rate variability reflects stress lev-

els and current smartwatches are beginning to track stress

levels in the wild.

Wilson et al. argue that cognitive activity tracking is at

a turning point, similar to the move from scientific stages of

activity tracking in lab conditions to its widespread prolif-

eration within wearable technology.4 Wearable neurotech-

nology devices have become increasingly small and pow-

erful and have even been released as consumer devices.

Similarly, where machine learning research has made sig-

nificant advances in improving the accuracy of classify-

ing electro- and neurophysiological signals, recent advance-

ments in AI mean we are likely to see reliable classifi-

cation of cognitive activity, in consumer devices, in the

near future. Notably, we increasingly see the application of

consumer-grade EEG technologies in HCI research, such as

the Emotiv Epoc38–41 or the Muse EEG.42,43 These research

settings include improving focus at work, use in the cre-

ative arts, and integration into environments like virtual or

augmented reality.44,45 However, the study of how people

track their activity over time (Personal Informatics, PI46)

will need to study how people manage their Cognitive Per-

sonal Informatics. This implies that HCI will need to study

how PI processes47 are altered by the inclusion of cognition

data, particularly in key PI aspects such as goal setting48 and

lapsing.49

In many respects, the development of reliable neu-

rotechnology suddenly makes cognitive activity tracking

more an HCI research problem, rather than a psychology,

human factors, medical engineering, or machine learning

problem. Consequently, more researchers will soon have

access to devices that can take such measures about people,

and people will have unprecedented access to new forms of

cognitive data about themselves. Furthermore, society will

have to navigate social, privacy, ethics, and trust issues as

consumer neurotechnology becomes involved in domains

such as medicine and care, driving and insurance, and

indeed its use in the workplace. Below, we discuss how

maturing neurotechnology will change HCI.
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3 Looking forward: implications for

HCI

This sectionunpacks the implications ofmaturing consumer

neurotechnology for the field of human-computer interac-

tion over the next 20 years. To structure this exploration, we

draw upon the seven types of HCI implications as derived

by van Berkel and Hornbæk9 from HCI literature, encom-

passing implications for methodology, theory, design, prac-

tice, policy, and society, in the order they are presented in

the original work. Implications for the HCI community are

discussed throughout all subsections.

3.1 Implications for methodology – an
unstable period of method change

The rigour behind current research using advanced neu-

rotechnology has developed standards over time that speak

to the validity of research results. These standards were

developed to build confidence and trust in research that is

developing a technology and “proving” that it can accurately

measure cognitive activity or detect changes. Once the accu-

racy of such devices is assumed, we expect there will be

a period where new community norms will develop for

how such tools can be reliably integrated into user stud-

ies alongside othermethods. For example, Pike et al. studied

whether fNIRS can be used alongside the think-aloud pro-

tocol as a popular qualitative approach to gaining insight

into what people are thinking.50 As with any new method,

therefore, we expect that studies will be published that use

cognitive measurements before we, as a community, have

developed expectations for research quality.

Perhaps more importantly, in the case of measur-

ing cognitive activity, we expect that a large amount of

research will begin to publish findings before we really

understand what they mean. We can ask questions now,

for example, about whether cognitive activity should be

“high” or “low” if people are good at doing their job? While

many aspects of cognitive activity have been studied exten-

sively in psychology in controlled conditions, we do not yet

know what data will be captured from participants in less

controlled scenarios and what we should expect to see in all

forms of interaction.

We also expect to see a shift in what we learn as

we move from subjective measures that cause peo-

ple to reflect on their experiences, to what might be

considered unbiased objective data from people during

experiences. In many respects, maturing neurotechnology

will allow us to evaluate the difference between what is

observed about cognitive activity during experiences, and

what people say about them afterwards. For example, the

think-aloud method has been discussed for whether it adds

cognitive burden to users as a secondary task.51 Thus, it has

been debated whether it accurately reflects the difficulty of

doing a task, or instead reflects the difficulty of discussing

what people are doing during a task. Another common con-

cern for assessing cognitive overload is when participants

are no longer able to think aloud or forget to provide mid-

task subjective ratings (e.g. ISA31). In these cases, it is typ-

ically considered that at these moments, participants have

a very high mental workload and thus are unable to carry

out these secondary tasks.52 In this case, performance in

a secondary task is often used to measure spare cognitive

capacity.53 Overall, we expect research to be in flux while it

decides whether it can accurately detect the samemoments,

whether these subjective and qualitative methods are still

needed, and whether important qualitative context is lost

fromno longer asking participants to reflect on experiences.

3.2 Implications for theory – learning from
long-term real-world data

Given that devices and systems to measure cognitive activ-

ity will become widely available and affordable research

tools, we expect these measures to become mainstream for

HCI studies (alongside other methods). Through increased

research, we will gain a more in-depth understanding of

many theoretical concepts related to cognition, such as

stress, attention, fatigue, or memory.

Unobtrusive consumer neurotechnologywill also allow

researchers to gather long-term data and data from a

huge variety of situationswith reduced need for supervis-

ing participants.Whether users are alreadywearing devices

that will start to collect data about cognitive activity, such as

smartwatches, orwhether researchers provide participants

with devices to wear, we can expect more studies to ask

people to collect cognitive data in different parts of our

everyday lives in in-the-wildmethodologies.Data collected

in natural situations will enrich our understanding of

theoretical concepts often biased by laboratory conditions,

such as attention and interruption management, productiv-

ity research, or stress management.

With users becoming more aware of their cognition

and systems that can react to cognition, there is a growing

need to rethink assumptions about theory in HCI. This evo-

lution may redefine how people perceive and interact with

everyday technology. As our understanding of cognitive pro-

cesses deepens and integrates with technological systems,

the traditional frameworks and theories in HCI are likely to

undergo significant transformations. This change is not just

a matter of technological advancement, but also a shift in
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the user’s self-awareness and the system’s responsiveness to

cognitive states. Thus, it will potentially lead to questioning

of how we design, use, and think about technology in our

daily lives.

3.3 Implications for design – towards
real-world cognition-aware systems

With an increased understanding of cognitive processes

during the interaction with intelligent systems, we expect

to see a rise in designing adaptive technologies based on

cognitive performance or states. As discussed in Section 3.1,

having real-time insights into users’ cognition during their

interaction with technology can offer new insights into

user-centred design processes. Neurotechnologywill enable

more evidence-based design decision through effectively

informing design processes.54

Cognition-aware systems represent a sophisticated

evolution in context-aware computing,55 extending

beyond traditional input dimensions like location and

physical activity to encompass the cognitive context

of the user. This cognitive context includes mental

information processing aspects such as attention

allocation,56 perception,57 memory encoding, storage

and retrieval,58,59 and learning.60

Today, knowledge workers process a wealth of infor-

mation while engaging in continuous learning. Here, the

first challenge involves technologies that rarely consider

users’ fluctuating attention levels, receptiveness, or cog-

nitive capacities throughout the day. Recent years have

brought significant advancements in context-aware sys-

tems like Cybre-Minder,61 which supports users inmanaging

reminders by utilising rich contexts such as time and loca-

tion. Nonetheless, there remains a gap in technology’s abil-

ity to adapt to users’ cognitive states and physiological

correlates, e.g. circadian rhythms.

Secondly, the prevalent issue in mobile computing is

the distracting nature of reminders and alerts, which often

ignore the user’s current context. Despite research on delay-

ing notifications, little has been implemented in consumer

products. Context-aware reminding systems like the Jogger

prototype62 and smart home applications63 show promise

in utilizing probabilistic models and context information to

predict opportune moments for reminder delivery, thereby

reducing disruptions and improving task flow.

Third, another opportunity for design with neurotech-

nologies lies in adjusting information complexity to

align with users’ cognitive capacities. Current user inter-

faces seldom adapt to varying states of sustained atten-

tion. Research on adaptive UIs that respond to attentional

states is essential for improving task efficiency. The need

for UIs that can dynamically adjust to attention fluctua-

tions is echoed in studies exploring sensor-driven adap-

tive reminder systems,64 context-aware approaches for

behaviour analysis65 and adjustments of surrounding task-

irrelevant information across the Mixed Reality contin-

uum.56,66,67

Lastly, the availability of cognition-aware systems fur-

ther provides opportunities for enhanced inclusivity.

With easier access to data on users’ current cognitive capac-

ities and concurrent visualisation, information, or interac-

tion adaptations68 it will be easier to include and design for

individuals with diverse abilities and needs. Prior research

emphasised the need to include the neurodivergent popula-

tion in the research discussions.69,70 Yet, to date, there is lit-

tle research on the potential of consumer neurotechnology

for these groups and the associated expectations, needs, and

design requirements.

Yet, all opportunities also present significant challenges

as the intersection of various fields introduces a complex

learning curve for researchers and designers aiming to inte-

grate physiological signals into their studies and interac-

tive systems. This multidisciplinary challenge necessitates

a broad understanding and mastery of concepts spanning

from biology to computer science, complicating the devel-

opment process of cognition-aware systems.71

Firstly, seamlessly incorporating basic psychophysio-

logical theory into system design is essential for creating

meaningful user interactions that accurately reflect psycho-

logical states. This requires a large interdisciplinary effort

as mapping a physiological signal to a specific user state

requires an understanding of psychophysiological infer-

ence and how physiological signals might differently react

over time and show different responsitivity to various stim-

uli.72

Secondly, the identification of signal processing

requirements is critical for the accuracy and reliability

of cognitive state assessments, demanding the design and

implementation of device-independent software tools.

These challenges highlight the need for sophisticated

methodologies to accurately interpret and respond

to the complex spectrum of human cognition. Here,

data protection rights should be considered, allowing

users to retain formal and legal control over their

psychophysiological data. This stipulates that any third

party should receive access to such information solely

with the user’s explicit approval.73 Here, privacy-by-design

approaches should be considered74 and privacy-preserving

mechanisms should be ensured. Here, federated learning

presents an innovative solution by allowing for the

training of models without the need to centralize sensitive
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physiological data, thus ensuring privacy and regulatory

compliance.75

Third, we need to consider challenges from a user

interaction level, such as user acceptance and trust. Users

may have concerns about the implications of systems that

monitor and respond to their cognitive states if the data

presented is incorrect or inaccurate. Moreover, the inte-

gration of neurotechnology at such a scale into people’s

everyday lives could lead to an overreliance on technol-

ogy. As an effect, overreliance could potentially diminish

users’ perceived agency and subjective intuition. Designers

must be cautious not to let technology override human-

centred design principles. Balancing the assessments of neu-

rotechnologies with human introspection, self-awareness,

and decision-making is crucial to prevent over-dependence

and ensure that technology serves as a tool to enhance,

rather than dictate, user experience.

3.4 Implications for practice – responsible
integration into application contexts

The increasing use of neurotechnology has the potential

to influence various fields of practice in significant ways

(e.g. in the workplace). Here, HCI researchers play a cru-

cial role in navigating the introduction of neurotechnology

into daily practices, ensuring that these developments are

approached thoughtfully. It is important that the potential

repercussions of introducing neurotechnology in new

contexts are studied in-depth and that the findings are

communicated effectively, reaching beyond the academic

realm to inform real-world applications. HCI practition-

ers must actively translate insights from other disciplines,

such as neuroscience and psychology, into usable and eth-

ical designs that leverage neurotechnology. This interdis-

ciplinary approach is essential for creating neurotechnol-

ogy applications that are not only technically sound but

also socially responsible and beneficial. Moreover, it is cru-

cial for HCI experts to bridge the gap between theoreti-

cal research and practical implementation. Researchers

have to ensure that the integration of neurotechnology

across application domains is seamless, user-friendly, and

enhances rather than detracts from human experience and

productivity.

For instance, we hypothesise that for knowledge work-

ers, the introduction of neurotechnologymay bring changes

in monitoring cognitive processes and emotional states of

employees. In the educational sector, neurotechnology can

support the learning process, as research has already shown

the application of cognitive data in teaching and learn-

ing analytics.76,77 Pedagogical experts, teachers, and HCI

scholars need to work together to understand the expe-

riential aspects of these technologies. They should iden-

tify practical applications while carefully considering

any negative aspects, especially for vulnerable groups

like children and neurodivergent individuals. Similarly,

in the healthcare sector, neurotechnology offers promis-

ing avenues for enhancing patient care and treatment

methods. This advancement could potentially provide a

more nuanced understanding of neurological and psy-

chological conditions, leading to more tailored treatment

approaches. However, healthcare professionals, along with

HCI researchers, must thoughtfully assess how to imple-

ment such technologies in clinical settings, taking into

account patient care, privacy, and treatment efficacy. The

implications for practice are considerable, requiring

professionals to stay updated and adapt to the changing

intersection of technology and human health.

The introduction of neurotechnology into various sec-

tors is a complex scenariomarked by both potential benefits

and challenges. While these technologies can bring about

substantial advancements in new application contexts, they

also present opportunities for researchers to gain a deeper

understanding of the technologies themselves. Utilisingneu-

rotechnology as a research tool, HCI researchers can explore

their full spectrum of capabilities and limitations. How-

ever, this exploration should encompass more than the per-

spectives of HCI researchers alone. A comprehensive con-

textual understanding is crucial, highlighting the need for

involvement from the target population in the research

process. Involving end-users ensures that the research is

grounded in practical realities and addresses the actual

needs and concerns of those interacting with these tech-

nologies. This inclusive approach is essential. It ensures a

balanced evaluation of the potential benefits and risks of

neurotechnology, guiding them towards their responsible

and ethical application. We note that the risk of exploita-

tion, particularly through constant performance monitor-

ing, is a significant concern as neurotechnology becomes

more integrated into everyday life. These tools may infringe

on personal privacy or exert undue pressure on individu-

als, especially in workplace settings where performance is

closely scrutinized. Thus, it is imperative to establish strong

ethical guidelines and regulatory frameworks for interac-

tion design practice to protect individual rights. It is crucial

that we ensure that the advancement of neurotechnology

aligns with societal values and respects the dignity of all

users.
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3.5 Implications for policy – ethics and
mental privacy

Unlike our body, face, fingerprints, and speech, which have

been subject to tracking for a certain time by now, our

mental processes have remained private. At the current

stage of research, it is unclear what information could

be derived from large real-world data sets of cognitive

data. The discussion ofNeuroEthics is slowly finding its way

into HCI (cf.78 – 80) to prepare us for the same future we

predict here. In lieu of wide-scale access to neurotechnol-

ogy, discussions of NeuroEthics have had to remain largely

speculative about how cognitive personal informatics data

might be used and misused.79,81 The news has reported a

small number of specific cases where e.g. employers have

incorporated neurotechnology into work-wear and profited

from managing their workforce using this data. This eth-

ical discussion has already been taken up by researchers

(cf.82). We expect that we will rapidly encounter many eth-

ical, privacy, and trust issues as such examples become

morewidespread, and employers choose to try and increase

business profits in this way. Other potentially critical cases

include the detection ofmedical conditions in large data sets

that have been found in laboratory conditions using medi-

cal grade EEG, such as epilepsy,83 cognitive impairment,84

developmental disorders in children,85 and substance abuse

disorders.86 It is unclear if these signal differences could

be reliably identified using consumer devices in real-world

settings.

One challenge research we will face also relates to

how such data is treated in frameworks such as the

General Data Protection Regulation (GDPR):2 whether

data from neurotechnology is medical data, personal data,

or protected data. Furthermore, certain types of cognitive

data, such as brainwaves collected by EEG devices, can

be used to uniquely identify individuals87 and have been

shown to function as an authentication method with an

accuracy of more than 99 %.88 We consider it an important

starting point for HCI to help users understand what cog-

nitive data is being collected, what information could

be drawn from it, and for what purpose it is used. In

that regard, it is critical to also discuss the conflict between

the commercial application of neurotechnologies and its use

in research. The objectives of neurotechnology companies

can conflictwith the ethical standards of academic research,

particularly in terms of user consent, data usage, privacy,

and transparency. Policies should enforce transparency

requirements for neurotechnology of both academic and

2 GDPR: https://gdpr.eu/.

commercial origin. We need to ensure that consent is

informed and freely given as well as clear communication

about data practices and privacy.

Regulatory bodies have already become active in the

topic (e.g. by the UNESCO3). Yet, the integration of ethi-

cal concerns surrounding neurotechnology into exist-

ing digital ethics frameworks (e.g. data ethics, AI ethics)

remains an open issue. Parallels can be drawn to con-

siderations from other emerging technologies, such as

AI (cf.78). Similarly to how challenges are addressed in

this complex field, the governance of neurotechnology

should involve multidisciplinary collaboration, including

experts from technology, ethics, law, and social sciences.

This collaborative approach can ensure that technological

advancements are aligned with societal values and ethical

principles.

3.6 Implications for society – balancing
performance quantification and mental
health

The advent of emerging neurotechnology, particularly in

the realm of cognitive personal informatics, poses profound

societal implications that extend well beyond the field of

HCI. Currently, it is already common to track and share

physical activity data (e.g. from running, cycling, or hik-

ing) as a form of motivation or social sharing, even if not

for the explicit purpose of showcasing achievements. How-

ever, the landscape of cognitive personal informatics is

filled with uncertainties, especially regarding the social

and privacy norms that might develop once tracking and

sharing cognitive activity becomes as accessible as physical

activity tracking.

Key questions arise: Will the norms established for

sharing physical activity data translate seamlessly to cogni-

tive activity data? How comfortable will individuals be in

sharing information about such intimate and internal activ-

ities? The potential for shared accountability in cognitive

data could offer benefits, but it also raises questions about

what kind of cognitive ‘achievements’ peoplemight share or

broadcast.

As research in this field progresses, we anticipate a

shift from hypothetical inquiries about how people might

feel sharing hypothetical cognitive data, to empirical stud-

ies examining the actual behaviours and attitudes sur-

rounding the sharing of real neurotechnology data. This

3 UNESCO draft report on the ethical issues of neurotechnology, last

updated June 30th, 2023 – https://www.unesco.org/en/articles/risks-

and-challenges-neurotechnologies-human-rights.

https://gdpr.eu/
https://www.unesco.org/en/articles/risks-and-challenges-neurotechnologies-human-rights
https://www.unesco.org/en/articles/risks-and-challenges-neurotechnologies-human-rights
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shift will undoubtedly include exploring individuals’ reac-

tions to requests for sharing their cognitive data with oth-

ers. The outcomes of such research will not only inform

the development of the technologies themselves. They will

also shape our understanding of their broader societal

impact, particularly in terms of privacy, social interac-

tion, and our conceptualisation of cognitive health and

achievement.

In light of these technological advancements, another

critical concern is how societymight re-conceptualise the

notion of ‘achievement’. The prospect of tracking cogni-

tion on a larger scale prompts us to rethink what achieve-

mentmeans beyond the physical realm. In return,we expect

it to lead to a more nuanced understanding that recognizes

the concept’s complexities and subjective meaning. Such

measurements might illuminate traditionally overlooked

aspects of cognitive prowess and mental well-being. How-

ever, alongside these potential insights, there are significant

risks of negative repercussions. For instance, the ability

to quantify ‘achievement’ in cognitive terms could lead to

misuse, especially in contexts like the workplace, where

cognitive metrics might be inappropriately used to assess

performance. This raises concerns about a societal shift

towards valuing only what can be numerically mea-

sured, sidelining important qualitative aspects of human

experience. These considerations underscore the need for a

careful, ethical approach to developing and applying neu-

rotechnology to ensure they enhance understanding and

well-being without becoming tools for narrow, potentially

harmful quantification of human capabilities.

Looking ahead, it is crucial to understand the impact of

emerging neurotechnologies on the daily routines of every-

day users becomes a key concern. While topics such as

tracking obsession or digital addiction have already been

researched inHCI and related fields (cf.89,90), this topic could

also become relevant in the field of neurotechnologies.

This is particularly the case when these technologies are

integrated with gamified mobile applications that promote

the gaining of points, streaks, and awards. While poten-

tially beneficial in specific contexts, such engaging features

could lead to overuse and an unhealthy preoccupation

with tracking and quantifying mental states.91 Designing

these technologies with a balanced approach is essential to

positively contribute to users’ mental health and well-being

without encouraging detrimental usage habits.

Another relevant aspect concerning users’ well-being

focuses on specific well-being support such technologies

could provide. Currently, commercial neurotechnologies

provide features such as tracking brain activity, facilitating

meditation training, managing stress, providing feedback

through visualisations, and offering descriptive metrics like

“calm,” “neutral,” and “active” (see Muse3). However, the

societal impact (and the direction of such an impact) of

these technologies is partly dependent on the clarity and

significance of these metrics, which often remain ambigu-

ous. For instance, while a “calm” state might positively cor-

relate with a normal heart rate in physiological terms, its

implications when associated with brain activity are not as

straightforward. This lack of clarity in interpreting cogni-

tive states could potentially lead to widespread unhealthy

usage patterns or negative thought cycles across society.

Therefore, these technologies need to provide clear, contex-

tually relevant information to support informed decisions

about mental wellness, ensuring they enhance rather than

compromise the well-being of users on a societal scale. To

summarise, how these technologies address and commu-

nicate complex cognitive states will significantly influ-

ence societal perceptions of mental health and well-

being, potentially reshaping our collective understanding

of what it means to be mentally healthy or stressed.

4 Conclusions

The advent of consumer neurotechnology marks a signifi-

cant shift in the landscape of human-computer interaction

research. Previously confined to the realms of expensive

neuroscience laboratories and specialised human factors

research, these tools are now transitioning intomore afford-

able and accessible formats. In this paper, we unpacked

the implication of these maturing neurotechnologies for

the field of human-computer interaction, providing start-

ing points for discussions on HCI methods, theory, design,

practice, policy, society, and theHCI community at large. The

opportunities and challenges for each of these implications

in Table 1. Over thenext 20 years,we expect that researchers

can, and likely will, involve cognitive measures in more

forms of research. HCI researchers increasingly recognise

the need to explore the rich body of knowledge accumulated

in disciplines experiencedwith neurotechnology.4 However,

as with the onset of consumer VR/AR headsets, new con-

sumer neurotechnology may emerge in the market with-

out fully appreciating the full extent of prior knowledge.

We consider it critical for HCI to harness this expertise to

conceptualise interactive systems that effectively translate

complex neurotechnological insights into formats usable by

everyday individuals. As these technologies become more

prevalent in non-laboratory settings, they not only serve

as tools for advanced research but also emerge as sub-

jects of study within HCI. HCI should provide the means

to shift focus towards designing systems that democratise
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Table 1: Summary of opportunities and challenges of neurotechnology in HCI and for the HCI community for the seven implication types.

Type Opportunities Challenges

Methodology Development of new community norms for integrating

neurotechnology in user studies; move from reliance

on subjective data to objective measurements of high

temporal and spatial resolution.

Understanding and interpreting new types of data;

maintaining research quality amidst methodological shifts.

Theory Enriched understanding of cognitive processes through

long-term and varied situational data; reduced bias

through data collection in natural situations.

Users’ awareness of cognitive processes will impact

interaction with technology and might require

transformations of existing HCI frameworks and theories.

Design Creation of cognition-aware systems; enhanced

user-centric design informed by real-time cognitive

data; increased application of evidence-based design

processes; inclusivity through cognition-aware design.

Physiological inference, signal processing, modelling &

privacy, user acceptance, trust overreliance & in

neurotechnologies

Practice Introduction of neurotech into daily practice, leading to

an improved understanding of the technology itself.

Translation of interdisciplinary insights into usable designs;

responsible integration in various fields; navigating ethical

and privacy concerns; user-centred and inclusive design

process needed; balancing technology benefits with human

well-being.

Policy Increased awareness and understanding of cognitive

data; development of ethical frameworks.

Uncertainty on what can be derived from large real-world

data sets; privacy concerns; ethical use of neuro data;

integrating neurotechnology with existing regulations like

GDPR; trust and transparency requirements for safe use.

Society Potential for enhanced understanding and tracking of

cognitive health and achievements; facilitation of users’

mental health if designed and deployed properly.

Risk of quantifying human abilities narrowly; need for careful

design of meaningful metrics for cognitive data; uncertainty

around societal shifts in perception of achievement and

mental well-being.

the sophisticated data generated by neurotechnology, mak-

ing them comprehensible and applicable for daily use by a

broader audience.

Research ethics: Not applicable.

Author contributions: The authors have accepted responsi-

bility for the entire content of thismanuscript and approved

its submission.

Competing interests: The authors state no conflict of

interest.

Research funding: Francesco Chiossi was supported by the

Deutsche Forschungsgemeinschaft (DFG, German Research

Foundation), Project-ID 251654672-TRR 161. Paweł W. Woź-

niak thanks the Swedish Research Council, 2022-03196.

Data availability: Not applicable.

References

1. Neurosity Neurosity- Neuroadaptive Meditation. https://neurosity

.co/ (accessed 2024-01-15).

2. EmotivMN8. Emotiv. https://www.emotiv.com/setup/mn8/

(accessed 2024-01-15).

3. ChooseMuse MuseTM − Eeg Meditation Headband. https://

choosemuse.com/ (accessed 2024-01-15).

4. Wilson, M. L.; Midha, S.; Maior, H. A.; Cox, A. L.; Chuang, L. L.;

Urquhart, L. D. Sig: Moving from Brain-Computer Interfaces to

Personal Cognitive Informatics. In CHI EA ’22: Extended Abstracts of

the 2022 CHI Conference on Human Factors in Computing Systems, CHI

EA ’22; Association for Computing Machinery: New York, NY, USA,

2022.

5. Afergan, D.; Peck, E. M.; Solovey, E. T.; Jenkins, A.; Hincks, S. W.;

Brown, E. T.; Chang, R.; Jacob, R. J. K. Dynamic Difficulty Using Brain

Metrics of Workload. In Proceedings of the SIGCHI Conference

on Human Factors in Computing Systems, CHI ’14; Association

for Computing Machinery: New York, NY, USA, 2014;

pp. 3797−3806.
6. Roy, R. N.; Charbonnier, S.; Campagne, A.; Bonnet, S. Efficient

Mental Workload Estimation Using Task-independent Eeg

Features. J. Neural Eng. 2016, 13 (2), 026019. https://doi.org/10

.1088/1741-2560/13/2/026019.

7. Hou, X.; Liu, Y.; Sourina, O.; Tan, Y. R. E.; Wang, L.; Mueller-Wittig,

W. Eeg Based Stress Monitoring. In 2015 IEEE International

Conference on Systems, Man, and Cybernetics, 2015; pp. 3110−3115.
8. Mühl, C.; Jeunet, C.; Lotte, F. Eeg-based Workload Estimation

across Affective Contexts. Front. Neurosci. 2014, 8, 114..

9. van Berkel, N.; Hornbæk, K. Implications of Human-Computer

Interaction Research. Interactions 2023, 30 (4), 50−55..

https://neurosity.co/
https://neurosity.co/
https://www.emotiv.com/setup/mn8/
https://choosemuse.com/
https://choosemuse.com/
https://doi.org/10.1088/1741-2560/13/2/026019
https://doi.org/10.1088/1741-2560/13/2/026019


174 — C. Schneegass et al.: Broadening the mind: how emerging neurotechnology is reshaping HCI

10. Wickens, C. D. The Effects of Divided Attention on Information

Processing in Manual Tracking. J. Exp. Psychol. Hum. Percept.

Perform. 1976, 2 (1), 1−13..
11. Roediger, H.; Yamashiro, J. K. History of Cognitive Psychological

Memory Research. In The Cambridge Handbook of the Intellectual

History of Psychology, 2019; pp. 1−76.
12. Alsuraykh, N. H.; Wilson, M. L.; Tennent, P.; Sharples, S. How Stress

and Mental Workload Are Connected. In Proceedings of the 13th EAI

International Conference on Pervasive Computing Technologies for

Healthcare, 2019; pp. 371−376.
13. Grudin, J. From Tool to Partner: The Evolution of Human-Computer

Interaction; Springer Nature: Cham, 2022.

14. Hancock, P. A. Human Performance and Ergonomics: Perceptual and

Cognitive Principles; Elsevier: Amsterdam, 1999.

15. Camp, G.; Paas, F.; Rikers, R.; van Merrienboer, J. Dynamic Problem

Selection in Air Traffic Control Training: A Comparison between

Performance, Mental Effort and Mental Efficiency. Comput. Hum.

Behav. 2001, 17 (5−6), 575−595..
16. Kistan, T.; Gardi, A.; Sabatini, R. Machine Learning and Cognitive

Ergonomics in Air Traffic Management: Recent Developments and

Considerations for Certification. Aerospace 2018, 5 (4), 103..

17. Kazemi, R.; Haidarimoghadam, R.; Motamedzadeh, M.;

Golmohamadi, R.; Soltanian, A.; Zoghipaydar, M. R. Effects of Shift

Work on Cognitive Performance, Sleep Quality, and Sleepiness

Among Petrochemical Control Room Operators. J. Circadian

Rhythms 2016, 14, 1. https://doi.org/10.5334/jcr.134.

18. Hussein, A. A.; Tang, J.; Amin, R.; Mohamed, E.; Kirby, S. Augmented

Cognition Using Real-Time Eeg-Based Adaptive Strategies for Air

Traffic Control. In Proceedings of the Human Factors and Ergonomics

Society Annual Meeting, Vol. 58; SAGE Publications Sage CA: Los

Angeles, CA, 2014; pp. 230−234.
19. Brookings, J. B.; Wilson, G. F.; Swain, C. R. Psychophysiological

Responses to Changes in Workload during Simulated Air Traffic

Control. Biol. Psychol. 1996, 42 (3), 361−377..
20. Schnotz, W.; Kürschner, C. A Reconsideration of Cognitive Load

Theory. Educ. Psychol. Rev. 2007, 19, 469−508..
21. John, B. E.; Kieras, D. E. The Goms Family of User Interface Analysis

Techniques: Comparison and Contrast. ACM Trans. Comput.-Hum.

Interact. 1996, 3 (4), 320−351..
22. Rieman, J.; Franzke, M.; Redmiles, D. Usability Evaluation with the

Cognitive Walkthrough. In Conference Companion on Human Factors

in Computing Systems, 1995; pp. 387−388.
23. Chen, F.; Zhou, J.; Wang, Y.; Yu, K.; Arshad, S. Z.; Khawaji, A.;

Conway, D. Robust Multimodal Cognitive Load Measurement;

Springer: Berlin, 2016.

24. Kosch, T.; Karolus, J.; Zagermann, J.; Reiterer, H.; Schmidt, A.;

Woźniak, P. W. A Survey on Measuring Cognitive Workload in

Human-Computer Interaction. ACM Comput. Surv. 2023, 55, 1−39..
25. Van Someren, M.; Barnard, Y. F.; Sandberg, J. The Think Aloud

Method: A Practical Approach to Modelling Cognitive, Vol. 11;

Academic Press: London, 1994; pp. 29−41.
26. Chen, R.; Xie, T.; Xie, Y.; Lin, T.; Tang, N. Do Speech Features for

Detecting Cognitive Load Depend on Specific Languages? In

Proceedings of the 18th ACM International Conference on Multimodal

Interaction, 2016; pp. 76−83.
27. Asif Khawaja, M.; Ruiz, N.; Chen, F. Think before You Talk: An

Empirical Study of Relationship between Speech Pauses and

Cognitive Load. In Proceedings of the 20th Australasian Conference on

Computer-Human Interaction: Designing for HABITUS and Habitat,

2008; pp. 335−338.
28. Ansari, S.; Du, H.; Naghdy, F.; Stirling, D. Automatic Driver

Cognitive Fatigue Detection Based on Upper Body Posture

Variations. Expert Syst. Appl. 2022, 203, 117568. https://doi.org/10

.1016/j.eswa.2022.117568.

29. Hihn, H.; Meudt, S.; Schwenker, F. Inferring Mental Overload Based

on Postural Behavior and Gestures. In Proceedings of the 2nd

Workshop on Emotion Representations and Modelling for Companion

Systems, 2016; pp. 1−4.
30. Arshad, S.; Wang, Y.; Chen, F. Analysing Mouse Activity for

Cognitive Load Detection. In Proceedings of the 25th Australian

Computer-Human Interaction Conference: Augmentation, Application,

Innovation, Collaboration, 2013; pp. 115−118.
31. Tattersall, A. J.; Foord, P. S. An Experimental Evaluation of

Instantaneous Self-Assessment as a Measure of Workload.

Ergonomics 1996, 39 (5), 740−748..
32. Hart, S. G.; Staveland, L. E. Development of Nasa-Tlx (Task Load

Index): Results of Empirical and Theoretical Research. Adv. Psychol.

1988, 52, 139−183..
33. Hart, S. G. Nasa-task Load Index (Nasa-tlx); 20 Years Later. In

Proceedings of the Human Factors and Ergonomics Society Annual

Meeting; Sage publications Sage CA: Los Angeles, CA, Vol. 50, 2006;

pp. 904−908.
34. Edmonds, E. C.; Delano-Wood, L.; Galasko, D. R.; Salmon, D. P.;

Bondi, M. W. Subjective Cognitive Complaints Contribute to

Misdiagnosis of Mild Cognitive Impairment. J. Int. Neuropsychol.

Soc. 2014, 20 (8), 836−847..
35. Tomaszewski Farias, S.; Mungas, D.; Jagust, W. Degree of

Discrepancy between Self and Other-Reported Everyday

Functioning by Cognitive Status: Dementia, Mild Cognitive

Impairment, and Healthy Elders. Int. J. Geriatr. Psychiatry 2005, 20

(9), 827−834;.
36. Vidal, J. J. Toward Direct Brain-Computer Communication. Annu.

Rev. Biophys. Bioeng. 1973, 2 (1), 157−180..
37. Alsuraykh, N. H.; Maior, H. A.; Wilson, M. L.; Tennent, P.; Sharples,

S. How Stress Affects Functional Near-Infrared Spectroscopy (Fnirs)

Measurements of Mental Workload. In Extended Abstracts of the

2018 CHI Conference on Human Factors in Computing Systems, 2018;

pp. 1−6.
38. Hassib, M.; Khamis, M.; Friedl, S.; Schneegass, S.; Alt, F.

Brainatwork: Logging Cognitive Engagement and Tasks in the

Workplace Using Electroencephalography. In Proceedings of the

16th International Conference on Mobile and Ubiquitous Multimedia,

MUM ’17; Association for Computing Machinery: New York, NY,

USA, 2017; pp. 305−310.
39. Kosmyna, N.; Scheirer, C.; Maes, P. The Thinking Cap: Fostering

Growth Mindset of Children by Means of Electroencephalography

and Perceived Magic of Harry Potter Universe. In Extended

Abstracts of the 2021 CHI Conference on Human Factors in Computing

Systems, 2021; pp. 1−6.
40. Sharmin Rahman, J.; Gedeon, T.; Caldwell, S.; Jones, R. L. Can

Binaural Beats Increase Your Focus? Exploring the Effects of Music

in Participants’ Conscious and Brain Activity Responses. In

Extended Abstracts of the 2021 CHI Conference on Human Factors in

Computing Systems, 2021; pp. 1−6.
41. Sharma, N.; Gedeon, T. Modeling Stress Recognition in Typical

Virtual Environments. In 2013 7th International Conference on

https://doi.org/10.5334/jcr.134
https://doi.org/10.1016/j.eswa.2022.117568
https://doi.org/10.1016/j.eswa.2022.117568


C. Schneegass et al.: Broadening the mind: how emerging neurotechnology is reshaping HCI — 175

Pervasive Computing Technologies for Healthcare and Workshops;

IEEE, 2013; pp. 17−24.
42. Hieda, N. Mobile Brain-Computer Interface for Dance and Somatic

Practice. In Adjunct Proceedings of the 30th Annual ACM Symposium

on User Interface Software and Technology, 2017; pp. 25−26.
43. Kanth Kosuru, R.; Lingelbach, K.; Bui, M.; Vukelić, M. Mindtrain:

How to Train Your Mind with Interactive Technologies. In

Proceedings of Mensch und Computer 2019; ACM, 2019; pp. 643−647.
44. Bablani, A.; Reddy Edla, D.; Tripathi, D.; Cheruku, R. Survey on

Brain-Computer Interface: An Emerging Computational

Intelligence Paradigm. ACM Comput. Surv. 2019, 52 (1), 1−32..
45. Lécuyer, A.; Lotte, F.; Reilly, R. B.; Leeb, R.; Hirose, M.; Slater, M.

Brain-computer Interfaces, Virtual Reality, and Videogames.

Computer 2008, 41 (10), 66−72..
46. Epstein, D. A.; Caldeira, C.; Costa Figueiredo, M.; Lu, X.; Silva, L. M.;

Williams, L.; Lee, J. H.; Li, Q.; Ahuja, S.; Chen, Q.; Dowlatyari, P.;

Hilby, C.; Sultana, S.; Eikey, E. V.; Chen, Y. Mapping and Taking

Stock of the Personal Informatics Literature. Proc. ACM Interact.

Mob. Wearable Ubiquitous Technol. 2020, 4 (4), 1−38;.
47. Li, I.; Dey, A.; Forlizzi, J. A Stage-Based Model of Personal

Informatics Systems. In Proceedings of the SIGCHI Conference on

Human Factors in Computing Systems, 2010; pp. 557−566.
48. Niess, J.; Woźniak, P. W. Supporting Meaningful Personal Fitness:

The Tracker Goal Evolution Model. In Proceedings of the 2018

CHI Conference on Human Factors in Computing Systems, 2018;

pp. 1−12.
49. Tang, L. M.; Meyer, J.; Epstein, D. A.; Bragg, K.; Engelen, L.; Bauman,

A.; Kay, J. Defining Adherence: Making Sense of Physical Activity

Tracker Data. In Proceedings of the ACM on Interactive, Mobile,

Wearable and Ubiquitous Technologies, Vol. 2, 2018; pp. 1−22.
50. Pike, M. F.; Maior, H. A.; Porcheron, M.; Sharples, S. C.; Wilson, M. L.

Measuring the Effect of Think Aloud Protocols on Workload Using

Fnirs. In Proceedings of the SIGCHI Conference on Human Factors in

Computing Systems, CHI ’14; Association for Computing Machinery:

New York, NY, USA, 2014; pp. 3807−3816.
51. Hertzum, M.; Hansen, K. D.; Andersen, H. H. K. Scrutinising

Usability Evaluation: Does Thinking Aloud Affect Behaviour and

Mental Workload? Behav. Inf. Technol. 2009, 28 (2), 165−181..
52. Kerr, B. Processing Demands during Mental Operations. Mem.

Cogn. 1973, 1, 401−412..
53. Knowles, W. B. Operator Loading Tasks. Hum. Factors 1963, 5 (2),

155−161..
54. Simon, L.; Donaldson, D. I.; Dudchenko, P. A.; Ietswaart, M.

Understanding Minds in Real-World Environments: toward a

Mobile Cognition Approach. Front. Hum. Neurosci. 2017, 10, 694..

55. Bulling, A.; Zander, T. O. Cognition-aware Computing. IEEE

Pervasive Comput. 2014, 13 (3), 80−83..
56. Vortmann, L.-M.; Kroll, F.; Putze, F. Eeg-based Classification of

Internally-And Externally-Directed Attention in an Augmented

Reality Paradigm. Front. Hum. Neurosci. 2019, 13, 348..

57. Maksimenko, V. A.; Runnova, A. E.; Zhuravlev, M. O.; Makarov, V. V.;

Nedayvozov, V.; Grubov, V. V.; Pchelintceva, S. V.; Hramov, A. E.;

Pisarchik, A. N. Visual Perception Affected by Motivation and

Alertness Controlled by a Noninvasive Brain-Computer Interface.

PLoS One 2017, 12 (12), e0188700. https://doi.org/10.1371/journal

.pone.0188700.

58. Burke, J. F.; Merkow, M. B.; Jacobs, J.; Kahana, M. J.; Zaghloul, K. A.

Brain Computer Interface to Enhance Episodic Memory in Human

Participants. Front. Hum. Neurosci. 2015, 8, 1055..

59. Chiossi, F.; Turgut, Y.; Welsch, R.; Mayer, S. Adapting Visual

Complexity Based on Electrodermal Activity Improves Working

Memory Performance in Virtual Reality. Proc. ACM Hum.-Comput.

Interact. 2023, 7 (MHCI), 1−26..
60. Lotte, F.; Jeunet, C. Towards Improved Bci Based on Human

Learning Principles. In The 3rd International Winter Conference on

Brain-Computer Interface; IEEE, 2015; pp. 1−4.
61. Dey, A. K.; Abowd, G. D. Cybreminder: A Context-Aware System for

Supporting Reminders. In HUC 2000: Second International

Symposium on Handheld and Ubiquitous Computing, 2000;

pp. 172−186.
62. Kamar, E.; Horvitz, E. Jogger: Models for Context-Sensitive

Reminding. In Proc. of 10th Int. Conf. on Autonomous Agents and

Multiagent Systems − Innovative Applications Track (AAMAS 2011),

May 2−6, 2011, Taipei, Taiwan, pp. 1089−1090.
63. George, D.; Hensel, B. K. Technologies for an Aging Society: a

Systematic Review of “Smart Home” Applications. Yearb. Med.

Inform. 2008, 17 (01), 33−40..
64. Kaushik, P.; Intille, S. S.; Larson, K. User-adaptive Reminders for

Home-Based Medical Tasks. Methods Inf. Med. 2008, 47, 203−207..
65. Zhang, S.; Mccullagh, P.; Nugent, C.; Zheng, H. An Ontology-Based

Context-Aware Approach for Behaviour Analysis. In Activity

Recognition in Pervasive Intelligent Environments; Atlantis Press:

Paris, 2011; pp. 127−148.
66. Cheng, Y.; Yan, Y.; Yi, X.; Shi, Y.; Lindlbauer, D. Semanticadapt:

Optimization-Based Adaptation of Mixed Reality Layouts

Leveraging Virtual-Physical Semantic Connections. In The 34th

Annual ACM Symposium on User Interface Software and Technology,

UIST ’21; Association for Computing Machinery: New York, NY, USA,

2021; pp. 282−297.
67. Chiossi, F.; Ou, C.; Gerhardt, C.; Putze, F.; Mayer, S. Designing and

Evaluating an Adaptive Virtual Reality System Using Eeg

Frequencies to Balance Internal and External Attention States.

arXiv preprint arXiv:2311.10447, 2023.

68. Chiossi, F.; Zagermann, J.; Karolus, J.; Rodrigues, N.; Balestrucci, P.;

Weiskopf, D.; Ehinger, B.; Feuchtner, T.; Reiterer, H.; Chuang, L. L.;

Ernst, M.; Bulling, A.; Mayer, S.; Schmidt, A. Adapting Visualizations

and Interfaces to the User. Inf. Technol. 2022, 64 (4−5), 133−143;.
69. Mankoff, J.; Hayes, G. R.; Kasnitz, D. Disability Studies as a Source

of Critical Inquiry for the Field of Assistive Technology. In

Proceedings of the 12th International ACM SIGACCESS Conference on

Computers and Accessibility, 2010; pp. 3−10.
70. Spiel, K.; Gerling, K.; Bennett, C. L.; Brulé, E.; Williams, R. M.; Rode,

J.; Mankoff, J. Nothing about Us without Us: Investigating the Role

of Critical Disability Studies in Hci. In Extended Abstracts of the 2020

CHI Conference on Human Factors in Computing Systems, 2020;

pp. 1−8.
71. Chiossi, F.; Stepanova, E. R.; Tag, B.; Perusquia-Hernandez, M.;

Kitson, A.; Dey, A.; Mayer, S.; Ali, A. E. Physiochi: Towards Best

Practices for Integrating Physiological Signals in Hci; arXiv e-prints,

2023; pp. arXiv−2312.
72. Allanson, J.; Fairclough, S. H. A Research Agenda for Physiological

Computing. Interact. Comput. 2004, 16 (5), 857−878..
73. Hancock, P. A.; Szalma, J. L. The Future of Neuroergonomics. Theor.

Issues Ergonomics Sci. 2003, 4 (1−2), 238−249..
74. Chiossi, F.; Mayer, S. How Can Mixed Reality Benefit from

Physiologically-Adaptive Systems? Challenges and Opportunities

for Human Factors Applications. arXiv preprint arXiv:2303.17978,

2023.

https://doi.org/10.1371/journal.pone.0188700
https://doi.org/10.1371/journal.pone.0188700


176 — C. Schneegass et al.: Broadening the mind: how emerging neurotechnology is reshaping HCI

75. Ju, C.; Gao, D.; Mane, R.; Tan, B.; Liu, Y.; Guan, C. Federated

Transfer Learning for Eeg Signal Classification. In 2020 42nd Annual

International Conference of the IEEE Engineering in Medicine & Biology

Society (EMBC); IEEE, 2020; pp. 3040−3045.
76. Giannakos, M. N.; Sharma, K.; Pappas, I. O.; Kostakos, V.; Velloso, E.

Multimodal Data as a Means to Understand the Learning

Experience. Int. J. Inf. Manag. 2019, 48, 108−119..
77. Prieto, L. P.; Sharma, K.; Dillenbourg, P.; Jesús, M. Teaching

Analytics: towards Automatic Extraction of Orchestration Graphs

Using Wearable Sensors. In Proceedings of the Sixth International

Conference on Learning Analytics & Knowledge, 2016; pp. 148−157.
78. Berger, S.; Rossi, F. Ai and Neurotechnology: Learning from Ai

Ethics to Address an Expanded Ethics Landscape. Commun. ACM

2023, 66 (3), 58−68..
79. Martinez, W.; Benerradi, J.; Midha, S.; Maior, H. A.; Wilson, M. L.

Understanding the Ethical Concerns for Neurotechnology in the

Future of Work. In Proceedings of the 1st Annual Meeting of the

Symposium on Human-Computer Interaction for Work, CHIWORK

’22; Association for Computing Machinery: New York, NY, USA,

2022.

80. Shein, E. Neurotechnology and the Law. Commun. ACM 2022, 65 (8),

16−18..
81. Midha, S.; Wilson, M. L.; Sharples, S. Ethical Concerns and

Perceptions of Consumer Neurotechnology from Lived

Experiences of Mental Workload Tracking. In Proceedings of the

2022 ACM Conference on Fairness, Accountability, and Transparency,

2022; pp. 564−573.
82. Muhl, E.; Andorno, R. Neurosurveillance in the Workplace: Do

Employers Have the Right to Monitor Employees’ Minds? Front.

Hum. Dyn. 2023, 5, 1245619. https://doi.org/10.3389/fhumd.2023

.1245619.

83. Sharmila, A. Epilepsy Detection from Eeg Signals: A Review. J. Med.

Eng. Technol. 2018, 42 (5), 368−380..
84. Alberdi, A.; Aztiria, A.; Basarab, A. On the Early Diagnosis of

Alzheimer’s Disease from Multimodal Signals: A Survey. Artif. Intell.

Med. 2016, 71, 1−29..
85. Akshoomoff, N.; Farid, N.; Courchesne, E.; Haas, R. Abnormalities

on the Neurological Examination and Eeg in Young Children with

Pervasive Developmental Disorders. J. Autism Dev. Disord. 2007, 37,

887−893..
86. Liu, Y.; Chen, Y.; Fraga-González, G.; Szpak, V.; Laverman, J.; Wiers,

R. W.; Ridderinkhof, K. R. Resting-state Eeg, Substance Use and

Abstinence after Chronic Use: A Systematic Review. Clin. EEG

Neurosci. 2022, 53 (4), 344−366..
87. Marcel, S.; Millán, J. D. R. Person Authentication Using Brainwaves

(Eeg) and Maximum A Posteriori model Adaptation. IEEE Trans.

Pattern Anal. Mach. Intell. 2007, 29 (4), 743−752..
88. TajDini, M.; Sokolov, V.; Kuzminykh, I.; Ghita, B. Brainwave-based

Authentication Using Features Fusion. Comput. Secur. 2023, 129,

103198. https://doi.org/10.1016/j.cose.2023.103198.

89. Attig, C.; Franke, T. Abandonment of Personal Quantification: A

Review and Empirical Study Investigating Reasons for Wearable

Activity Tracking Attrition. Comput. Hum. Behav. 2020, 102,

223−237..
90. Harrison, D.; Marshall, P.; Bianchi-Berthouze, N.; Bird, J. Activity

Tracking: Barriers, Workarounds and Customisation. In

Proceedings of the 2015 ACM International Joint Conference on

Pervasive and Ubiquitous Computing, UbiComp ’15; Association for

Computing Machinery: New York, NY, USA, 2015; pp. 617−621.

91. Andrade, F. R. H.; Mizoguchi, R.; Isotani, S. The Bright and Dark

Sides of Gamification. In Intelligent Tutoring Systems; Micarelli, A.,

Stamper, J., Panourgia, K., Eds.; Springer International Publishing,

2016; pp. 176−186.

Bionotes

Christina Schneegass

TU Delft, Human-Centered Design, Delft,

Netherlands

c.schneegass@tudelft.nl

https://orcid.org/0000-0003-3768-5894

Christina Schneegass is an assistant professor at Delft University of

Technology, Netherlands, in the Human-Centered Design department.

She researches how cognitive states affect technology interaction and

develops systems that seamlessly integrate data on users’ cognition into

daily use. Particularly, she focuses on neurotechnologies that enhance

self-reflection and understanding of complex cognitive data, exploring

how users perceive and interact with these innovative tools.

Max L. Wilson

School of Computer Science, University of

Nottingham, Nottingham, UK

max.wilson@nottingham.ac.uk

Max L. Wilson is an Associate Professor of Human-Computer Interaction

at the University of Nottingham, UK. Max leads the Brain Data Group,

which both evaluates how people experience mental workload in the lab

using fNIRS, and studies people’s lived experiences of mental workload

in the real world. Max’s own primary focus is on our future living with

personal brain scanners, called Personal Cognitive Informatics.

Jwan Shaban

School of Computer Science, University of

Nottingham, Nottingham, UK

jwan.shaban@nottingham.ac.uk

Jwan Shaban is a PhD student in computer science at the University of

Nottingham. Jwan focuses on tracking mental workload and how people

understand their lives through managing mental workload as a limited

resource. This unfolds how will people reflect on cognitive activity

measures, and how should consumer neurotechnology devices convey

personal informatics such that they provide meaningful insights for

users.

https://doi.org/10.3389/fhumd.2023.1245619
https://doi.org/10.3389/fhumd.2023.1245619
https://doi.org/10.1016/j.cose.2023.103198
https://orcid.org/0000-0003-3768-5894
mailto:max.wilson@nottingham.ac.uk
mailto:jwan.shaban@nottingham.ac.uk


C. Schneegass et al.: Broadening the mind: how emerging neurotechnology is reshaping HCI — 177

Jasmin Niess

Department of Informatics, University of Oslo,

Oslo, Norway

jasminni@ifi.uio.no

Jasmin Niess is an Associate Professor in HCI at the University of Oslo,

Norway. She is an expert in Personal Informatics within the realm of

health and well-being, specifically focusing on wearables, Virtual Reality

applications, and human augmentations. Her expertise lies in developing

new methods, crafting innovative interaction techniques, and studying

the psychological and social impacts of these technologies. She is a

strong advocate for inclusive design principles, ensuring that digital

health interventions are accessible and beneficial to all.

Francesco Chiossi

LMU Munich, Munich, Germany

francesco.chiossi@um.ifi.lmu.de

Francesco Chiossi is a PhD researcher at the LMU Munich with a

background in applied cognitive science. He focuses on implicit

measures of human behavior, such as electrodermal activity and EEG, as

an implicit input to design physiologically-adaptive systems across the

reality − virtuality continuum.

Teodora Mitrevska

LMU Munich, Munich, Germany

teodora.mitrevska@ifi.lmu.de

Teodora Mitrevska is a PhD researcher at the LMU Munich in

Human-Computer Interaction. She holds a MSc in Media Informatics

from LMU Munich. Her research interests lie in the usage of physiological

signals as a form of implicit feedback in human-computer interactions.

Paweł W. Woźniak

Chalmers University of Technology,

Gothenburg, Sweden

pawelw@chalmers.se

Paweł W. Woźniak is a professor of Human-Computer Interaction and

research unit head at TU Wien. He earned his PhD in Human-Computer

Interaction from Chalmers in 2016. Paweł focuses on the intersection of

technology, sports, and wellbeing, specifically on enhancing everyday

physical activity experiences through technology. His research includes

personal informatics, multi-surface interactions, and sensory

augmentation. Paweł is chair of SIGCHI Poland.

mailto:jasminni@ifi.uio.no
mailto:francesco.chiossi@um.ifi.lmu.de
mailto:teodora.mitrevska@ifi.lmu.de
mailto:pawelw@chalmers.se

	1 Introduction
	2  Looking back: what wetnqx2019;ve had to do until now
	2.1  The central role of cognition research in HCItnqx2019;s past (and future)
	2.2 Inferring cognition from observational and self-reported data
	2.3 Neurotechnology and psychophysiological measures

	3 Looking forward: implications for HCI
	3.1  Implications for methodology tnqx2013; an unstable period of method change
	3.2  Implications for theory tnqx2013; learning from long-term real-world data
	3.3  Implications for design tnqx2013; towards real-world cognition-aware systems
	3.4  Implications for practice tnqx2013; responsible integration into application contexts
	3.5  Implications for policy tnqx2013; ethics and mental privacy
	3.6  Implications for society tnqx2013; balancing performance quantification and mental health

	4 Conclusions
	Bionotes


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 35
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1000
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.10000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /DEU <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>
    /ENU ()
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName (ISO Coated v2 \(ECI\))
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF005B0048006F006800650020004100750066006C00F600730075006E0067005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


