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Abstract

The demand for wireless communication systems with better coverage, higher
capacity and lower latency grows continuously. At the same time, the number
of subscribers is increasing and has already surpassed the global population.
In a cellular network, a centralized macro base station is responsible to serve
the users within the cell area. However, it is difficult to reach the increasing
requirements by the centralized cellular architecture. Instead, distributed
multiple-input-multiple-output (D-MIMO) has been proposed as a solution,
where several access points or remote radio heads (RRHs) are spread out in
a cell. To achieve most gain from D-MIMO the RRHs should be processed
coherently, which requires radio-frequency (RF) phase synchronization among
them. The hardware implementation of a D-MIMO network is non-trivial
and highly dependent on the level of synchronization that is required by the
particular deployment. This thesis evaluates the use of radio-over-fiber (RoF)
and centralized frequency up-conversion to achieve phase synchronized RRHs
in D-MIMO downlink implementations.

The first part of the thesis describes the background and motivation. Specif-
ically, the system models for the centralized cellular base station and the
D-MIMO architecture are described. The second part of the thesis explains
different technologies for modulating an RF-signal onto an optical carrier us-
ing RoF: digital-radio-over-fiber (DRoF'), analog-radio-over-fiber (ARoF) and
sigma-delta-over-fiber (SDoF). As the need for power hungry digital-to-analog
converters (DACs) is avoided in ARoF and SDoF, they are proposed as pri-
mary candidates in D-MIMO implementations. Moreover, measurement results
show that SDoF is more robust than ARoF towards non-linearities in an RoF
transmitter and inter-channel interference in an RoF receiver.

Finally, a SDoF architecture for D-MIMO with serially connected RRHs
is presented. By connecting the RRHs in series the scalability of the system
is enhanced, as one fiber link can be used to transmit signals to all RRHs.
The serial connection is implemented using wavelength-division multiplexing
(WDM), addressing each RRH by a specific wavelength. Through measurement
results it is shown that the system with serial connection can perform similarly
to one with the RRHs connected in parallel.

To conclude, this thesis presents SDoF as a fronthaul alternative for build-
ing robust, scalable and energy-efficient downlinks for D-MIMO networks.
The results provide insights into the practical implementation of D-MIMO, a
promising architecture for wireless communication systems.

Keywords: distributed multiple-input-multiple-output (D-MIMO), radio-over-
fiber (RoF), sigma-delta-over-fiber (SDoF), optical fronthaul
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Chapter 1

Introduction

1.1 Motivation

The societal demand for wireless connectivity increases, and the mobile com-
munication system has become one of the most important parts of our infras-
tructure. By the end of 2023, the number of mobile subscriptions worldwide
was over 8 billion [1], more than the worlds total population [2]. Wireless
communication is today a major part of people lives, with work meetings,
courses and social gatherings just being a few examples nowadays taking place
online.

As 5G is currently being implemented all over the world, we look into
the 6G era, involving new use cases which put new requirements on the
network. Examples of foreseen use cases are: immersive smart cities, mixed
reality and consumer robots [3]. 6G is also expected to deliver trustworthiness,
sustainability, limitless connectivity, accelerated automation and digitalization
[4]. Hence, the ambition of what 6G will be is high, and the requirements on
the mobile communication systems will increase in terms of coverage, capacity,
latency and reliability. At the same time, the threat of climate change requires
all major infrastructure to be resource- and energy-efficient. So, as we go
into a new era with increasing demand of connectivity, the solution of using
more power faces challenges. As a consequence, innovative energy efficient
approaches are required.

An emerging technology that shows great prospects of both being energy
efficient and improving coverage, capacity, latency and reliability is distributed
multiple-input-multiple-output (D-MIMO) [5]. In contrast to a co-located
multiple-input-multiple-output (C-MIMO) system shown in Fig. 1.1a where
multiple antenna elements are placed together in one base station and used for
beamforming, a D-MIMO system shown in Fig. 1.1b apply beamforming with
elements that are distributed at different sites over a larger area. The distributed
units are often referred to as access points (APs) or remote-radio heads (RRHs).
Distributing the antennas reduces the spatial correlation between channels,
which is beneficial for spatial multiplexing [6, Ch. 20]. It also increases the
probability that a user is in the proximity of at least one RRH, allowing for
lower transmit power than with one centralized base station. To conclude,
D-MIMO is an innovative and energy efficient technology that provides high
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Figure 1.1: (a) Co-located MIMO with a centralized base station (BS) and four antenna
elements and (b) distributed MIMO with four distributed remote radio heads (RRHs)
connected to one central-unit (CU).

coverage and high capacity.

To get most gain from D-MIMO the RRHs should transmit coherently, i.e.
RF phase synchronized, which is not trivial to implement in practice. This
thesis addresses how to implement D-MIMO downlinks with phase-synchronized
RRHs using radio-over-Fiber (RoF) fronthaul. It also evaluates the potential
of using wavelength-division multiplexing (WDM) as an enabler for serial
connection of the RRHs, to enhance the scalability of the system. Finally, a
sigma-delta-over-fiber (SDoF) D-MIMO architecture with serially connected
RRHs is presented.

1.2 Thesis Scope and Outline

Chapter 2 treats D-MIMO, starting from the basic theory behind using multiple
antennas in MIMO. Thereafter, the motivation for distributing the RRHs is
described in more detail; how macro-diversity can be explored to overcome
challenges with shadowing and blockage. Finally, it is explained how central
frequency up-conversion ensures radio-frequency (RF)-phase synchronization
among the RRHs. In Chapter 3 three different RoF technologies for connecting
the RRHs to a CU are presented, along with their advantages and drawbacks.
Non-linearities in RoF transmitters and interference resilience in RoF receivers
are then discussed, based on measurement results in [Paper A] and [Paper C].
Implementations of D-MIMO testbeds are covered in Chapter 4, which starts
with a review of previous work. Based on investigations in [Paper B] and
[Paper C] it is shown that the RRHs can be connected in series to enhance the
scalability of the optical fronthaul, while still achieving similar communication
performance as a system with RRHs connected in parallel. In the final chapter
the work is summarized and potential future research directions are discussed.



Chapter 2

Distributed MIMO

Wireless communication has evolved tremendously since Marconi did the first
pioneering demonstrations of wireless telegraphy in the late 19th century [7].
In the 1980s, 1G was introduced as the first standard for mobile networks, and
later evolved to 2G, 3G and 4G [8]. As of today 4G is the dominant network
technology, while 5G is continuously implemented at new sites.

The topology of mobile networks has changed through the different genera-
tions; in 4G systems a baseband unit (BBU) is connected to the core network
through backhaul and to a RRH through fronthaul, see Fig. 2.1. The BBU,
fronthaul and RRH is referred to as a base station. Each base station serves
users in a specified area called a cell, hence the cellular system. It also means
that each user is served by one base station at a time, and when a user moves
from one cell into another, a handover to another base station has to be done.
The network topology for 5G is similar, but splits the BBU into two units
and introduces a midhaul between them [9]. Regardless, the approach of
having one base station per cell remains in 5G. The early generations of mobile
communication used single antennas at both the base stations and the users.
However, when Foschini showed in [10] the large capacity improvement that
could be achieved when using multiple antennas at the transmitter and receiver,
it sparked a growing interest in multi-antenna communication.

This chapter describes the fundamentals of mimo communication, and how
it can be used to increase capacity, coverage and robustness in a wireless com-
munication system. The chapter also explains the background and arguments
for exploring D-MIMO systems, instead of C-MIMO system, and what new
implementation challenges that causes.

Backhaul Fronthaul
Core BBU RRH

Figure 2.1: Network structure for 4G including: core, backhaul, baseband unit (BBU),
fronthaul and remote radio head (RRH).
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2.1 Multiple-Input-Multiple-Output

In mimo technology multiple antenna elements are used for signal transmission
and reception, and it is today implemented in most wireless communication
systems. When using multiple transmit and receive antennas, a signal will
propagate on several statistically de-correlated channels, and so called spatial
diversity is created. Spatial diversity increases robustness and reliability, by
counteracting fading in the wireless channel [6, Ch. 13]. Fading is temporal and
spatial variations of the received signal power, which degrades the throughput.
A distinction is made between large-scale and small-scale fading. Large-scale
fading refers to path loss due to the propagation distance in the air as well
as shadowing when objects block the way between the transmitter and the
receiver. Small-scale fading refers to time variations in the channel, due to
multipath or Doppler spread. If not managed properly the system capacity
will be degraded [6, Ch. 13].

Apart from creating diversity, using multiple antennas also makes it possible
to apply beamforming. Beamforming means to control the overall radiation
pattern from several antenna elements, by managing the phases of the signals
transmitted from each separate element. For example it can be used to focus
the transmitted energy at a certain location, hence increase the signal strength
there. In mimo systems, beamforming is commonly applied based on channel
state information (CSI); CSI refers to knowing the channel response between
the transmitter and receiver [6, Ch. 20]. CSI can both be used to precode the
signals at the transmitter and post-combine the signals at the receiver.

Typically, known orthogonal pilot sequences are used to estimate the re-
sponse of the channel between each pair of antennas, also called channel
estimation. Orthogonality of pilots can be achieved using different methods,
for instance: time-, frequency- or code-orthogonality. Assuming the channel
is reciprocal and the uplink and downlink use the same frequency band, pilot
transmission can be performed in either direction. For pilot transmission in
the downlink, the user does the channel estimation, and in the uplink, the
base station does the channel estimation. The advantages of letting the user
do the channel estimation is faster feedback and adaptability to each user,
but it leads to more complex and power hungry user equipment (UE). Doing
channel estimation in the uplink relaxes the requirements on the UE, and
often provides more accurate CSI as the base stations have better hardware,
more antennas and computational resources. In a realistic system hardware
differences between the uplink and downlink exist, and reciprocity calibration
has to be performed [11].

Mathematically we can describe the mimo channel with a matrix H, of
dimension R x T'; R is the number of receive antennas and 7' the number of
transmit antennas. The received signal y has the dimension R x 1 and becomes

y =Hx+w, (2.1)

where each row of y corresponds to the signal at each receiving antenna
element, x corresponds to the transmitted signal of dimension 7" x 1 and
w represents additive noise. Beamforming is implemented by precoding the
signals to transmit. The simplest case of precoding is to choose a precoder
matrix P such that it cancels out the effect of H, i.e. zero-forcing (ZF). The
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Figure 2.2: Illustration of how multiple antennas at the transmitter are used to serve
multiple users. Note that in a multipath environment the channel paths will not be straight
beams.

ZF-precoder is constructed from the channel estimate H using the Moore
Penrose pseudo-inverse [6, Ch. 20], according to:

P —H (HA ). (2.2)
ZF-precoding will also result in spatial multiplexing, where multiple independent
data streams between the transmitter and receiver are created, which effectively
increases the capacity of the system. We define the transmitted signal without
precoding as x and the precoded transmitted signal as x = Px, where P is the
precoder matrix of dimension 7' x R and x has the dimensions R x 1. Many
other precoders than ZF exist, which are optimized for other objectives. One
example is the maximum-ratio-transmission precoder, which maximizes the
achieved SNR at the receiver [12].

In the case imagined so far all receiving antennas are located together, but
beamforming can also be used to serve multiple receiver antennas located at
different users. If all users are equipped with a single antenna, R different users
can be served. If ZF-precoding is applied in a multi-user scenario, inter-user-
interference is minimized as the precoding creates a radiation pattern with
maximas at the intended user location and nulls at the other users locations,
for each user respectively. As a consequence each user only receives its corre-
sponding data stream, also achieving spatial multiplexing. An illustration of
spatial multiplexing in multi-user multiple-input-multiple-output (MU-MIMO)
is shown in Fig. 2.2. However, it should be emphasized that in a multipath
scenario the paths between each transmitting and receiving antenna is not a
straight beam as illustrated in the figure.
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2.2 Co-located and Distributed MIMO

As mentioned in the previous section, spatial diversity can be used to combat
fading in the wireless channel. Spatial diversity for managing large-scale fading
is referred to as macro-diversity, and gave rise to the idea of D-MIMO. In
D-MIMO the antennas are spatially distributed over a large area, shown in
Fig. 1.1b. As mentioned in the introduction, the distributed units in D-MIMO
are often referred to as access points or RRHs. The RRHs are connected to
a central-unit (CU) where processing is done. In [13] and [14] a system with
12 distributed RRHs was compared to one where all were placed at one site,
showing the strength of D-MIMO in combating shadowing by walls etc. The
measurement results in [14] were also compared to ray-tracing simulations
in [15]. Apart from providing more uniform coverage, D-MIMO is also a
foundation for the promising technology of cell-free massive mimo that was
proposed in [16], where the concept of a cell is discarded. Instead all RRHs
serve all users, avoiding challenges such as low power to users on the edge
between two cells, inter-cell interference etc. [17].

D-MIMO can be implemented with different processing capabilities in the
CU and RRHs, as well as different level of cooperation between the RRHs.
In [18] the amount of cooperation between RRHs in uplink operation was theo-
retically investigated, and the result showed that centralized signal processing
allowing for full level of RRH cooperation gave the highest spectral efficiency.
To achieve maximum gain from a D-MIMO system the RRHs should also
be operated coherently, which requires highly accurate phase synchronization
among them [19]. Consequently, perfectly phase synchronized RRHs is assumed
in many theoretical studies on D-MIMO [17,18]. However, implementing phase
synchronized distributed RRHs in real hardware is not trivial.

The challenges of synchronizing distributed RRHs can be understood by
looking at how a conventional radio operates; analog baseband signals are
mixed with an RF-signal generated by a local oscillator (LLO), which creates a
modulated signal at RF-frequency carrier to transmit over-the-air (OTA), see
Fig. 2.3a. Due to the proximity of the antenna elements in C-MIMO systems
the same LO can be used to up-convert all the signals, automatically ensuring
phase synchronization, see Fig. 2.3b. But in a system with several distributed
RRHs using one mixer and LO at each site and at the same time ensuring
phase synchronization is not feasible.

Different solutions for implementing distributed phase-synchronized RRHs
have been proposed: using independent LOs at the RRHs and distributing a

Mixer Mixer

Baseband signal RF signal Baseband signal 1
Baseband signal 2

RF-signal 1
RF-signal 2

Local
oscillator

(a) (b)

Local
oscillator

Figure 2.3: Analog up-converison from baseband signal to RF-signal using a mixer and a
local-oscillator in a (a) single-antenna system and a (b) co-located multi-antenna system.
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Figure 2.4: Estimation of the channel coefficients through 70 consecutive measurements
using four remote radio heads (RRHs) [Paper C|. The phase of the channel coefficients
represents the relative phase between each RRH.

clock reference over the fronthaul [20,21], transmitting clock references between
the RRHs over-the-air [22] or doing analog or digital frequency up-conversion
centrally in the CU and transmit the RF-signals directly over the fronthaul
[13,23-25]. The latter is an interesting solution as it ensures synchronization
without further operations in the RRHs. We showed in [Paper C] that four
phase synchronized RRHs could be implemented with digital central frequency
up-conversion. Fig. 2.4 shows 70 consecutive OTA measurements of the relative
RF-phase between the transmitted signals from the four RRHs. During all
measurements the relative phase is stable, indicating phase synchronization
among the RRHs. However, transmitting RF-signals—and not baseband
signals—over the fronthaul changes system requirements, compared to previous
standards. To implement it in a real D-MIMO system, different fronthaul
solutions have to be assessed.

2.3 Chapter Summary

In this chapter the evolution of mobile networks was described. Moreover,
it was explained how using multiple antenna elements for transmitting and
receiving introduce diversity and beamforming capabilities in a system. Finally,
the chapter covered the arguments for using D-MIMO instead of C-MIMO, to
create macro-diversity and combat large-scale fading. In the next chapter RoF
will be presented as a fronthaul candidate for connecting phase-synchronized
RRHs to a CU in D-MIMO systems.
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Chapter 3

Radio-over-Fiber Optical
Fronthaul

Optical fiber cables are widely used in today’s communication systems, due
to their low loss and large bandwidth. The standard protocol for fronthaul
transmission in 4G is to use digital baseband signals and the common public
radio interface (CPRI) (later developed to enhanced-CPRI) protocol [26]. In
the RRH, digital-to-analog converters (DACs) then convert the digital CPRI
bitstream to an analog signal, which is up-converted to RF-frequencies using
an analog mixer and local oscillator. In the previous chapter is was shown
that synchronizing independent local oscillators in each spatially distributed
RRH is a challenge, but that phase synchronization is automatically ensured
if frequency up-conversion is done centrally in the CU, and RF-signals are
transmitted over the fronthaul.

Combining the concept of optical fiber-based fronthaul with central fre-
quency up-conversion and direct transmission of RF-signals from the CU results
in the idea of RoF fronthaul. Note that a distinction is made here between RoF
where the RF-signal is transmitted over the fiber, and other variants where
either an intermediate- or baseband signal is transmitted over the fiber—which
require up-conversion in the RRH.

For backhaul, RoF has been investigated for a long time, due to its large
bandwidth and ability to support high-frequency signal transport [27]. Recently,
interest has increased for also using RoF fronthaul in D-MIMO networks, due
to the inherently phase synchronized RRHs. In this chapter the three most
common RoF technologies are introduced: digital-radio-over-fiber (DRoF),
analog-radio-over-fiber (ARoF) and SDoF. Also a summary of the optical hard-
ware used for transmission and reception in RoF links along with a comparison
of ARoF and SDoF is presented, based on [Paper A] and [Paper C].

3.1 Digital-Radio-over-Fiber

Fig. 3.1a shows the schematic of a typical DRoF link. In DRoF a digital
serialized representation of the modulated RF-signal is transmitted over fiber
and recovered at the RRH using a photodetector followed by a DAC [28]. One
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Figure 3.1: (a) Digital-Radio-over-Fiber link including: serializer, electrical-to-optical
(E/O) conversion, optical-to-electrical (O/E) conversion, digital-to-analog converter (DAC)
and amplifier. (b) Analog-Radio-over-Fiber link including: DAC, E/O conversion, O/E
conversion and amplifier. (c) Sigma-Delta-over-Fiber link including: sigma-delta modulator
(SDM), 1-bit DAC, E/O conversion, O/E conversion, bandpass filter and amplifier.

advantage with DRoF is its robustness towards non-linearities in the optical
components, resulting from its binary nature. However, by digitizing the
frequency up-converted RF-signal—and not the baseband signal—high sample
rate and high resolution DACs are needed, which comes with increased cost
and power consumption [29]. The requirements on the DACs can be decreased
to some extent by using direct bandpass sampling of the signal, where a sample
rate lower than the Nyquist rate is used intentionally [30]. But even though
bandpass sampling can lower the sample rate requirement to some extent it
can not remove it completely, and DACs remains the components that limit
performance in DRoF systems [31]. As the expected number of RRHs in
D-MIMO is large, the scalability of DRoF is questionable due to the need of
high sample rate and high resolution DACs.

3.2 Analog-Radio-over-Fiber

In Fig. 3.1b the schematic of a typical ARoOF link is presented. In ARoF the
RF-signal is directly modulated onto the optical carrier, using either a directly
modulated laser or an external optical modulator [32, Ch. 6]. The signal is
transmitted over the fiber link and recovered at the RRH using a photodetector.

AROoF allows for simple RRHs as only a photodetector and a power amplifier
(PA) is required (no DAC) but requires high bandwidth and large dynamic range
lasers, photodetectors and modulators. Under the assumption that components
with sufficient bandwidth are available, ARoF allows for higher bandwidth
efficiency than DRoF [33]. Another advantage with ARoF is that so called
optical heterodyning or frequency up-conversion can be used to achieve higher
carrier frequency of the RF-signal [34]. Then two optical tones of different
wavelengths are mixed in a photodetector to create a high frequency RF-signal
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without needing high sample rate in the CU [35].

AROF is an interesting candidate for D-MIMO implementations due to its
simple design of RRHs and high bandwidth efficiency [24]. However, despite
its many advantages ARoF is sensitive towards non-linearities in the optical
components, which limits the dynamic range [Paper A], [36].

3.3 Sigma-Delta-over-Fiber

In Fig. 3.1c the schematic of a typical SDoF link is presented. In SDoF the RF-
signal is quantized with few bits, which creates a low resolution representation
of the original signal to be modulated onto the optical carrier. However, when
quantizing a signal with very few bits a large quantization error occurs, and the
original signal is distorted. In sigma-delta modulation (SDM) oversampling and
noise shaping techniques are used to minimize the in-band quantization error.
The oversampling lowers the power per frequency of the quantization error by
spreading it over a wider spectrum. The noise-shaping shapes the quantization
error to be minimized within a specified frequency band—the passband. As
a consequence, the original signal can be recovered by bandpass filtering
the sigma-delta modulated signal, with a low level of in-band quantization
noise [37, Ch. 1].

In two-level SDoF binary signals are transmitted over the optical fronthaul,
which lowers the requirements on DACs as well as optical components [38].
Specifically: 1-bit DACs and digital optical components can be used, while
the signal still can be recovered in the RRHs by bandpass filtering. The use
of 1-bit communication also makes it possible to take advantage of the large
development in low-cost and high-speed digital optical interconnects for data
centers.

The oversampling-ratio (OSR) in SDM is defined as

[s

OSR = 55’ (3.1)
where f; is the sampling frequency and B is the bandwidth of the modulated
RF-signal [37, Ch. 1]. The noise-shaping is applied using feedback loops where
the output from the quantizer is feed back to the input through an integrator,
working as a filter. It is this process that pushes the the error created in
the low resolution quantization out of the band of interest. The order of the
SDM defines how many integrators there are in the noise-shaping feedback
loop [37, Ch. 1].

SDoF allows for simple RRHs without DACs—just as ARoF—while being
resilient towards non-linearities in the optical domain—just as DRoF—at the
cost of high oversampling in the CU. Therefore, SDoF is considered a compro-
mise between ARoF and DRoF, and a promising candidate for implementing
D-MIMO (13,23, 25, 38].

3.4 AROF versus SDoF

In the previous section three RoF technologies for connecting the CU to the
RRHs in D-MIMO networks were described: DRoF, ARoF and SDoF. However,
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as future D-MIMO systems are expected to consist of a large number of RRHs,
scalability is crucial. So even though DRoF has certain advantages, the need
of complex and power hungry DACs in the RRHs makes it more challenging to
scale up the number of RRHs, than with ARoF and SDoF. Therefore the focus
in this section is on ARoF and SDoF.

The performance of an RoF link depends on both the transmitter do-
ing electrical-to-optical conversion and the receiver doing optical-to-electrical
conversion. For both RoF transmitter and RoF receiver, different choices
of hardware and how to operate it can be made. In this section we discuss
different hardware solutions for RoF transmitters and receivers. We also make
comparisons between ARoF and SDoF links in terms of robustness towards
non-linearities and inter-channel interference, based on the results in [Paper A]
and [Paper C].

3.4.1 Linearity in the RoF Transmitter

Either directly modulated lasers or external modulators can be used to mod-
ulate an RF-signal onto an optical carrier. In a directly modulated laser the
electrical signal modulates the output light of the laser, with the advantage
of a small footprint. Especially vertical-cavity surface emitting laserss (VC-
SELs) have received a lot of attention due to their low manufacturing cost
and simplicity in wafer-scale testing. In external modulation, the output light
from a continuous wave laser is passed through an optical modulator, which
alters the phase and/or amplitude of the optical signal based on an input
electrical signal. External modulation generally offers higher bandwidth, higher
quality modulation and allows for building more complex transmitters, but
are considered bulky compared to directly modulated lasers. Both SDoF and
ARoF can be implemented using either external or direct modulation.

In [Paper A] we investigated ARoF and SDoF links in terms of the sensitivity
towards non-linearities in an external optical modulator. An intensity modulator
of Mach-Zehnder type was biased at the quadrature point and the input
power was swept for both SDoF and ARoF. In Fig. 3.2 the transfer function

0.8

0.6
Quadrature point

Normalized optical output power

04
0.2|P,
!
or \'¢ Vv,

Input electrical voltage [V]

Figure 3.2: Transfer function from electrical input voltage to normalized optical output
power for an intensity modulator. The red cross marks the bias point of the modulator. V;
and V5 corresponds to the maximum and minimum input voltage, and P; and P> to the
corresponding output optical power.
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from electrical input voltage to optical output power for an optical intensity
modulator is presented. The quadrature point is marked, around which the
input and output vary. The modulator transfer function is approximately linear
in a regime close to the quadrature point, hence the electrical input voltage can
not be too high. However, the electrical input voltage level translates to the
optical output power from the modulator, and there is a trade-off between the
non-linearity and the amplitude of the optical modulation. In SDoF, the input
signal to the modulator consists of two levels (representing a 0 or 1), which
corresponds to moving between the two points V; or V5 in the transfer function.
In AROF the input signal to the modulator is a multi-level representation of a
continuous signal, hence it corresponds to many different values on the transfer
function between between V; or V5.

Even though a sigma-delta modulated signal is a binary signal, the shape
of the spectrum is important and it is interesting to investigate how that is
affected when operating the modulator in the nonlinear regime. In Fig. 3.3a
the measured error vector magnitude (EVM) versus the power of the input
peak voltage for SDoF and ARoF and four different modulation orders (QPSK,
16QAM, 64QAM, 256QAM) is presented. In the measurements a 2.35 GHz
single-carrier signal with 40 MBd symbolrate was used. For SDoF the RF-signal
was sigma-delta modulated using a fourth order sigma-delta-modulator with
10 GS/s sample rate.

The measurements show that external modulators can be driven with a
higher peak voltage when using SDoF compared to ARoF, resulting in a lower
EVM. In the constellation diagram presented in Fig. 3.3b for a peak power
of Py, peak = 17.8 dBm, it is noted how the ARoF implementation is more
severly affected by the non-linearities in the modulator than SDoF. However,
in Fig. 3.3a it is shown that for high input peak voltage SDoF also gets effected
by non-linearities and EVM increases, indicating that despite its binary nature
SDM does not behave exactly as digital modulation. To conclude, the results
in [Paper A] showed that the binary nature of SDM makes SDoF less sensitive
towards non-linearities in an external optical modulator than ARoF. A similar
study was done in [36] with directly modulated VCSELSs also showing that
ARoF was more sensitive to non-linearities than SDoF.
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Figure 3.3: Measurement results comparing analog-radio-over-fiber (ARoF) and sigma-
delta-over-fiber (SDoF) in terms of sensitivity towards non-linearities in an optical intensity
modulator. (a) Measured error vector magnitude (EVM) for four different QAM modulation
orders and (b) constellation diagram at the higher peak power = 17.8 dBm [Paper A].
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3.4.2 Interference in the RoF Receiver

After transmission over the optical fiber the signal is converted back to electrical
domain in the RRH. It can be done using a photodetector, which is a square law
detector that outputs a current based on the input optical power—or intensity.
The electrical output current ie also depends on the responsivity R of the
detector and is given by

el = RPopt, (3.2)

where Py is the optical input power to the detector. The responsivity of a
photodetector depends on several parameters such as material, wavelength,
quantum efficiency etc. [32, Ch. 8.

For ARoF the continuous amplitude variations of the RF-signal have to
remain when converting from optical to electrical domain. For SDoF only two
levels are required when converting, which makes it possible to use digital
low-cost optical interconnects. As these devices are designed for transmission
and reception of digital signals they operate in a binary mode, and apart from a
photodetector also include other circuitry such as amplifiers and comparators.

In [Paper C] we investigated the receiving part of an optical transceiver
(OT), by measuring its output electrical power as well as the EVM for a SDM
signal transmitted over the link for different average optical input power, see
Fig. 3.4. The average electrical output power is not a linear function of the
average optical input power, but rather a step function. This is attributed to
that the OT is designed to operate with digital signals, hence only two signal
levels. The average output power remains at —12 dBm for all average optical
input power above —24 dBm, but the EVM improves until the average optical
input power is above —15dBm. The measurement results confirm that the
OT operates non-linearly and includes more components than a photodetector.
The measurement results also specifies that to achieve acceptable EVM, this
specific OT should be operated with optical input power larger than —15dBm.

In [Paper C] we also investigated how SDoF and ARoF compare in terms of
resilience towards optical interference between channels. Two WDM channels
were modulated with either analog signals or SDM signals, and combined using
an optical multiplexer (MUX), where one was treated as an interferer.

100

10

]

80

—40

EVM (%]

40 —60

20

Average output power [dBm)]

Il Il Il ¥
—35 —-30 —25 —20 —15 —10 -5 0
Average optical input power [dBm]|

Figure 3.4: Measured average electrical output power and error vector magnitude (EVM)
of an optical transceiver (OT) for different average optical input power [Paper C].
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Figure 3.5: Measured error vector magnitude (EVM) for different interference levels, for
ARoF and SDoF [Paper C]. Four different configurations of transmitter (tx) and receiver
(rx) are used including: arbitrary waveform generator (AWG), intensity modulator (MOD),
photodetector (PD), power amplifier (PA), pulse pattern generator (PPQG), optical transceiver
(OT) and field-programmable gate array (FPGA).

As RoF receiver for the SDoF implementations both {photodetector (PD)+PA}
and OT were used. In ARoF implementations the OT can not be used as
receiver, due to its non-linearity, hence only {PD+PA} was used. In summary,
the measurements included four different configurations of transmitting and
receiving hardware, where the most important difference was whether an OT
or {PD + PA} was used as receiver.

In Fig. 3.5 the measured EVM of the received symbols is presented versus
level of interference. It can be noted that the setups using SDoF with OT
as receiver is more resilient towards optical interference, than both ARoF
and SDoF using {PD + PA}. The results show that using low-cost optical
interconnects in SDoF not only enhances scalability but also makes the system
more resilient towards inter-channel interference.

3.5 Chapter Summary

In this chapter three technologies for transmitting frequency up-converted
RF-signals over fiber were presented, and their advantages, disadvantages and
implementation scalability were discussed. ARoF and SDoF were compared in
terms of non-linearities in an external optical modulator as well as sensitivity
towards inter-channel interference. Measurement results from [Paper A] and
[Paper C] showed that SDoF is more robust towards non-linearities and inter-
channel interference than AROF. In next chapter a D-MIMO SDoF architecture
with serially connected RRHs using WDM will be presented and discussed.
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Chapter 4

D-MIMO with
Radio-over-Fiber

The previous chapters discussed the motivation for implementing D-MIMO with
optical fronthaul and centrally frequency up-converted RoF. It also showed
how SDoF, due to its binary nature, has certain advantages compared to
AROF in terms of being more robust towards non-linearities and inter-channel
interference.

This chapter regards how RoF can be used to implement D-MIMO testbeds,
starting with a review of previous experimental work. The chapter also discusses
how connecting the RRHs in series instead of in parallel, using WDM, enhances
the scalability of the system. Finally, an experimental demonstration of a SDoF
architecture with four serially connected RRHs based on the work in [Paper C]
is presented.

4.1 D-MIMO RoF Testbeds

It is important to build and investigate D-MIMO testbeds, to asses how
different hardware implementations compare and to create test environments
for algorithms, signal processing etc. D-MIMO testbeds have been demonstrated
with various fronthaul technologies [39-42]; however, this thesis focuses on
implementations using ARoF or SDoF fronthaul. The focus is also on downlink
transmission.

4.1.1 ARoF Implementations

As already mentioned in Section 3.2 ARoF is an established technology for
fronthaul links connecting to one single base station or RRH [43], which makes
it interesting to use it for connecting several distributed RRHs. In [24] ARoF D-
MIMO measurements were presented using two phase coherent RRHs, showing
a 5.3dB gain (close to the theoretical value of 6 dB) when performing phase-
coherent transmission from the two RRHs, compared to when transmitting
from one RRH alone. One RRH was connected to the CU using an ARoF link
and one using a coaxial cable. Both RRHs transmitted at a carrier frequency

17
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622 MHz. Similar work was done at millimeter-wave (mm-wave) frequencies
in [44], with two RRHs transmitting at a carrier frequency of 26.5 GHz. Phase
synchronization was ensured by doing central frequency up-conversion in the
CU, which for mm-wave puts higher requirements on the bandwidth and sample
rate of signal generators and lasers, compared to sub-6 GHz demonstrations.
The measurement results showed that the bitrate could be increased from
24 Gb/s to 48 Gb/s with coherent transmission.

Another approach that was demonstrated in [35], is to transmit the signal
at a lower frequency from the CU, and create the mm-wave carrier using optical
frequency mixing in a photodetector at the RRH. This allows the requirements
on the hardware in the CU to be relaxed compared with using central frequency
up-conversion. Two RRHs with 60 GHz carrier frequency were implemented
and used to transmit phase-coherently to a user. For a 2Gb/s 4-QAM signal
an improvement in receiver sensitivity of 1.8 dB was shown, compared to when
not transmitting coherently from the RRHs. Similar work with phase-coherent
transmission from two RRHs and optical mixing was presented in [45], including
a theoretical derivation of the gains acquired from coherent transmission.

Another alternative is intermediate-frequency-over-fiber (IFoF), where a
lower carrier frequency is transmitted over the fiber and up-converted electrically
at the RRH. IFoF requires electrical up-conversion in the RRHs, hence the
phase-synchronization among the RRHs is not automatically ensured and needs
to be carefully considered. In [46] IFoF with four RRHs was demonstrated,
which included a clock signal in the fiber transmission for phase synchronization
and provided data-rates up to 9 Gb/s.

4.1.2 SDoF Implementations

Experimental work on SDoF has also been done, demonstrating both single link
[47,48] and D-MIMO testbeds. In [13] a SDoF D-MIMO testbed was presented,
supporting up to 12 RRHs transmitting at an RF-frequency of 2.35 GHz
with bandwidths up to 100 MHz. Digital up-conversion to RF-frequency and
SDM were done offline in MATLAB and the sigma-delta modulated bits were
uploaded to an FPGA, that together with a computer served as CU. A similar
demonstration with two RRHs was done in [23], with the main difference
that the SDM and frequency up-conversion were implemented on the FPGA,
allowing for real-time processing.

SDoF testbeds are considered especially beneficial in the sub-6GHz fre-
quency band, as it makes it feasible to sigma-delta modulate the RF-signal
directly. However, demonstrations at mm-wave have been done, but require
more complex schemes or up-conversion in the RRHs. In [21] mm-wave trans-
mission at 24-28 GHz RF-frequency from two RRHs was shown, supporting one
user with 160.32 MHz bandwidth. A SDM signal at an intermediate frequency
of 2.5 GHz transmitted the data from the CU to the RRHs, where the signal
was up-converted to mm-wave using a clock and data recovery module to
create a reference for synchronization from the optical transceiver clock signal.
Another demonstration at 26.5 GHz carrier frequencies with two RRHs was
done in [20], successfully supporting two users with up to 748 MHz bandwidth
using spatial multiplexing. The signal was up-converted in the RRHs using
mixers and an over-fiber transmitted periodic bitstream as LO.
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4.2 WDM Serial Connection

All experimental work described in the previous section used one optical fiber
cable per RRH, but it becomes impractical as the number of RRHs are expected
to increase substantially in D-MIMO networks. A way to enhance scalability
of the optical fronthaul is to connect the RRHs in series as shown in Fig. 4.1a,
instead of in parallel as shown in Fig. 4.1b. A theoretical discussion of using
serial connection to enhance scalability in systems with a large number of RRHs
was presented in [49], based on the radio stripes concept proposed in [50]. In a
radio stripe the serial connection is done by creating multiple channels in one
electrical cable.

For RoF fronthaul, WDM can be used to create multiple channels based
on different wavelengths. In coarse wavelength-division multiplexing (CWDM)
the standardized wavelength spacing is 20 nm, allowing for 18 wavelengths in
total [51]. In dense wavelength-division multiplexing (DWDM) the wavelength
spacing is smaller, and more channels can be implemented in the same fiber,
but it is potentially more sensitive to inter-channel interference [52].

WDM has already been shown feasible to provide signals to separate antenna
elements or base stations using ARoF. In [53], different wavelengths were used
to provide signals to the different elements of a co-located antenna array,
and beamforming was controlled from the CU. Similarly, a 2x2 C-MIMO
setup was presented in [54], where two different wavelengths were used to
serve the two transmitting antennas. In [55], instead the different wavelengths
were used to serve four independent antennas placed in one base station and
covering one 90° sector each. The use of WDM for optical serial connection
was demonstrated in [56], where two distributed antenna units were served
by different wavelengths, but the antenna units did not transmit coherently.
At each site a coupler and a de-multiplexer isolated and dropped the correct
wavelength. In [57] the concepts of optical serial connecting and coherent
transmission were discussed. ARoF with WDM was proposed as a solution
for connecting a CU to two distributed antenna units, that would transmit
coherently to the UEs in one cell. However, the distributed antenna units that
would transmit coherently were not proposed to be located on the same serial
stripe, but at different stripes at the same distance from the CU. No work on
serially connected RRHs using SDoF has been demonstrated.

Figure 4.1: Distributed MIMO system with (a) serially connected and (b) parallel connected
remote radio heads (RRHs) [Paper C].
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Figure 4.2: Schematic of the SDoF architecture with N remote radio heads (RRHs)
connected in series using WDM [Paper C]. In the central unit (CU) digital signal processing
(DSP) and bandpass sigma-delta modulation (BP-SDM) is done. The output bitstream is
written to the field-programmable-gate-array (FPGA) that is connected to four transmitting
optical transceivers (OTs) of different wavelength. The optical signals are combined in an
optical multiplexer (MUX) and transmitted over fiber. At each RRH one signal is dropped
using optical-add-drop-multiplexers (OAMDs) and inserted to a receiving OT. The output
electrical signal from the OT is bandpass filtered to recover the original RF-signal, amplified
with a power amplifier (PA) and transmitted over-the-air with a patch antenna.

4.3 SDoF WDM Architecture

We investigated in [Paper C] a D-MIMO SDoF downlink architecture with
WDM serial connection of the RRHs. It could also be extended to uplink using
the concept presented in [25]. A schematic of the proposed architecture is
presented in Fig. 4.2 with N RRHs. The architecture uses the OTs discussed in
Chapter 3 for electrical-to-optical conversion in the CU and optical-to-electrical
conversion in the RRHs.

The CU consists of a computer, an FPGA and N OTs. Digital-signal-
processing (DSP) includes: generating QAM-symbols in Matlab, pulse shaping
and up-converting them digitally to a carrier frequency of 2.35 GHz. Bandpass
sigma-delta modulation (BP-SDM) is then applied to the RF-signal, creating
a bitstream. When transmitting pilots, the RRHs are assigned with time-
orthogonal 16-QAM sequences. When transmitting data, one 16-QAM sequence
per user is created and mapped to the number of RRHs by precoding. The N
SDM bitstreams are written to the FPGA, which connects to N OTs that do
electrical-to-optical conversion. The optical output signals from the OTs are
combined into one fiber using an optical MUX.

At each RRH one optical wavelength signal is dropped using an optical
add-drop multiplexer (OADM), while the others are passed through. In Fig. 4.3
the spectrum at the input and two output ports (drop and pass) of a 1570 nm
OADM is shown. The drop port has high isolation, as the spectrum only
includes the signal of the wavelength aimed to be dropped. At the output
signal from the pass port all wavelengths are seen, but with significantly
lower power in the wavelength that is supposed to be dropped and not passed
(1570 nm).

The output from the OADM drop port is inserted to the RRH where the
optical signal is converted to electrical using an OT. The electrical output
signal from the OT is bandpass filtered to convert the bitstream to the original
RF-signal, amplified and transmitted over-the-air with a patch antenna.
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Figure 4.3: Optical spectrum at the input and two output ports of the 1570 nm optical
add-drop multiplexer (OADM) [Paper C].

4.4 Different Fiber Lengths

A fundamental challenge that arise when connecting RRHs in series is that the
fiber length from the CU to each one of them will be different. The difference in
length will result in different propagation time to each RRH as well as different
optical input power. The optical loss increases with fiber length as well as the
number of OADMs that a signal passes, hence the RRH furthest away from
the CU will receive lowest input power.

4.4.1 Time Delay Compensation

The time delay differences cause the signals to arrive at the user out of time
synchronization, and the precoding to not function as intended. This is similar
to how different wireless signal path components arrive at different times in
a multipath propagation environment, where orthogonal frequency-division
multiplexing (OFDM) often is used to minimize the effect. OFDM was first
proposed in [58] and is a digital modulation technique where a wideband signal
is divided into a number of narrowband sub-carriers, to create a flat frequency
response within each small bandwidth [59].

In [60] the effect of different fiber length to each RRH was investigated,
using OFDM signals. Measurement results showed that by using OFDM and
symbol rates of 250 kHz the EVM remained constant for fiber length differences
up to 100 m. However, to support larger bandwidths and larger differences in
fiber lengths, and as the length differences for the serially connected RRHs are
fixed, the effect can be calibrated away.

In [Paper B] we investigated this effect using two RRHs connected in parallel
with fibers of different length. Single-carrier modulation was used, to explore
the fundamental limits with different path lengths when not managed using
OFDM. Time delay compensation was done by delaying the signal to the RRH
furthest away with the theoretical propagation time difference in the fiber [24]

according to,
AL
7 12T (4.1)
co
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Figure 4.4: Measured error vector magnitude (EVM) versus fiber length difference between
two remote radio heads (RRHs) [Paper B]. Compensation refer to the proposed time delay
compensation method.

where n is the group index, ¢g the vacuum light velocity and AL the difference
in fiber length between the two RRHs. In Fig. 4.4 the measured EVM of the
received symbols versus fiber length difference is shown, for measurements with
and without applying time delay compensation. With time delay compensation
EVM remains at a low level as the fiber length difference increases, and without
it is severely degraded.

In the system with parallel connected RRHs, the theoretical approximation
resulted in an acceptable EVM, but when adding a MUX and OADMs that
introduce additional delays, more precise compensation is needed. In [Paper C]
we therefore extended the time delay compensation method and instead of
using the theoretical approximation we measured the time-delay as an initial
calibration step in the measurement procedure. Time orthogonal pilot sequences
were transmitted over-air from the RRHs, and received with a patch antenna
connected to an oscilloscope. The delay was estimated by cross correlating
the transmitted and received signals, using the signal to the furthest RRH as
a reference. The compensation was done by delaying the RF-signals before
SDM for each RRH in the opposite order, hence the signals to all RRHs were
delayed except for the one furthest away. To calibrate fractional delay, both
delay estimation and compensation were applied in frequency domain.
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Figure 4.5: Visualization of the time delay effect. In (a) the signals to the remote radio
heads (RRHs) are time-synchronized at the FPGA output, resulting in that they are un-
synchronized at the antenna port outputs. In (b) the signals are time-synchronized at the
antenna port output, by delaying them in the central-unit so they are un-synchronized at
the FPGA output.
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Figure 4.6: (a) Histogram of 70 consecutive measurements of time delay difference between
remote radio head (RRH) 3 and RRH4. (b) Measurements and simulations of EVM versus
delay compensation error for RRH2 and RRH3, on at a time. Delay compensation error
refers to time offset compared to the ideal delay compensation [Paper C].

In Fig. 4.5a a visualization of the signal to each RRH when not applying
time delay compensation is shown. The signals are then time-synchronized at
the output of the FPGA, but due to the fiber length differences they are not
when arriving at the RRH antenna port. However, when applying time delay
compensation as in Fig. 4.5b the signals are no longer time-synchronized at
the FPGA output, but at the antenna port.

We evaluated the method using a measurement setup with four serially
connected RRHs, and 60 m fiber in between each. In Fig. 4.6a the histogram of
70 consecutive measurements of the time-delay difference between two serially
connected RRHs is shown. The measured delay varies less than 1ns and is
uniformly centered around the average value. The method provides sufficient
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Figure 4.7: Measured error vector magnitude (EVM) for the proposed architecture with
four serial and parallel connected RRHs [Paper C]. For the serially connected remote radio
heads (RRHs) time-delay compensation is applied.

accuracy, as introducing a delay compensation error of 1ns from the correct
gives insignificant effect on EVM. This is shown in Fig. 4.6b where EVM is
presented versus delay compensation error.

For the benefit in scalability to be valuable, a system with serially connected
RRHs has to perform equally good as one with RRHs connected in parallel.
In Fig. 4.7 the measured EVM is presented versus symbolrate, showing that
serial connection of RRHs does not degrade the EVM performance significantly
compared to parallel connected RRHs, as long as the previously described time
delay compensation method is applied.

4.4.2 Power Constraints

The maximum number of RRHs that can be connected in series is limited
by the minimium required input power to the OT in the RRH furthest away
from the CU. The OTs used in the proposed architecture require a minimum
optical input power of —15dBm. The optical input power to the furthest OT
is decided by: the optical output power from the transmitting OT at the CU,
the total fiber length and the number of OADMs passed. The received power
at the furthest RRH in dBm is

Prw,N,dBm = Ptz,dBm - afLN - ap(N - 1)) (42)

where Pi; gpm is the output power of the transmitting OT in dBm, oy is the
fiber loss in dB/meter, L is the fiber length between each RRH in meter, N is
the total number of RRHs and «, is the average OADM pass loss in dB.

In Fig. 4.8 the optical input power to the furthest RRH versus total number
of RRHs is presented. ay = 0.22 dB/km has been extracted from the data-
sheet, ay, = 0.3 dB and Py, = 2 dBm have been measured in the setup. For the
configuration presented in [Paper C], with a fixed fiber length of 60 m between
each RRH, Fig. 4.8 shows that 55 RRHs could be serially connected before
the power to the furthest RRH is too low. Although, limiting the number of
RRHs to the 18 standardized CWDM wavelengths [51], the fiber length could
be extended up to 3km optical fiber between each RRHs.
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Figure 4.8: Input optical power to the remote radio head (RRH) furthest away from the
central-unit (CU) versus number of RRHs, for 60 and 3000 m fiber length between each RRH.
Also the minimum optical transceiver (OT) power of —15dBm is presented, which limits the
number of RRHs.

4.5 Multi-User MIMO Measurements

As a final demonstration of the architecture proposed in Fig. 4.2, this section
presents MU-MIMO measurements. Four RRHs connected in series serve two
users simultaneously, using the same time- and frequency resources and spatial
multiplexing. ZF-precoding is applied, which minimizes inter-user interference.

Fig. 4.9 shows the constellation diagrams of the received demodulated
symbols, with a measured EVM of 10.4 % for UE; and 6.2 % for UE,. Some
distortion is shown in the constellation diagrams; to evaluate it the error
spectrum is presented in Fig. 4.9¢ for UE; and Fig. 4.9d for UE,. The error
spectrum is the difference between the transmitted and received constellation
symbols, presented in frequency domain. The error indicates that some inter-
ference still occurs as the power level within the signal bandwidth is higher
than the noise floor. Different explanations for this could be: non-ideal channel
estimation resulting in sub-optimal ZF precoding, interference between channels
in the FPGA or electromagnetic coupling between the RF circuit boards at the
CU or RRHs. Further research is needed to isolate the source, but a certain
level of leakage has been measured between the FPGA channels making it a
viable candidate.
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Figure 4.9: Constellation diagrams of the received symbols using zero-forcing (ZF) precoding
for two user equipments (UEs), (a) UE;, EVM= 10.4% and (b) UE2, EVM = 6.2% The
normalized power spectral density of the received signal after down-conversion to baseband
as well as the error are presented for (¢c) UE; and (d) UE2. The error is an up-sampled
frequency domain representation of the difference between the transmitted and received
symbols [Paper C].

4.6 Chapter Summary

This chapter reviewed previous work on ARoF and SDoF testbed architectures
for D-MIMO. It was proposed that scalability of D-MIMO networks could be
enhanced by connecting the RRHs in series instead of in parallel. Potential
challenges that arise in a system with different fiber lengths to each RRH were
discussed based on measurement results from [Paper B] and [Paper C]. For the
problem with different time delay, two time delay compensation methods were
presented. OTA measurements showed that serial connection of RRHs does
not compromise system performance, compared to parallel connection of RRHs.
Finally MU-MIMO measurements confirmed that by applying appropriate time
delay compensation, the architecture with serial connected RRHs can be used
for MU-MIMO.



Chapter 5

Conclusions and Future
Work

5.1 Conclusions

The increasing demand on wireless connectivity puts high requirements on
the mobile communication systems in terms of coverage, capacity, latency and
reliability. New innovative approaches are needed to meet these requirements.
At the same time all major infrastructure must to be energy efficient to not
contribute negatively to climate change. D-MIMO is considered a promising
technology to increase coverage, capacity, latency and reliability, while also
being energy efficient.

In D-MIMO many distributed RRHs are used, in difference from a traditional
mimo system which uses one centralized base station with many co-located
antenna elements. The improved energy efficiency results from that a user is
assumed to always be in the proximity of at least one RRH, so the transmit
power is used more efficiently than with one centralized base station. However,
how to implement D-MIMO is not trivial and depends highly on the level of
synchronization needed among the RRHs for a specific deployment.

This thesis has described the background and motivation for using D-MIMO,
and how the most gain is achieved when operating the RRHs phase synchronized.
The challenges of implementing phase synchronized distributed RRHs have been
addressed, with the proposed solution of doing central frequency up-conversion
and transmitting RF-signals over the fronthaul.

Moreover it has been stated that implementing the fronthaul with direct
RF-transmission makes RoF a good candidate, and different RoF technologies
have been described and compared. SDoF was found to have certain advantages
compared to ARoF in terms of robustness towards non-linearities and optical
inter-channel interference. Moreover, the challenge of making a D-MIMO
system scalable as the number of RRHs increase was addressed, by suggesting
serial connection of the RRHs using WDM. Finally, a D-MIMO architecture
with SDoF fronthaul and four serially connected RRHs was implemented.
Measurement results showed that the proposed architecture can serve two users
with the same time- and frequency resources, using spatial multiplexing.
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In summary, this thesis has addressed the challenges of implementing
D-MIMO, and investigated one potential solution using central frequency up-
conversion, SDoF fronthaul and serially connected RRHs. The results in this
thesis provide several insights into the realization of future communication
systems.

5.2 Future Work

Based on the conclusions in this thesis and demand on future communication
systems, we believe that the following topics are interesting directions for future
research

e Bandwidth limitations of SDM. The level of quantization noise is
highly dependent on the oversampling-ratio, but there is a limitation on
how fast a realistic system can sample. As a consequence the symbolrate
is limited. If SDM should be a competitive candidate new approaches to
overcome this has to be investigated.

e SDoF mm-wave solutions. mm-wave solutions for SDoF have been
investigated, but more work is needed. One interesting direction is to
explore optical up-conversion, that is commonly used in AROF links.

e Serial connection with uplink. It is necessary to investigate what
challenges that arise when extending the architecture with WDM serial
connection of the RRHs to also include uplink. The OTs, MUXs and
OADMs are dual fiber components, hence the WDM serial connection
presented in this thesis can be combined with the 1-bit uplink concept
demonstrated in [25] to create a time-division duplex D-MIMO testbed
with serially connected RRHs.
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