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ABSTRACT

We present details of recent extensions of the runaway electron (RE) fluid model implemented in the fusion magnetohydrodynamics code
JOREK [M. Hoelzl et al., Nucl. Fusion 61, 065001 (2021)] to include the effects of partially ionized impurity species and deuterium neutrals. The
model treats the interaction of runaway electrons with the background plasma via current-coupling. The code is separately benchmarked using
ITER (https://www.iter.org/) relevant scenarios, with the GO [G. Papp et al., Nucl. Fusion 53, 123017 (2013)] code in relation to runaway elec-
tron beam formation and with the DINA [Khayrutdinov and Lukash, J. Comp. Phys. 109(2), 193–201 (1993)] code in relation to simultaneous
runaway beam formation and vertical plasma motion. Benchmark results show a decent agreement in both the cases, which are also discussed.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0213962

I. INTRODUCTION

High energy relativistic runaway electron (RE) beams are expected
to pose a major challenge for the upcoming fusion-grade tokamak
experiments and possibly beyond (Hender et al., 2007). Such runaway
electron (RE) beams are formed in the aftermath of a thermal quench
(TQ) of a plasma disruption, due to orders-of-magnitude rise in plasma
electrical resistivity and parallel electric field resulting from the plasma
cooling to relatively low temperatures (typically�100 eV or lower) dur-
ing a thermal quench. The risk from REs being specific to relatively
high plasma current future devices (e.g., ITER, https://www.iter.org/)
arises due to the fact that RE beams form via RE seeds growing expo-
nentially (the avalanche mechanism or secondary generation), with the
number of e-foldings being proportional to the plasma current
(Breizman et al., 2019). Predictions for ITER till date indicate that it is
very likely that nearly all the post-disruption plasma current (which
would be a significant fraction of the pre-disruption current) would be
carried by multi-MeV REs. An uncontrolled loss of such an RE beam
would potentially lead to deep melting of the first-wall and possibly also
damage the cooling pipes, which can, in turn, lead to large machine
downtimes and repair costs. Possible solutions to the issue in the form

of avoidance or mitigation strategies have been proposed and have
been evolving in recent years (Breizman et al., 2019). Reliable assess-
ment of the efficacy of such strategies warrant physical models that can
describe the formation and transport of REs, as well as their co-
evolution with the background plasma, its vertical displacement/motion
toward the wall, and magnetohydrodynamic (MHD) instabilities.

Among the possible hierarchy of models, RE fluid models cou-
pled to background plasma MHD (Matsuyama et al., 2017; Bandaru
et al., 2019; Liu et al., 2021; and Sainterme and Sovinec, 2024) tend to
offer a reasonably comprehensive picture of the relevant physics, com-
plementing higher-fidelity and relatively more expensive kinetic RE
models. Such models have been used to study both standalone linear
stability of the plasma in the presence of REs as well as complete non-
linear evolution in experiments. In the present context of the massively
parallel non-linear MHD code JOREK (Czarny and Huysmans, 2008;
Hoelzl et al., 2021), the RE fluid model first reported in Bandaru et al.
(2019) has been subsequently used to simulate post-disruption RE
beam termination dynamics in JET (Joint European Torus) (Bandaru
et al., 2021). In the current work, we present further extensions made
to the RE fluid model in JOREK, specifically related to the inclusion of
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the effects of impurities and deuterium neutral evolution during a dis-
ruption. Importance of these effects would be evident from the fact
that massive material injection of impurities and/or deuterium (in one
or more stages) forms the basis for some of the promising/mainstream
strategies for RE mitigation in ITER. The extended model enables sim-
ulation of the full lifecycle of REs from their formation till termination
and subsequent reformation, including the effects of multiple massive
injections of material. We also present studies benchmarking the
model in JOREK with the GO code (Papp et al., 2013) and the DINA
code (Khayrutdinov and Lukash, 1993; Khayrutdinov et al., 2001) with
ITER relevant scenarios.

It has been shown in earlier works that the processes of radiative
cooling, ionization/recombination associated with impurities, and deu-
terium neutrals can have a significant effect on the formation of RE
beams (Vallhagen et al., 2020). With regard to this aspect, our model
in JOREK is benchmarked with the one-dimensional predictions of
the GO code. In addition, unlike thermal electrons, REs are not sub-
jected to resistive decay and therefore RE beam formation can signifi-
cantly alter the dynamics of plasma vertical motion [cold VDE
(Vertical Displacement Event)] toward the wall. This is another impor-
tant aspect as far as RE beam mitigation and electromagnetic wall
loads are concerned. In this regard, JOREK is benchmarked against
the two-dimensional results of the DINA code for the co-evolution of
the RE beam and cold vertical displacement event (cold VDE).

The paper is organized as follows. Section II describes the complete
MHD plus RE fluid model in JOREK, including impurities and deute-
rium neutrals. Benchmarking studies with GO and DINA are presented
and discussed in Sec. III, followed by summary and outlook in Sec. IV.

II. RUNAWAY ELECTRON FLUID MODEL EXTENSION IN
JOREK

The RE fluid model in JOREK (Bandaru et al., 2019; 2021) treats
REs as a species separate from the background plasma. In the model,
only the number density of REs (nr) is evolved that electromagnetically
couples with the background plasma via current-coupling. The RE
fluid model described earlier (Bandaru et al., 2019; 2021) has been
extended to include the effect of partially ionized impurities and deute-
rium neutrals. In addition to the independent effects of impurities and
deuterium neutrals on the overall plasma dynamics, the computed RE
sources become far more realistic as has been described in (Hesslow
et al., 2017; 2018; 2019). This is attributed to accounting for both the
increased critical electric field as well as the number of electrons avail-
able for avalanche (bound electrons too contribute to the avalanche),
with the latter effect dominating at high electric fields.

Using the reduced MHD approximation, the magnetic field B,
electric field E, and the background plasma fluid velocity field
are expressed, respectively, as B ¼ R�1ðrw� ê/Þ þ ðF0=RÞê/, E
¼ �F0ru� R�1@tw, and v ¼ �Rru� e/, where R is the major
radial coordinate, w is the poloidal magnetic flux, ê/ is the unit vector
in the toroidal direction, and F0u is the electric potential. The total mass
density q that includes deuterium ions and impurities is defined as

q ¼ qi þ qimp; (2.1)

where qi is the deuterium/main ion density and qimp is the impurity
mass density that includes all charge states of the impurities.
Individual charge states of the impurities are not evolved/tracked and
instead a coronal equilibrium model is used to obtain the charge state

distribution as a function of temperature (Mosher, 1974). The back-
ground plasma fluid velocity is defined as u ¼ q�1ðnimiui þ nemeue
þ nimpmimpuimpÞ and is expressed as

v ¼ vjjb̂ � R ru� ê/ð Þ � rpi � B
nieB2

; (2.2)

where vk is the parallel component of the velocity, while the second
and third terms represent the E � B and diamagnetic drift velocities
respectively. Both impurities as well as the deuterium ions are trans-
ported via advection with the above-mentioned fluid velocity and dif-
fusion in the field parallel and perpendicular directions with respective
diffusivities. Deuterium neutrals are only subjected to diffusive trans-
port. All the species of the background plasma (deuterium ions, neu-
trals, and impurities) are assumed to be at the same temperature.
Plasma thermal energy sinks include impurity radiation loss Lrad (line,
Bremmstrahlung, and recombination radiation combined), Deuterium
line radiation Lrad;Drays, and Deuterium continuous radiation Lrad;Dcont,
while Ohmic heating due to thermal electrons serves as the heating
source. More involved models for impurities and neutrals exist in
JOREK but are not considered here. These includes an impurity fluid
model without coronal equilibrium assumption (Hu et al., 2021), a
kinetic neutral model (Korving et al., 2023), and a kinetic impurity
model (Korving et al., 2024).

The RE number density nr is subjected to transport via the E � B
drift and parallel advection at the speed of light c. Often it is numeri-
cally challenging to advect REs at the speed of light, in which case the
option of mimicing parallel transport instead by a large parallel diffu-
sivity Dk;RE exists (see Bandaru et al., 2019 for a discussion on the
same). The full governing equations in the normalized form for the
background plasma and RE fluid would read as below [see Hoelzl et al.
(2021) for details of normalization of variables in JOREK]

1
R2

@w
@t

¼ g
R2

j� c
F0
BR

nr

� �
� 1
R
½u;w� � F0

R2

@u
@/

þ sIC
q

1
R
½p;w� þ F0

R2

@p
@/

� �
� gh

R
r2 j

R

� �
; (2.3)

r � qR2r?
@u
@t

� �
¼ 1

2R
½R2jr?uj2;R2q� þ 1

R
½R4qx; u� � 1

R
½j;w�

� F0
R2

@j
@/

� 1
R
½R2; qT� þ Rlr2x

�r � ½R2rpolu qþ bimpqimp
� �

� q� qimpð Þhrvirec;J�; (2.4)

j ¼ D�w; (2.5)

x ¼ r � r?uð Þ; (2.6)

@q
@t

¼ R½q; u� þ 2q@Zu� 1
R
½qvk;w� þ F0

R2
@/ qvkð Þ

� �
þ 2sIC@Zp

þr � ½Dk;Drkðq� qimpÞ þ D?;Dr?ðq� qimpÞ�
þ r � ½Dk;imprkqimp þ D?;impr?qimp�
þ qþ bimpqimp
� �

qnhrviion;J Tð Þ � qþ bimpqimp
� �

� ðq� qimpÞhrvirec;JðTÞ þ SD þ Simp; (2.7)
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@p
@t

¼ R½p; u� þ 2cp
@u
@Z

� vk
1
R
½p;w� þ F0

R2

@p
@/

� �

� cp
1
R
½vk;w� þ F0

R2

@vk
@/

� �
þ c� 1ð Þr � ½k?r?T þ kkrkT�

þ c� 1ð Þ g
R2

j� c
F0
BR

nr

� �2

þ c� 1
2

vjjB2 þ R2 rpoluð Þ2
� 	

� SD þ Simpð Þ þ c� 1ð Þljj½rpol vjjBð Þ�2

� qþ bimpqimp
� �

qimpLrad Teð Þ
� qþ bimpqimp
� �

q� qimpð ÞLrad;Dcont
� qþ bimpqimp
� �

qnLrad;Drays; (2.8)

qB2
@ qvkð Þ
@t

¼ � q
2R

½v2kB2;w� � qF0
2R2

@

@/
v2kB

2
� 	

þ 1
R
½w; qT�

� F0
r2

@

@/
qTð Þ þ lk Tð ÞB2r2vk; (2.9)

@qimp

@t
¼ R½qimp; u� þ 2qimp@Zu� 1

R
½qimpvk;w� þ

F0
R2

@/ qimpvkð Þ
� �

þr � Dk;imprkqimp þ D?;impr?qimp
� �þ Simp;

(2.10)
@qn
@t

¼ r � DDNrqnð Þ � qþ bimpqimp
� �

qnhrviion;J Tð Þ
þ qþ bimpqimp
� �ðq� qimpÞhrvirec;J Tð Þ; (2.11)

@nr
@t

¼ �f
c

F0R
½Rnr;w� þ F0

@nr
@/

� �
þ 1� fð Þr � Dk;RErknr

� �
þ R½nr ; u� þ 2nr@Zuþ SCompton þ STritium þ SAvalanche:

(2.12)

The variables j and x represent the respective toroidal components of
current density and vorticity, while p and qn represent the total plasma
pressure and Deuterium neutral mass density, respectively.
Furthermore, the variables sIC and gh represent the respective normal-
ized diamagnetic factor and hyperresistivity, while SD and Simp indicate
external particle density sources for Deuterium ions and impurities.
The variable D (with additional subscripts) represents the respective
particle diffusivities, wherein the subscripts k and? imply parallel and
perpendicular components, while the subscripts D, imp, and DN imply
the species Deuterium ions, impurities, and Deuterium neutrals,
respectively. The factor bimp appearing in the above-mentioned equa-
tions is defined as bimp ¼ mi

mimp
hZimpi � 1, where hZimpi is the average

impurity charge. Furthermore, the terms hrviion;J and hrvirec;J indicate
the respective normalized velocity-averaged cross sections for ioniza-
tion and recombination of Deuterium. Runaway volumetric sources
include generation of RE seed via compton scattering and tritium
decay, along with the avalanche source. We now briefly describe the
models used to compute the RE sources.

A. RE seed and avalanche sources

As mentioned earlier, the effect of partially ionized impurities on
the RE sources are included based on the work of Hesslow et al.,
(2017), (2018), and (2019). The implementation of the RE source

terms is briefly described hereby, wherein we also touch upon a few
numerical aspects related to their computation. It must be noted that
the implementation of sources including the effects of partially ionized
impurities and deuterium neutrals ensures that JOREK uses state of
the art RE generation terms now, which naturally leads to a much
stronger RE beam formation than the previous code version would
have given. The RE avalanche growth rate C ¼ n�1

r
@nr
@t ¼ n�1

r SAvalanche
is computed as

C ¼ e
mec lnKc

ntote

ne

Ejj � Eeff
cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4þ �� sðp�Þ��Dðp�Þ
p ; (2.13)

where ntote ¼ ne þ
P

j njNe;j is the total electron density (free and

bound electrons), ne is the free-electron density, Eeff
c is the effective

critical electric field, �� s and ��D are the normalized slowing down and
deflection frequencies, respectively, and p� is the effective critical

momentum. The frequencies are normalized as �s ¼ s�1
c

c2

p3 �� s and

�D ¼ s�1
c

c
p3 ��D where p ¼ cvjj=c, c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ p2

p
and the relativistic

collision time

sc ¼ 4p�20m
2
e c

3

nee4 lnKc
¼ mec

eEc
¼ 1

4pnecr20 lnKc
: (2.14)

Here, r0 is the classical electron radius and Ec ¼ nee3 lnKc
4p�20mec2

is the

Connor–Hastie critical electric field. The relativistic electron-thermal
electron Coulomb logarithm is given by lnKc ¼ lnK0

þ 1
2 ln

mec2

T � 14:6þ 0:5 ln ðTeV=ne20Þ, where the thermal electron–
electron Coulomb logarithm lnK0 ¼ 14:9� 0:5 ln ne20 þ lnTKeV.
There is no direct “formula” to evaluate the quantities Eeff

c and p�,
which are necessary to compute C. They have to be obtained iteratively
by solving a non-linear equation each for Eeff

c and p�.
The effective critical momentum p� is evaluated using

p� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�� sðp�Þ��Dðp�Þ4

p
ffiffiffiffiffiffiffiffiffiffiffiffi
Ejj=Ec

p ; (2.15)

with the slowing down and deflection frequencies given, respectively,
by

�� s ¼ 1
lnKc

lnKee þ
X
j

nj
ne

Ne;j
1
k
lnð1þ hkj Þ � b2

� �" #
; (2.16)

��D ¼ 1
lnKc

"
lnKee þ Zeff lnK

ei

þ
X
j

nj
ne

2
3

Z2
j � Z2

0;j

� 	
ln ½ðp�ajÞ3=2 þ 1� � 2

3

N2
e;jðp�ajÞ3=2

ðp�ajÞ3=2 þ 1

0
@

1
A
3
5:

(2.17)

In the above-mentioned equations, the electron–electron and elec-
tron–ion Coulomb logarithms are, respectively, given by lnKee

¼ lnK0 þ 1
5 ln 1þ � 2ðc�1Þ

P2Te

�2:5h i
and lnKei ¼ lnK0 þ 1

5 ln 1þ � 2p
PTe

�5h i
,

where PTe ¼
ffiffiffiffiffiffiffi
2T
mec2

q
. Furthermore, j refers to the impurity charge-state,

Zj is the charge number, Z0;j is the ionization state, Zeff
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¼Pj njZ
2
0;j=ne is the effective ion charge, and Ne;j ¼ Zj � Z0;j.

Likewise, �aj is the effective ion size for charge state j, hj ¼ p
ffiffiffiffiffiffi
c�1

p
Ij

with Ij
being the mean excitation of the ion normalized to the electron rest

energy, b ¼ p2

1þp2, and k ¼ 5.

The solution for p� is obtained by solving Eq. (2.15) iteratively
using the Newton–Raphson method starting with an initial guess.
There also exist simplified approximate expressions for �� s and ��D that
are valid in the high-energy or suprathermal RE limit and are, in prin-
ciple, perfectly justified to be used as an alternative. However, during
our benchmark studies, we found several instances where use of the
approximate expressions led to issues with regard to the iterative solu-
tion for p�. For instance, solutions found for p� sometimes corre-
sponded to a negative value of �D and likewise we faced convergence
issues at low values of p�. On the other hand, the full expressions for
�� s and ��D were observed to be numerically robust.

1. Evaluating Eeff
c

The effecting critical electric field can be evaluated by solving
together the following two equations:

Eeff
c

Ec
� �� s0 þ �� s1 1þ ��D1

��D0

� �
ln

��D0

2�� s1
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2dþ 1

p� �
; (2.18)

d Eeff
c

� 	
¼ ��D0

��2
s1

��D0s�1
syn

Eeff
c =Ec

þ /br0 þ /br1 ln
��D0

2�� s1

� �" #
; (2.19)

where /br0 ¼ 0:35 a
lnKc

P
j
nj
ne
Z2
j , /br1 ¼ 0:2 a

lnKc

P
j
nj
ne
Z2
j , a � 1

137,

and ssyn is the synchrotron radiation-damping timescale normalized to

sc given by s�1
syn ¼ sce4B2

6p�0m3
e c

3 � 1
15:44 lnKc

B2
T

ne20
. In addition, the constituents

of the slowing down and deflection frequencies are given by

�vs0 ¼ 1þ 1
lnKc

X
j

nj
ne

Ne;j ln I�1
j � 1

� 	
;

�vs1 ¼ 1
2

1
lnKc

1þ
X
j

3
nj
ne

Ne;j

 !
;

�vD0 ¼ 1þ Zeff þ 1
lnKc

X
j

nj
ne

Z2
j � Z2

0;j

� 	
ln �aj � 2

3
N2

e;j

� �
;

�vD1 ¼ 1
lnKc

X
j

nj
ne

Z2
j :

Equations (2.18) and (2.19) can be combined (by eliminating d) into a
single cubic polynomial equation of the following form: ax3 þ bx2

þcx þ d ¼ 0 for the unknown variable x ¼ Eeff
c =Ec. When the dis-

criminant of the cubic equation is non-negative, an analytical solution
for the real root x can be obtained without the need for an iterative
scheme. In the case of a negative discriminant, we obtain an iterative
solution for x using the Newton–Raphson scheme. It must be noted
that the Newton–Raphson scheme, both for the computation of p� as
wells as Eeff

c , does not guarantee a convergent solution for any initial
guess, which necessitates the use of a new initial guess whenever the
previous guess fails to produce a convergence of the iterations. An
array of such initial guesses, covering a wide range, have been observed
to work robustly in all the simulations performed so far with the
model.

The runaway seed sources via Tritium decay and Compton scat-
tering are modeled along the lines of Martín-Solís et al. (2017). There
is currently no Dreicer source included in the RE fluid model. The RE
seed generation rate via Tritium decay is computed as a fraction f of
the rate of production of beta electrons and is given by

@nRE
@t

� �Tritium

¼ kTnT ¼ ln 2
nT
sT

� �
f Wcritð Þ;

where nT is the tritium number density, sT � 4500 days is the half-life
of tritium, and Wcrit ¼ mec2

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
p2� þ 1

p � 1Þ is the critical runaway
energy. The fraction f is given by (F€ul€op et al., 2020)

f Wcritð Þ � 1� ð35=8Þw3=2 þ ð21=4Þw5=2 � ð15=8Þw7=2;

where w ¼ Wcrit=Q and Q ¼ 18:6 keV.
The c-rays/photons emitted by the activated plasma-facing com-

ponents can cause Compton scattering of electrons into the runaway
region of the momentum space. Note that all the electrons, bound and
free, are available for Compton scattering because the energy of the
gamma ray photons in ITER (�0:1� 10MeV) are much larger than
the electron binding energies for Ar and Ne. In this case, the runaway
generation rate can be evaluated as

@nRE
@t

� �c

¼ ntote

ð
CcðEcÞrðEcÞdEc

with Ec being the photon energy, the gamma flux energy spectrum C
is approximated by

CcðEcÞ / expð�expð�zÞ � z þ 1Þ
z ¼ ½ln Ec MeV½ �� �þ 1:2�=0:8;

and the total compton cross section r is given by

rðEcÞ ¼ 3rT
8

x2 � 2x � 2
x3

ln
1þ 2x

1þ xð1� cos hcÞ

"

þ 1
2x

1

1þ xð1� cos hcÞ½ �2 �
1

ð1þ 2xÞ2
� �

� 1
x3

1� x � 1þ 2x
1þ xð1� cos hcÞ � x cos hc

� �#
;

where the Thomson scattering cross section rT ¼ 8p
3 r

2
0 ,

x ¼ Ec=ðmec2Þ and the critical deflection angle hc is given by

cos hc ¼ 1� mec2

Ec
Wcrit=Ec

1�ðWcrit=EcÞ.
It must be emphasized that the part of the compton RE source

from live-activation by neutrons is typically far more dominant as
compared to that of the compton RE source from large timescale decay
(Martín-Solís et al., 2017), and therefore, the source is strongly depen-
dant on the instantaneous fusion power. In addition, the fraction of
pre-existing compton seed that survives the stochastic losses after TQ
is unknown as far as purely post-TQ simulations are considered.
Precise computation of compton seed would need one to consider pre-
TQ generation as well as the complete dynamics of TQ and addition-
ally reduce the source by several orders of magnitude after the TQ
when practically very few fusion reactions occur. In this regard, com-
puting the compton seed at burning rate even during the CQ (in this
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as well as in previous studies) should be strictly viewed as a conserva-
tive or worst-case approach taken for the lack of high fidelity TQ simu-
lations. Finally, while the governing equations in JOREK are, in
general, solved using fully implicit numerics, all the RE source terms
described above are treated explicitly.

III. BENCHMARK WITH THE 1D CODE GO
A. Simulation setup

GO is a one-dimensional time-dependant code that couples RE-
fluid with background plasma electrodynamics. The code has been in
routine use for several years now among the RE research community
in Europe. The present benchmark is based on some of the GO simula-
tions presented in the work of Vallhagen et al. (2020) related to predic-
tions for runaway electron (RE) formation in ITER in the presence of
massive material injection, using state-of-the-art runaway electron
sources that incorporate the effect of partially ionized impurities.

A circular DT-plasma with ITER-like dimensions is considered
with major radius R ¼ 6m, minor radius a ¼ 2m, plasma current
Ip ¼ 15MA, and a uniform density of ne ¼ 1020m�3. The plasma is
assumed to consist of equal quantities of Deuterium and Tritium. At
the initial state, the current density is given by a standard screw-pinch
profile J ¼ 1:69½1� ðr=aÞ2�0:41 MA m�2 and the temperature profile
is given by Te ¼ 20½1� ðr=aÞ2� keV. At time t ¼ 0, a certain mixture
of Deuterium and Neon is assumed to appear within the plasma
domain with a spatially uniform-density. This is intended to mimic an
idealized massive material injection in the context of a disruption miti-
gation system in ITER. GO considers all species (electrons, main ions,
and impurities) to be at the same temperature at all times. After the
injection, the plasma is cooled down to very low temperatures.
However, such a cooling of the plasma is executed in two phases. In
the first phase, which lasts for a duration of 6ms, the plasma is artifi-
cially cooled by forcing the temperature profile to drop exponentially
according to

Tðr; tÞ ¼ Tf ðrÞ þ ½T0ðrÞ � Tf ðrÞ�e�t=t0

with t0 ¼ 1ms and Tf ðrÞ ¼ 50 eV (uniform). With such a cooling, the
plasma core temperature drops to Te � 100 eV. At this stage, artificial
cooling is switched off and instead the plasma thermal energy is hence-
forth allowed to evolve. The thermal sources/losses include radiation
(line, Bremsstrahlung, and recombination radiation), Ohmic heating,
ionization-energy losses, and minor-radial heat diffusion with a diffu-
sivity j? ¼ 0:4m2s�1 (equivalent to k? ¼ 4� 1019m�1s�1). During
this phase, the plasma further cools down significantly (due mainly to
radiation) from a core temperature of �100 eV to a few electron-volts.
Due to much higher plasma resistivity at low temperatures, this
increases the toroidal electric field significantly, leading to the conver-
sion of thermal plasma current to RE current. Primary RE generation
sources of compton scattering and tritium decay are considered along
with the RE avalanche source, while hot-tail source is not taken into

account. It has been shown in Vallhagen et al. (2020) that Dreicer seed
was negligible, a result that substantiates a similar observation from
the 1D simulations of Martín-Solís et al. (2017). It must be noted that
since GO is one-dimensional, plasma equilibrium or dynamics is not
taken into consideration in the simulations.

While the work of Vallhagen et al. (2020) considered Deuterium
and Neon injection quantities scanned over a wide range of densities,
for the purpose of the present benchmark we consider the two injec-
tion scenarios shown in Table I. Furthermore, it must be emphasized
that the GO simulations corresponding to the above-mentioned cases
in Vallhagen et al. have been rerun with a few changes in order to
ensure the same conditions between JOREK and GO. These include
using a coronal equilibrium model for impurities, fixed boundary con-
dition for temperature, conducting wall at plasma boundary, etc.
When quantified, the effect of these differences was found to be signifi-
cant which was the rationale for updating/rerunning the GO cases. We
assumed that the plasma is surrounded by an infinitely conducting
wall at the plasma boundary itself and T ¼ 1 eV (fixed) as the temper-
ature boundary condition. Parameterization of the Spitzer electrical
resistivity g with respect to effective ion charge Zeff is given by

g ¼ gsp;c � Zeff � 1þ 1:198Zeff þ 0:222Z2
eff

1þ 2:966Zeff þ 0:753Z2
eff

 !
;

where gsp;c / T�3=2
e is the classical Spitzer resistivity in the absence of

impurities (Hirshman, 1978).
For the purpose of this benchmark, in JOREK, we set the electric

potential and the parallel ion-velocity to zero everywhere in the domain,
i.e., u ¼ 0 and vjj ¼ 0, along with sIC ¼ 0. Hence, there are no ion-
flows involved as it is in the GO code. Furthermore, we use a constant
viscosity l ¼ 5:16� 10�6 kgm�1s�1, particle diffusivities Dk;D
¼ Dk;imp ¼ D?;D ¼ D?;imp ¼ DDN ¼ 0:015m2 s�1, Dk;RE ¼ 1:54m2s�1,
kk ¼ 1:5� 1026 m�1 s�1, particle sources SD ¼ Simp ¼ 0, and the RE
advection factor f ¼ 10�3. It must be noted that precise values of paral-
lel transport coefficients are irrelevant for this particular benchmark (as
long as they are sufficiently large to ensure minimal gradients in the
poloidal direction), since we are interested only in minor-radial dynam-
ics. All the GO runs are terminated at the instant when the RE current
begins to drop.

B. Results and comparison

The results obtained with GO and JOREK are compared in this
section. The comparison is made with respect to the time evolution of
total plasma current and RE current, and the profiles of electron tem-
perature and RE current density. Though JOREK was run using a
high-aspect ratio (R ¼ 50 m) to mimic the 1D nature of GO, there is a
weak variation of physical quantities within flux-surfaces. Therefore,
we use flux-surface averaged quantities from JOREK for the compari-
son (also the minor-radius is flux-surface averaged).

Figure 1 shows the evolution of total plasma current and the RE
current for both the cases. The effect of partially ionized impurities is
highlighted here, with much larger RE current beam in the case of
pure Neon injection (case A). A good match is observed between GO
and JOREK in both cases. The corresponding final RE current-density
profiles are shown in Fig. 1, along with the common initial current-
density profile. The peaked profiles typical of RE beams also show a
decent match between both the codes for the cases considered.

TABLE I. Cases considered for the benchmark of JOREK with the 1D code GO.

Run nD=ne0 nNe=ne0 Comments

A 0 1 Pure Ne injection
B 7 0.08 D-dominated D þ Ne injection
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The spatial profiles of electron temperature Te are shown in
Fig. 2. As can be seen, the plasma eventually cools to very low tempera-
tures �1 eV in all cases. When the thermal evolution is switched-on,
the temperature first drops and settles at temperatures �6� 9 eV,
which happens long before any significant RE current is formed. For
case A, there is little thermal variation after this until RE conversion
takes place. Formation of RE current reduces Ohmic heating which, in
turn, triggers further cooling of the plasma to temperatures �1 eV.
This sequence of events is seen clearly for case A in Fig. 2.

For Deuterium dominated injections, an additional effect of tem-
perature flattening from the plasma boundary is very pronounced.
This occurs because of significant neutrals near the boundary, which
increases Deuterium line-radiation, which in turn cools the plasma
further and forms more neutrals and so on. The “front” describing the
transition from D-ions to D-neutrals is very sharp and moves toward
the core, causing sequential flattening of Te starting from the bound-
ary. A good match is observed in general for the cases considered.
However, the temperature profile at the later time for case B only
matches qualitatively. This is mainly a time-shift, and the reason for
this is not fully clear. A more comprehensive comparison of the

evolution of temperature and RE current density profiles is shown via
the color maps in Figs. 3 and 4, respectively, for case A and case B.
Note that the imposed artificial cooling phase over the first �6ms is
omitted in these figures. An excellent agreement is seen for both the
cases.

IV. BENCHMARKWITH THE 2D CODE DINA
A. Overview of the simulation setup

DINA is a two-dimensional (axisymmetric) free-boundary equi-
librium solver that includes a runaway electron fluid model and also a
module to track impurities (Khayrutdinov and Lukash, 1993;
Khayrutdinov et al., 2001). Among others, DINA has been extensively
used to characterize mitigated and unmitigated major disruptions and
VDEs in ITER. As mentioned earlier, this benchmark is related to the
simultaneous RE beam formation and a cold VDE in an ITER relevant
scenario. For the setup used for this benchmark, an elongated ITER
plasma (without any impurities) is considered that is in free-boundary
equilibrium, with a toroidal plasma current Ip ¼ 15MA, a uniform
electron density of ne ¼ 1019m�3, a core electron temperature
Te;core � 15 keV, a central safety factor q0 � 1, and an edge safety

FIG. 1. (a) Evolution of total plasma current (full lines) and RE current (dashed lines). Simulations are stopped in the early RE plateau phase. (b) Final RE current density pro-
files, the black dashed line is the common initial current density profile.

FIG. 2. Electron temperature profiles at different time instances for (a) case A and (b) case B.
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factor qedge � 3:7. The conducting structures (around the plasma)
considered correspond to those of the actual configuration of ITER.
They include the vacuum vessel (both the inner and outer shells), the
poloidal field (PF) coils (PF1–PF6), the central solenoid (CS1–CS6),
the outer triangular support (OTS), and the divertor inboard rail
(DIR). Among these the vacuum vessel, OTS and DIR are passive
structures, the most important in the present context of an ITER VDE
being the vacuum vessel with an electrical resistivity gwall
¼ 0:8� 10�6 Xm and a thickness of 6 cm for each shell. The starting
equilibrium plasma profiles and magnetic flux contours are shown in
Fig. 5, and the configuration of the conducting structures is shown in
Fig. 6. Coupling of the plasma with external conductors as well as vac-
uum is incorporated via integral electromagnetic boundary conditions
(using Greens functions), usually referred to as the JOREK–
STARWALL coupling (Merkel and Sempf 2006; Hoelzl et al., 2012;
Artola, 2018; and Artola et al., 2022).

For the initial 1.5ms in the simulation, the system is evolved so as
to largely resemble the initial plasma equilibrium state but allowing the
existence of E � B flows in the plasma. Subsequently, for over a time
of 0.5ms (from t ¼ 1:5 to t ¼ 2ms), the plasma is artificially cooled
so as to attain an on-axis electron temperature Te;core � 20 eV by the

end of this phase. The artificial cooling is executed via a large perpen-
dicular thermal diffusivity k? ¼ 1:27� 1024 m�1s�1 during that time
period. The temperature profiles at t ¼ 2ms (after the artificial cool-
ing) can be seen in Fig. 7. At t ¼ 2ms, the artificial cooling is switched
off, and pure Neon as well as an artificial RE seed population is intro-
duced within the last closed flux surface (LCFS) of the plasma domain
with a spatially uniform-density. A total of �4:88� 1022 Neon par-
ticles, corresponding to a Neon number density nimp ¼ 0:62
�1020 m�3 are introduced. The introduction of Neon is intended to
mimic an idealized massive material injection in the context of a dis-
ruption mitigation system in ITER. Likewise, the artificial RE seed
intends to loosely represent the seed of REs that would have been gen-
erated during the thermal quench via the mechanisms of hot-tail,
Compton scattering, Tritium decay, and Dreicer. It must be noted that
the introduction of the artificial RE seed is done only once (at the end
of TQ), and there is no continued seed generation during the current
quench (tritium and compton seeds are switched-off throughout the
simulation). After the injection, due to impurity radiation, the plasma
tends to further cooldown to lower temperatures. At the same time,
due to the increased plasma resistivity at low-temperatures, the plasma
current decays (current quench), along with the conversion of thermal

FIG. 3. Spatiotemporal evolution of electron temperature and RE current density for case A (pure Neon injection), starting from a time point slightly after the end of artificial cool-
ing: (a) Te:GO, (b) Te:JOREK, (c) JRE:GO, and (d) JRE:JOREK.
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current to RE current via the avalanche mechanism. During and after
the current quench, the plasma becomes vertically unstable and moves
upward, representing what is typically referred to as a cold VDE. Such
an upward motion leads to a continuous shrinking of the plasma due
to scraping-off with the wall and the eventual loss of the whole plasma
column. The aim of this study is to see how the results of a similar but
not identical simulation and model setup in JOREK compares to the
DINA results. Likewise, the aim of this specific study has not been to
replicate all details of the DINA simulation precisely, but rather to
mimic the important features of the DINA simulation.

There exist some important differences in the plasma modeling
in JOREK and DINA, which are discussed hereby. First, DINA
evolves/tracks individual ion charge-states of the impurity species,
while JOREK (in the version used in this study) uses a coronal-
equilibrium model for the same. However, for reference, we also use
the data of a DINA simulation that was performed in a way that
mimics (to some extent) a coronal-equilibrium behavior. In addition,
in the DINA simulation, a large radial diffusion coefficient is applied
to the density of each impurity charge-state (the diffusion coefficient is
large enough to keep the density profiles nearly flat and so the precise

value does not matter). This is done in order to ensure that the impuri-
ties that are introduced on the boundary diffuse into the plasma core
without remaining near the edge. However, this makes the charge-
state densities and hence the effective ion-charge (Zeff ) radially uni-
form even when there is a large temperature variation radially. While
this might appear rather unphysical, in the present simulation sce-
nario, after about t� 10ms, the temperature profile becomes rather
flat. So such a treatment in DINA (of using a large radial charge-state
diffusion) is not expected to affect the results much beyond a simula-
tion time t� 10ms, which is the zone of primary interest for the com-
parison. Finally, unlike JOREK, DINA neglects the effect of partially-
ionized impurities in computing the RE avalanche source, a point that
we will revisit shortly when analyzing the results.

In the present benchmark study, the Deuterium neutral density is
set to zero (qn ¼ 0) and is not evolved. This is done in order to corre-
spond to the DINA simulations. In addition, for the temperatures
encountered in this specific simulation, the neutral population is expected
to be negligible and hence the assumption is expected to have an insignif-
icant effect. For the particle diffusivities, we used Dk;D ¼ Dk;imp
¼ 1:54m2s�1 and D?;D ¼ D?;imp ¼ 6:2m2 s�1. The background

FIG. 4. Spatiotemporal evolution of electron temperature and RE current density for case B, starting from the time point immediately after the end of artificial cooling: (a) Te:
GO, (b) Te:JOREK, (c) JRE:GO, and (d) JRE:JOREK.
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plasma-fluid viscosity (l ¼ 0:52� 10�6 kgm�1 s�1) and thermal diffu-
sivity (k? ¼ 0:4� 1020 m�1 s�1, kk ¼ 1:5� 1026 m�1s�1) are chosen
to be temperature independent, and there are no volumetric sources used
for the plasma-fluid particle density and thermal energy. However, the
plasma electrical resistivity (g) is a function of temperature and Zeff and
is given by gsp ¼ gsp;c � Zeff , where gsp;c is the classical Spitzer resistivity
in the absence of impurities. RE parallel transport is modeled via a large
parallel diffusivity (to mimic the fast parallel advection) and so the RE
advection factor f ¼ 0. A value of DRE;k ¼ 1:54� 108 m2 s�1 has been
used for the JOREK results presented in this work. The choice for this
value is justified through a sensitivity study that will be discussed later.
For the purpose of this benchmark, in JOREK we set the parallel ion-
velocity to zero everywhere in the domain, i.e., vjj ¼ 0, along with
sIC ¼ 0. Hence, there are no field-parallel and diamagnetic-drift ion-
flows involved. This reduces the numerical complexity of the simulations.
Furthermore, the artificial cooling (from t ¼ 1:5 to t ¼ 2ms) is achieved

FIG. 5. Initial equilibrium plasma profiles of (a) electron temperature, (b) toroidal current density, and (c) safety factor, as a function of normalized poloidal magnetic flux wN ; (d)
equilibrium magnetic flux contours, red: last closed flux-surface, blue: first wall, and green: simulation domain used in JOREK.

FIG. 6. Schematic of the active and passive conducting structures of ITER used in
the simulations. Abbreviations are CS: central solenoid, PF: poloidal field coil, VV:
vacuum vessel, DIR: divertor inboard rail, and OTS: outer triangular support.
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by the use of a large perpendicular thermal diffusivity. In the simulation
considered here, the toroidal Halo currents are negligible until the plasma
moves significantly upward and starts to scrape-off at the boundary. In
JOREK, Halo currents are suppressed during this phase of the simulation
(t ¼ 1:5 to t ¼ 2ms) by simultaneously increasing the parallel thermal
diffusivity, such that there is no accumulation of thermal energy lost by
the plasma core in the scrape-off layer (SOL) and the resistivity conse-
quently remains high there.

B. Results and discussion

The results obtained with DINA and JOREK are compared in
this section. While JOREK was run with different RE seed currents
ranging from 10�4 A to 100A, however, for the sake of easy readabil-
ity, only three selected results with different RE seed currents (0.1, 1,
and 100A) are shown in the figures. DINA results were obtained
using a single much higher RE seed current value of 3.8 kA. Figure 7
shows the time evolution of the total current, RE current, and the
toroidal Halo current. The plateau RE current �10MA matches best
between JOREK and DINA, with RE seeds of 0.1 and 1A in JOREK,
which is several orders of magnitude smaller than the RE seed of
3.8KA used in DINA. Hence, the JOREK case with a seed current of
0.1A has been carried out until the full RE beam termination, for

further comparison. Such a large difference in the RE seed required to
obtain the same final RE beam current can be largely attributed to the
neglect of the effect of partially-ionized impurities on RE avalanche in
DINA. DINA results with both impurity charge state tracking and
coronal equilibrium lead to roughly a similar plateau RE beam cur-
rent �10MA. However, with coronal equilibrium, the current decay
rate is slower as expected, along with a corresponding delay in RE
avalanche growth. Furthermore, the plateau RE current in JOREK is
observed to have a weak dependence on the RE seed (as expected), in
the range of seeds considered. An RE seed current as small as 10�4 A
still produces a plateau RE current of �9:5MA (not shown in figure).
This emphasizes the fact that strategies that lead only to a moderate
RE seed reduction are largely ineffective (for risk mitigation) in
strong-avalanche-gain machines like ITER. The increase in current
during the plateau phase in JOREK is caused by the corresponding
decay of vacuum-vessel toroidal current (not shown in the figure)
that provides extra electric field enhancing the avalanche. The Halo
current can be seen to be negligible in all cases.

Figure 7 shows the electron temperature profile at different time-
instants corresponding to end-of-artificial-cooling (2ms), before RE
avalanche (8ms), and end of RE avalanche (20ms). Upon the intro-
duction of Ne impurities at t ¼ 2ms, the plasma further cools down
significantly due to impurity radiation dominating over the opposing

FIG. 7. (a) Evolution of total plasma current Ip, RE current IRE, and the toroidal Halo current Ihalo (same linetypes have been used for the three currents for easy legend read-
ability). Values of current given in the legend represent the RE seed current used. “DINA-C” denotes a DINA simulation run in a manner so as to mimic a coronal-equilibrium
like behavior; (b) electron temperature profiles at different time points in the simulation.

FIG. 8. Vertical position of the plasma
magnetic axis as a function of (a) time
and (b) total plasma current. Values of
current given in the legend represent the
RE seed current used. DINA-C implies a
DINA simulation run in a manner so as to
mimic a coronal-equilibrium like behavior.
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effect of Ohmic heating. Reduction in Ohmic heating during RE beam
formation causes the temperature to further drop to �2 eV with a
nearly uniform minor-radial profile. A reasonable agreement between
both the codes is observed. The temperature predictions from the
coronal equilibrium version of the DINA simulation shows numerical
oscillations (in time) between t � 3 and t � 8ms. Hence, the corre-
sponding temperature profiles are not plotted to avoid
misinterpretation.

Being a vertically elongated plasma, from the start of the current
quench, one can expect vertical motion of the plasma column toward
the wall (cold VDE). The time evolution of the plasma vertical position
is shown in Fig. 8. It can be observed that the vertical motion continues
into the RE plateau phase until the final termination. The timescale of
vertical motion is �2� 10�2 s and is dependent on the final plateau
RE current. The farther away the plateau RE current is from the initial
equilibrium plasma current (of �15MA), the faster is the vertical
instability. Both the codes show a good match in this respect as well. It
must be noted that since RE beam formation stalls the current decay,
in the absence of RE beam formation (not shown here), one can expect
the vertical plasma motion to be faster due to the faster current decay
rate (Bandaru et al., 2019).

The relevant timescales in tokamak VDEs are the poloidal Alfv�en
timescale sA;pol and the vacuum-vessel L=R timescale sL=R. In this sim-
ulation, sA;pol � 1:1� 10�5 s and sL=R ¼ 0:5 s. Since ITER’s vacuum
vessel is known to be strongly stabilizing, it is only the L=R timescale
that is relevant in our case. The VDE growth rate in a multi-conductor
system can be represented as

c ¼ 1
sL=R

1
f � 1

� �
; ð f > 1Þ;

where f is the stabilization parameter (that depends on mutual
inductances and currents in the system) as described in Leuer
(1989). The much faster timescale of the vertical motion as com-
pared to the L=R timescale in this simulation can be attributed to a
smaller value of the stabilization parameter f which decreases with
the decrease in Ip (though Ip is not the only parameter that deter-
mines f ). The small Halo currents decaying quickly again could also

affect the dynamics to some extent. Evolution of the internal induc-
tance li3 is shown in Fig. 9 and one can see that over time there is a
significant difference between DINA and JOREK. This can be attrib-
uted to several reasons. For example, a noticeable difference between
the current profiles is observed already when the full RE beam forms
due to the different RE source models in both codes. Furthermore, it
is possible that the exact definition (especially the domain of integra-
tion used) for computing the internal inductance might be different
in both the codes.

Figure 8 shows the dependence of the vertical position on the
total plasma current. It can be observed that the vertical motion occurs
even at a nearly constant Ip. Of particular interest in this case is the
effect of vacuum-vessel resistivity on the speed of the vertical motion.
Figure 9 shows the sensitivity of the VDE timescale to the vacuum-
vessel resistivity. The parameter gw;fact represents the factor by which
the vessel resistivity is multiplied in each case. It can be seen that with
the actual resistivity of the ITER vacuum vessel (gw;fact ¼ 1), we do not
see a convergent behavior in terms of the vacuum-vessel acting like an
ideal wall. A further decrease by a factor� 10 or more leads to a disap-
pearance of the fast vertical motion. The halo currents, in fact, drop to
negligible values in the lower vessel resistivity cases.

V. SUMMARY AND OUTLOOK

RE mitigation experiments with massive material injection often
show that the plasma cools down to temperatures where partial-
ionization and neutralization effects become rather important. Within
this context, recent model extensions in JOREK related to the RE fluid
model considering the effects of partially ionized impurities and deute-
rium neutrals have been presented. Such an RE fluid model coupled
with background plasma MHD can potentially offer significant
insights into the physics of RE beam formation and mitigation, with-
out being prohibitively expensive. Several studies of RE beam dynam-
ics, both in relation to the existing tokamak experiments as well as
ITER are already under way using the model presented here. Those
studies are outside of scope of the present paper and will be reported
elsewhere. Several possibilities exist to further improve the model.
Including the effects of enhanced scattering by REs, non-coronal equi-
librium models for impurities, modified plasma equilibrium in the

FIG. 9. (a) Internal inductance as a function of time, (b) effect of wall resistivity on the plasma vertical motion. The variable gw;fact refers to the factor by which the actual ITER
vacuum vessel resistivity is multiplied.
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presence of high-energy REs, two/three-temperature models would be
some of the avenues in this regard. Furthermore, JOREK was sepa-
rately benchmarked with the GO and DINA codes, covering aspects
ranging from thermal and RE current density evolution to the dynam-
ics of a cold VDE. A good agreement has been observed with both the
codes. In view of the importance of the RE problem to ITER, the
authors would welcome further benchmarks (especially for 3D scenar-
ios) with other large fusion plasma MHD codes. It must be noted that
material injections in the present work were not localized as would be
the case with the SPI strategy in ITER. Models for SPI already exist in
JOREK and have been used for modeling disruptions in JET (Hu et al.,
2018) and ITER (Hu et al., 2023) with SPI. Therefore, applying the RE
fluid model in JOREK in combination with SPI for 3D simulations is,
in principle, possible. However, the effect of REs on the ablation of the
shattered pellets has yet to be included to make the model more realis-
tic. Efforts in that direction are currently ongoing.
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