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Isochrone-Based Voyage Optimization Methods to Increase Shipping Energy Efficiency 
 

YUHAN CHEN 
Chalmers University of Technology 
Department of Mechanics and Maritime Sciences 
Division of Marine Technology 
 

Abstract 
 

The International Maritime Organization (IMO) mandates improved energy efficiency in shipping, 
with voyage optimization systems being a key measure. The systems rely on ship models to estimate 
energy costs, and optimization algorithms to find the optimal route. However, models using various 
modelling techniques have been arbitrarily applied for voyage optimization in existing research. Their 
effectiveness needs systematic evaluation. Optimization algorithms plan the optimal voyage before 
departure, but uncertainties en route, such as weather and market changes, also require the algorithms 
to update voyages in real time to ensure optimal operations. 
 

The main objectives of this thesis are to 1) investigate the sensitivity of various ship energy cost 
models in evaluating energy efficiency for ship voyage optimization, 2) develop strategies to improve 
the Isochrone voyage optimization algorithm, which is well-known for its computational efficiency, 
3) propose an Isochrone-based predictive optimization algorithm for real-time ship voyage planning 
and execution for energy efficiency shipping.  
 

Firstly, five ship models are integrated into a voyage optimization algorithm to identify their impacts 
on optimization. It is found that machine learning models present better reliability than theoretical 
models in diverse sailing environments, and considering specific fuel oil consumption (SFOC) vari-
ation in actual operation is essential to estimate accurate fuel costs. Secondly, five strategies are pro-
posed to improve the traditional Isochrone algorithm. It is found that one proposed strategy, named 
‘Isochrone A*’, can effectively resolve its drawbacks, such as unrealistic routes and locally optimized 
results. Meanwhile, it provides the most fuel savings. Based on these two findings, an Isochrone-
based predictive optimization (IPO) method is finally proposed, with enhanced performance while 
remaining computational efficient. The proposed method has been validated using six case study 
voyages with full-scale measurements, and compared with four voyage optimization algorithms. It is 
found that, the proposed IPO method demonstrates smoother voyages with on-time arrivals and an 
average fuel reduction of 5% across diverse sailing conditions. Its runtime of around 40 seconds is 
also suitable for real-time usages. 
 

Keywords: energy efficiency, estimated time of arrival, Isochrone algorithm, voyage optimization. 
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1 Introduction 
 
This chapter first presents an overview of the background and literature reviews for the research con-
ducted in this thesis. Further, the motivations and objectives are illustrated, along with the limitations 
in work scope. 
 
 
1.1 Background  
 
Over the past 20 years, seaborne trade has also exhibited a significant upward trend, as shown in 
Figure 1.1. It plays a vital role in global trade (Wu et al., 2021; Yan et al., 2022), contributing ap-
proximately 80% of the global economy (UNCTAD, 2021). Considering this vast scale, even a mod-
est average fuel savings of 1% can lead to a reduction of about 8 million metric tons of CO2 annually. 
The International Maritime Organization (IMO) has strengthened its greenhouse gas (GHG) strategy, 
aiming for a 20% reduction in emissions by 2030 and achieving net-zero emissions by 2050 (IMO, 
2020a). Thus, the maritime community is actively advocating for the development and implementa-
tion of various measures to enhance shipping energy efficiency, and reduce fuel consumption and 
emissions. Meanwhile, as fuel costs can constitute a significant portion of overall operational ex-
penses (Fan et al., 2022; Zhen et al., 2020), maintaining cost-efficiency in shipping also requires a 
strong focus on energy efficiency, particularly for shipping companies.  
 

 
Figure 1.1: Transport volume of seaborne trade from 2000 to 2021 (UNCTAD, 2021). 

 
Improving shipping energy efficiency has long been a major focus in both industry and academia. 
Ship voyage optimization is recognized as an efficient approach and is increasingly valued, because 
of its ability to ensure the quality of ship operations, such as safety and accurate travel times, while 
also advancing towards energy efficiency goals (Poulsen et al., 2022; Zis et al., 2020).  
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Zis et al. (2020) considered voyage optimization as a decision-making process, aimed at selecting the 
optimal route for a given voyage, with a known origin and destination port. The optimality of the 
selected route depends on the defined objectives. For seagoing vessels, environmental conditions in-
fluence the ship’s performance most significantly, thereby making their optimization a weather-de-
pendent process. Thus, voyage optimization for ocean crossings is mainly studied as an interdiscipli-
nary problem of weather routing, attracting attention from various fields including ocean engineering, 
data science, and maritime economics. 
 
Figure 1.2 illustrates a voyage optimization system with common components for seagoing vessels 
to achieve energy-efficient sailings. The energy efficiency can be evaluated by various specific opti-
mization objectives, such as minimum fuel, power consumption, and emission, etc. (Lee et al., 2023; 
Poulsen et al., 2022; Wen et al., 2023). The constraints for voyage optimization include, for example, 
land avoidance, no-go zones, traffic separation scheme, etc. Based on these constraints, a waypoint 
grid is generated to outline the feasible sailing region. At each waypoint in the grid, the local sailing 
environmental conditions can be characterized by several key factors, such as the encountered wind, 
waves, and currents. In addition, for each specific sea state, the ship performance model estimates the 
corresponding energy consumption for sailings. This information of energy consumption provided 
by ship models for a specific situation will be used by cost function, to e.g., calculate the overall cost 
and identify the global optimum, thereby making the ship model an essential part inside the cost 
function. Finally, central to the system is the optimization algorithm, which handles the decision-
making process.  
 

 
Figure 1.2: Overview of a voyage optimization system with objectives for  

energy efficiency. 
 
Energy efficiency in the existing literature is defined in various ways, such as minimum fuel or power 
consumptions (Poulsen et al., 2022; Wang et al., 2021; Wen et al., 2023). Based on these specific 
definitions, ship performance models are formulated differently. As a result, different ship perfor-
mance models may lead to varying results in optimization algorithms, and have different applications 
in voyage optimization, depending on the sailing conditions. Meanwhile, various techniques have 
been developed for performance modeling related to both power and fuel, e.g., empirical, physical, 
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and data-driven models. All these methods have been utilized in voyage optimization, but each has 
its strengths and weaknesses, which can lead to different outcomes. Variations in definitions of energy 
efficiency objectives, as well as modeling techniques may introduce uncertainties that impact the 
optimization process. Therefore, an investigation of the sensitivity and uncertainty of using different 
ship models is first required to ensure a reliable model is used in voyage optimization. That is, the 
model can accurately account for real-world complexities and uncertainties, ensuring that the appli-
cations of results from optimization algorithm remain consistent in practice.  
 
Furthermore, to optimize an ocean-crossing voyage, the waypoint grid must cover a sufficiently large 
area around the route for effective search, which may require a vast number of waypoints to estimate 
the associated sailing costs. The computational requirements for such a voyage optimization system 
can easily exceed a computer's capacity. Consequently, optimization algorithms play a crucial role in 
determining the effectiveness of optimization and computational efforts. 
 
Voyage optimization is generally applied in two separate stages: planning and execution (Poulsen et 
al., 2022). Voyage planning typically occurs prior to departure, relying on reliable weather forecasts. 
However, weather forecasts become highly uncertain beyond two or three days (European Centre for 
Medium-Range Weather Forecasts) while ocean-crossing voyages last much longer. This conse-
quently necessitates updating the voyage to adapt to dynamic environmental conditions. Many algo-
rithms output recommended speeds in the optimization results; however, a ship can rarely follow 
these exact speeds since seafarers often navigate a ship by setting the propulsion power or engine 
speed (RPM), and dynamic sea conditions can lead to variable sailing speeds under the same engine 
settings (Wang et al., 2021). Additionally, voyage execution can also be affected by various uncer-
tainties and dynamics, including commercial factors such as fluctuating freight and charter rates, fuel 
prices, and blocked routes (Bai et al., 2022). These factors may compel ships to alter their original 
routes, estimated time of arrival (ETA), or destination ports while the ship is en route (Gao & Sun, 
2023). The effectiveness of optimization algorithms in performing voyage optimization is vital for 
facilitating real-time adjustments during the voyage and managing weather conditions, commercial 
changes, and other operational uncertainties. Consequently, computationally efficient algorithms and 
simple ship navigation control configurations, like the two-dimensional (2D) Isochrone method, re-
main widely used due to their practicality.  
 
The practical application of Isochrone methods has demonstrated their computational efficiency over 
the years (Hagiwara, 1989; Lin et al., 2013). As they are originally designed to plan routes that ensure 
arrival at a pre-specified time, these methods can support the just-in-time (JIT) arrival strategy advo-
cated by the IMO. JIT approaches, which emphasize adhering strictly to planned schedules, are cru-
cial in the industrial sector for enhancing efficiency and cost-effectiveness. They help reduce fuel 
consumption by avoiding excessive speeds, ensure timely operations, and minimize waiting times at 
ports (IMO, 2020b). Thus, the advantages of Isochrone optimization algorithms are that they firstly 
can generate optimal routes swiftly and adapt to changes, whether following the original plan or 
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accommodating flexible destination ports and ETAs. Secondly, they align well with the principles of 
JIT, achieving punctuality and operational efficiency. However, notable drawbacks of Isochrone al-
gorithms are still evident, such as irregular turns and limited optimization capabilities. Therefore, 
improvements are necessary to address these limitations while maintaining its advantages such as 
computational efficiency. 
 
 
1.2 Literature review 
 
1.2.1 Terminology and definitions 
 
As mentioned, ship voyage optimization is a widely studied and interdisciplinary field that incorpo-
rates research from various disciplines. Algorithms employed in voyage optimization have been ex-
tensively developed in many fields other than the maritime sector such as mathematics, computer 
science, and robotics, etc. These algorithms play a crucial role in enhancing the efficiency and effec-
tiveness of optimization by providing reliable solutions for complex problems. However, the inter-
disciplinary nature of this research means that terminologies related to voyage optimization often 
vary, leading to ambiguity and confusion within both academia and industry. Furthermore, the inter-
changeable use of certain terms can result in misunderstandings and challenges in their application. 
Yu et al. (2021) presented a review which does not distinguish voyage optimization with ship rout-
ing/scheduling. Meanwhile, Zis et al. (2020) clarified that the ‘ship routing/scheduling’ is a com-
pletely different problem from the voyage optimization problem that discussed in this thesis. 
 
This inconsistency highlights the need to present and standardize clear terminologies for effective 
communication and research regarding these algorithms. The following are common terms frequently 
used in voyage optimization research: 
 
• Voyage: The berth-to-berth concept for voyages is applied according to European Parliament 

and of the Council (2015). That is, a voyage starts at the berth of one port of call, and ends at the 
berth of the next port of call.  
 

• Route: A route is defined as a way or course taken from a starting point to a destination (Ste-
venson, 2010).  
 

• Routing: The objective of a ships' routing is to "improve the safety of navigation in converging 
areas and in areas where the density of traffic is great or where freedom of movement of ship-
ping is inhibited by restricted sea room, the existence of obstructions to navigation, limited 
depths or unfavorable meteorological conditions (IMO, 2003).  
 

• Weather routing: Weather routing, by which ships are provided with ‘optimum routes’ to 
avoid bad weather, can enhance safety (IMO, 2003). Environmental routing and weather routing 
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are frequently used interchangeably, but the latter is a subset of the former. Both belong to the 
broader category of voyage optimization (Christiansen et al., 2007). 
 

• Voyage planning: Voyage and passage planning includes four stages: ‘appraisal’, ‘planning’, 
‘execution’, and ‘monitoring’. At the ‘planning’ stage, a detailed voyage or passage plan should 
be prepared, covering the entire voyage or passage from berth to berth. This includes tasks such 
as plotting the intended route, tracking the voyage or passage, and, altering speed, course, and 
machinery status en route, etc. (IMO, 1999) 
 

• Voyage execution: The voyage or passage should be executed in accordance with the plan, or 
any changes made thereto. Factors considered include, vessel navigation, ETA, meteorological 
conditions, weather routing information, and traffic conditions, etc. (IMO, 1999) 
 

• Ship scheduling: The ‘ship routing problem’, or ‘ship routing and scheduling problem’, is a 
distribution problem at the tactical level in which a ship or a fleet of ships, has to serve several 
ports in order to pick up and deliver cargo, subject to various constraints such as ship capacity, 
and time windows (Zis et al., 2020).  
 

• Pathfinding: Pathfinding is the algorithmic interpretation and implementation of attaining the 
shortest route(s) from a given source(s) to destination(s). It is a fundamental problem broadly 
studied in many fields such as artificial intelligence (AI), robotics, and computer science (Ma-
jumder & Majumder, 2021). 
 

• Path planning: Finding a collision-free motion between an initial (start) and final configuration 
(goal) within a specified environment (Gasparetto et al., 2015).  
 

In this thesis, voyage optimization refers to the weather routing problem as defined above. It is an 
optimization problem for a given voyage subject to different optimization objectives, e.g., energy 
efficiency. Thus, it is an operational-level challenge that focuses on how a single ship sails from a 
given departure port A to a designated destination port B. The route, along with other operational 
profiles such as speed and power, is optimized by considering environmental conditions. Voyage 
optimization is related to the broader problems of pathfinding and path planning. Consequently, many 
algorithms from these areas are applicable and constantly implemented. 
 
 
1.2.2 Review of voyage optimization algorithms 
 
In this thesis, voyage optimization focusses on seagoing vessels in open sea sailing. Thus, to achieve 
energy efficiency, optimization mainly takes into account weather and sea conditions (Simonsen et 
al., 2015; Zis et al., 2020). Examples of these objectives include minimum fuel consumption 
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(Gkerekos & Lazakis, 2020), lowest emissions (Yu et al., 2021; Zhao et al., 2019), or least structural 
damage (Mao et al., 2012), etc. In addition, a proper voyage needs to fulfil certain constraints, such 
as avoiding nearshore areas or land, the ship’s sailing capability, and surrounding environmental con-
ditions, based on metocean data and weather. Thus, the seagoing ship's voyage optimization relies 
heavily on weather data and specific ship characteristics. The weather information can include fore-
cast data or predictions from a model, such as a model that predicts dynamic impacts on shipping, 
taking uncertainty into consideration (Vettor et al., 2021; Yuan et al., 2022). In addition to the weather 
model, a ship’s behavior and response at sea can also be estimated and predicted by a ship perfor-
mance model, for example, a statistical speed-power relationship (Lang & Mao, 2020) or a data-
driven model (Lang et al., 2024), etc. These models analyze historical data, while a core component 
of the decision-making system is the voyage optimization algorithm, which searches for the optimized 
route within all the feasible solutions. The optimum route can be an output of a series of waypoints 
along the optimum course with a speed profile or, on a more operational level, settings such as head-
ing angle, ship engine RPM and propulsion power (Wang et al., 2021; Wen et al., 2023). 
 
Voyage optimization algorithms for seagoing vessels have been widely investigated throughout the 
years (Zis et al., 2020). Many well-established methods are available in the maritime transportation 
community, such as the Isochrone method, dynamic programming, Dijkstra and A* algorithms, and, 
more recently, AI and machine learning (ML) algorithms (Wang et al., 2021; Wang et al., 2019). 
They can be primarily categorized into 2D or three-dimensional (3D) methods, with a combination 
of requirements in real applications. Two-dimensional methods are more conventional, simplifying 
the problem into searching trajectories regarding only positions (waypoints with longitudes and lati-
tudes), and assuming the other inputs such as speed and engine power, as fixed constants. Furthermore, 
they can be divided into static and dynamic grid-based methods. Static grid-based methods discretize 
the sailing area into small sections, within a certain range between departure and destination, and pre-
define a grid system based on these sections, e.g., dynamic programming method (Bellman, 1952) 
and, graph searching algorithms like the Dijkstra (Dijkstra, 1959) and A* algorithms (Hart et al., 
1968), etc. Dynamic programming is based on Bellman’s principle of optimality in which one prob-
lem is broken down into sub-tasks, and each of them is solved in sequence to obtain the optimal 
solution for the original problem. De Wit (1990) employed dynamic programming for ship sailing, 
separating voyage planning into a multi-stage process and validating its effectiveness. The Dijkstra 
algorithm is extended to derives the A* algorithm, by incorporating a heuristic component into the 
cost function. They have been applied in voyage optimization by, for example in recent years, Shin 
et al. (2020), Ari et al. (2013), Życzkowski et al. (2018), and Gkerekos and Lazakis (2020). These 
static grid-based algorithms are easy to construct into different forms, and suitable for both single and 
multiple objective optimization problems. However, the result as well as computation loads of static 
grid-based methods apparently relies heavily on the grid parameters, such as its resolution, the num-
ber of nodes, and the spatial extent it covers, etc., which makes the grid generation an influencing 
factor for the algorithm’s performance, and therefore needs to be specifically taken care of for each 
voyage case. 
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Dynamic grid-based methods, on the other hand, conduct a search recursively, eliminating the need 
for a pre-defined grid. At each step, a subsequent node set is generated from the existing nodes, re-
sulting in an iterative grid update. This process continues as paths are progressively developed until 
the destination is reached. A notable example of this approach is the Isochrone method, where an 
isochrone represents a line encompassing the farthest reachable waypoints, that a ship can reach fol-
lowing different directions within a certain period. This method was originally introduced by James 
(1957), however, the number of waypoints in this method can grow exponentially. Later adapted by 
Hagiwara (1989), he introduced an improved Isochrone method to resolve this problem. And this 
method has been used both manually and on computers for a long time because of its straightforward 
calculation. Another drawback of the original Isochrone method is the phenomenon known as the 
‘isochrone loop’. This irregular shape of an isochrone arises from the non-convex nature of a ship's 
performance (Roh, 2013; Wisniewski, 1991). As the number of isochrones increases, the isochrone 
loop effect propagates, resulting in impractical outcomes. Thus, Roh (2013) further improved the 
Isochrone algorithm. Klompstra et al. (1992) presented a similar approach as the isopone algorithm, 
which replace traveling time with an equivalent fuel consumption. Because of its relatively high com-
putational efficiency, it has great value in practical applications. Moreover, since it continuously 
adapts and approaches the destination step by step, it can handle uncertainty and respond fast to the 
dynamic environment. 
 
To allow for more complicated cases and achieve advanced planning, 3D algorithms have also been 
developed. One example is including time as an additional variable, such as Choi et al. (2023), Du et 
al. (2022) and Zaccone et al. (2018) who developed a 3D dynamic programming algorithm; Lin et al. 
(2013), Fang and Lin (2015), and Lin (2018) improved a 3D Isochrone method; Mannarini and Carelli 
(2019), Mannarini et al. (2023), Zyczkowski and Szlapczynski (2023) and Wang et al. (2019) pro-
posed a 3D Dijkstra algorithm. Voyage optimization typically requires handling extensive data, 
adapting to dynamic changes, and making predictions under uncertainty, which renders the problem 
both large-scale and complex. Consequently, alongside the advancement of AI and ML techniques, 
more sophisticated methods have been developed in recent years, such as the utilization of the genetic 
algorithm (GA), evolutionary algorithm (EA), ant colony optimization (ACO), particle swarm opti-
mization (PSO), and their variants. Alternative approaches can also implement ML algorithms, such 
as 3D EAs/GAs (Ma et al., 2021; Szlapczynska & Szlapczynski, 2019; Wang et al., 2021), and 3D 
ACO (Dong et al., 2021; Zhang et al., 2023). Zhang et al. (2022) proposed a 3D ACO specially for 
ice routing. Chen and Tan (2023), and Wang et al. (2022) utilized 3D PSO in decision-making, 
Gkerekos and Lazakis (2020), and Moradi et al. (2022) deployed 3D artificial neural network (ANN) 
to optimize fuel consumption of vessels. These algorithms consider speed/time variation along the 
voyage and, therefore have greater capabilities to achieve more competitive performance. However, 
a tradeoff exists between performance and efficiency, and because of its complexity, the computation 
loads also increase dramatically. Moreover, stochastic methods, such as GA, EA, ACO, and PSO, if 
given the same specific input, can generate different outputs each time they operate because of the 
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stochastic nature of these algorithms. A summary of advantages and disadvantages for these algo-
rithms is presented in the following Table 1.1. 
 

Table 1.1: Summary for advantage/disadvantage of optimization algorithm types commonly used 
in voyage optimization. 

Type 2D 3D and multi-variables 
Descrip-
tion 

Route with fixed speed Route and speed (or power, RPM, etc.) 

Pros 1) Easy to apply, 
2) Fast for computation 

Superior optimization results 

Cons Can lead to suboptimal and local opti-
mization results 

1) Slow computation,  
2) Hard to apply results in real operation 

Method Deterministic Stochastic Deterministic Stochastic 
Method 
Pros 

Result can be 
found if exist 
 

Stochastic nature 
helps to avoid lo-
cal optimization 

1) Result can be 
found if exist 
2) Improved optimi-
zation capability by 
including more var-
iations than 2D 

1) Stochastic nature 
helps to avoid local 
optimization 
2) More improved 
optimization capabil-
ity, compared with 
deterministic meth-
ods 

Method 
Cons 

1) Discretized na-
ture can lead to 
suboptimality  
2) Optimization  
result improves by 
high grid resolu-
tion, but computa-
tion load also in-
creases  

1) Cannot guaran-
tee an optimized 
result even one 
exists 
2) Same inputs 
may not give 
same results  

1) Heavier compu-
tation load by using 
extra variables than 
2D 
2) Challenging to 
apply results in real 
operation 

1) Computation load 
increases heavily 
2) Same inputs may 
not give same results 
3) More challenging 
to apply results in 
real operation 

Exam-
ples 

(Hagiwara, 1989) 
(De Wit, 1990)   

(Tsou, 2010) 
(Li et al., 2018) 
(Xue, 2022)  

 (Jeong et al., 2019) 
(Bahrami & Siadat-
mousavi, 2023) 

(Ma et al., 2021) 
(Wang et al., 2021) 
(Ma et al., 2024) 

 
 
1.2.3 Review of ship performance models 
 
In a voyage optimization system, the cost function is also crucial, aiding the optimization algorithm 
in decision-making and identifying optimal solutions. Central to the cost function is the ship perfor-
mance model. In this thesis, the ship model establishes the relationship between specific 
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environmental conditions (e.g., wind, wave and current) and the ship’s energy consumptions of sail-
ing under such environment (e.g., power or fuel). This energy consumption is then provided to the 
cost function, so that cost function can further utilize this information to assess e.g., the overall energy 
cost a solution, and therefore find the optimum. 
 
Ship performance modeling has many approaches, e.g., empirical/semi-empirical methods, computa-
tional fluid dynamics (CFD), model testing, and ML. Among these, those suitable to be used in to-
day’s voyage optimization can be generally categorized into white-box models (WBMs), black-box 
models (BBMs), and grey-box models (GBMs) (Lang et al., 2024; Yan et al., 2024). WBMs rely on 
established shipping knowledge and physical principles, offering transparency, interpretability and 
good extrapolation ability. Examples include the models developed by Holtrop and Mennen (1982), 
Huang et al. (2018), Tillig and Ringsberg (2019), Mao and Rychlik (2017), and Lang and Mao (2020), 
etc. However, WBMs depend on prior knowledge, and accuracy is often constrained by assumptions 
and uncertainties inherent in the model.  
 
In contrast, BBMs utilize extensive operational data and advanced ML techniques, such as ANNs 
(Bassam et al., 2023; Du et al., 2019), tree-based models (Soner et al., 2018; Yan et al., 2020), support 
vector machines (Ahlgren et al., 2019), and others (Lang et al., 2021, 2022) to predict ship perfor-
mance. These models are praised for their superior fitting compared to WBMs, and generalization 
capabilities which do not require prior knowledge. However, their complexity and poor interpretabil-
ity may hinder their acceptance among industry professionals. Additionally, they may have difficulty 
providing accurate predictions for unmeasured conditions, limiting their practical application in un-
predictable dynamic sea environments. 
 
To mitigate the limitations of WBMs and BBMs, researchers have also developed GBMs, which 
combine the theoretical foundations of WBMs with the data-driven insights of BBMs, such as those 
by Yang et al. (2019) and Wang et al. (2023). These approaches allow for more accurate and theoret-
ically explainable predictions. GBMs have two forms: sequential, where WBMs and BBMs are ap-
plied in sequence, and parallel, where WBMs provide the theoretical framework and BBMs refine 
parameters based on empirical data (Yan et al., 2024).   
 
These types of ship models have been used in voyage optimization, as demonstrated by Tzortzis and 
Sakalis (2021), Wang et al. (2020), and Li et al. (2020), who used WBMs; Beşikçi et al. (2016), Du 

et al. (2019), and Moradi et al. (2022) who used BBMs; and Coraddu et al. (2017) who used a GBM. 
However, as the behavior of different models varies under different conditions, different models may 
have varying impacts on optimization results. This variability in ship models thus motivates a sensi-
tivity research of voyage optimization to ship models, which will be further introduced in the follow-
ing Chapter 1.3. 
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1.3 Motivation and objectives  
 
The various model types, WBM, BBM, and GBM, as discussed in Chapter 1.2.3, have strengths and 
weaknesses. WBMs are valued for their cost-effectiveness and ability to provide reliable and accurate 
predictions across various conditions. They are grounded in physical laws and offer good extrapola-
tion beyond the measurement data. BBMs and GBMs hold promise for accurate modeling, but their 
effectiveness depends on the quality and quantity of measurement data. While WBMs may oversim-
plify complex phenomena, and BBMs and GBMs may struggle with unseen scenarios, all approaches 
carry their own uncertainties. Consequently, integrating different model approaches into cost function 
can lead to varying impacts on the optimization results, especially for voyages through diverse sea 
states.  
 
Additionally, different performance models, such as those focusing on engine power or fuel con-
sumption, may also vary in their application. These two factors—modeling techniques and energy 
costs related to power or fuel—have been employed differently in voyage optimization. This high-
lights the need to systematically evaluate the impact and sensitivity of these performance models for 
reliable models in decision-making of voyage optimization.  
 
Advanced algorithms, which can manage a broader range and more flexible variations of control 
parameters in voyage optimization, can achieve superior optimization results. However, their signif-
icant computational demands and results containing constant navigation adjustments can make them 
impractical for real-world applications in the shipping industry. Ocean-crossing ships are typically 
large and require steady, minimal adjustments to sailing parameters such as speed, heading, and 
power. Frequent changes in sailing status necessitating continuous ship maneuvering can lead to in-
creased fuel consumption, emissions, and navigation risks. As a result, they may struggle to imple-
ment the outputs from these complex algorithms (Simonsen et al., 2015). In addition, certain ad-
vanced meta-heuristic approaches, unlike deterministic methods such as Isochrone algorithms, do not 
always yield a solution even when possible.  
 
According to a market survey by Simonsen et al. (2015), shipping companies expect the runtime of 
the voyage optimization algorithm to be within minutes, to be computational efficient enough for 
real-time adjustments and address uncertainties in execution. Thus, efficient and straightforward ship 
navigation configurations, such as the 2D Isochrone method, are widely used for their practicality. 
Initially designed to ensure accurate ETAs, the Isochrone methods align well with the industry's focus 
on JIT arrival. They quickly generate optimal routes, adapt to changes, and maintain punctuality, 
making them suitable for both fixed and flexible voyage plans. However, one notable drawback of 
the original Isochrone method is the occurrence of 'isochrone loops', which are irregular shapes due 
to the non-convexity of ship performance at sea (Roh, 2013). As the number of isochrones grows, 
these loops become more prevalent, resulting in impractical outcomes for real operation. Besides the 
shape of routes, Hagiwara's existing 2D Isochrone method (Hagiwara, 1989) also suffers from 
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significant issues with route convergence in its final stages, as shown in Figure 1.3. Many researchers 
have enhanced the Isochrone method by incorporating speed optimization or advanced ML algo-
rithms, as presented in the literature review. However, they also increase complexity which influences 
its real-time capability. 
 
Therefore, the main aim of this thesis is to propose an effective and efficient Isochrone-based opti-
mization algorithm for energy efficient real-time voyage optimization. To achieve this main objective, 
there are three stepwise goals:  
 

1) Identify the uncertainties of using different ship performance models in voyage optimization, 
and the sensitivity of the optimization to various ship performance models. Determine the 
reliable ship model to be used in voyage optimization, which can provide accurate perfor-
mance predictions under diverse weather conditions. 

2) Propose several strategies to improve the Isochrone method for energy efficiency real-time 
voyage optimization, and investigate which improvement is the most effective. Specifically, 
i) overcome the occurrence of irregular route shapes, ii) improve optimization capability to 
avoid local optimization. iii) maintain adequate computational efficiency, which stays within 
1 minute. 

3) Combing the above findings, propose the Isochrone-based algorithm that addresses voyage 
optimization problem to optimize energy efficiency and yield an accurate ETA for the given 
voyage under diverse sailing conditions. In addition, the routes are smooth for operation, and 
computation is efficient with runtime within 1 minute, allowing for voyage planning and real-
time execution usage. 

 

 
Figure 1.3: Example of an optimized route set where sharp turns are present near the destination 

from Hagiwara’s method (Hagiwara, 1989). 
 
 
1.4 Work scope and limitations 
 
It should be noted that the following aspects are not covered in this thesis:  
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1) The proposed optimization algorithm addresses the voyage optimization problem for sea-

going ships in open sea conditions, and does not account for ice-covered areas, short-sea 
shipping, or inland shipping. It assumes departure, destination port and ETA (associated 
with the service speed) have been determined and given as prerequisites before implemen-
tation.  

2) The optimization algorithm requires a specific performance model for optimizing the voy-
age of a particular ship. Given such a ship model, the proposed optimization algorithm 
can be applied to optimize voyages for different types of ships and trades, extending be-
yond the specific ship used in case studies in this thesis. 

3) Detailed ship safety and some other practical navigational considerations are not included. 
Comprehensive ship safety considerations such as models to describe safety margins, are 
beyond the scope of this study. These can be integrated in future practical implementa-
tions. Other critical aspects of ship navigation, including ship motions, collision avoid-
ance, and maritime service fees, along with appropriate cost function models, can also be 
incorporated into the proposed method for multi-objective voyage optimization. However, 
these factors, along with detailed navigation planning considerations like traffic separation 
zones, keel clearance, and real-time navigation warnings from an ECDIS (electronic chart 
display and information system), are only partially addressed and will be explored in fu-
ture research. Implementations involving bathymetric maps, tidal currents, and setting ref-
erence routes are not fully considered in this thesis. 

4) The optimization algorithm assists seafarers in voyages planning and execution, based on 
the provided destination and ETA, and enhances energy efficiency for one voyage. To 
deploy optimization for voyage planning before departure, an example of the optimization 
process using Isochrone method by Hagiwara (1989) can be found in Figure 1.4. For voy-
age execution, as previously mentioned, this process involves constantly changing uncer-
tainties. If any uncertainties, e.g. weather or commercial dynamics cause changes during 
the journey—such as a new port of call or revised ETA—the algorithm can swiftly adjust 
the voyage in real time. To address this, the method is proposed with emphasis on com-
putational efficiency (i.e., runtime within 1 minute), which allows for update in real time, 
to optimize onboard based on emerging uncertainties. As the example shown in Figure 
1.5, if deviations occur during execution, the current location can be updated as the new 
departure, with other updated inputs provided to restart the optimization algorithm, 
achieving effective optimization for execution and supporting seafarers in their decision-
making.  

5) Other factors during execution, such as traffic conditions, are also not included. As they 
require inputs such as real case studies and data collected from operation, method valida-
tions specifically focusing on voyage optimization for execution are not presented in this 
thesis. This will be explored in future research, which is elaborated in Chapter 6. 
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Figure 1.4: Example of the optimization process for voyage planning using Isochrone method. 

 

 
Figure 1.5: Example of the optimization process and restart of the algorithm for voyage execution 

using Isochrone method. 
 
 
1.5 Outline of the thesis 
 
The thesis is structured as follows: Chapter 2 illustrate ship energy performance models using various 
modeling techniques, and Chapter 3 presents the methods for developing a voyage optimization al-
gorithm based on the Isochrone method. Chapter 4 summarizes the main findings and results from 
the appended publications. Chapter 5 presents the conclusions, and Chapter 6 discusses future work. 
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2 Ship performance models in voyage optimization 
 
The ship model affects the accuracy of the optimization results in practical applications, as inaccura-
cies in the model can lead to discrepancies between the optimized results and their real-world imple-
mentation. Thus, the ship model is first investigated before improving the algorithm.  
 
This chapter introduces the ship performance model used in voyage optimization along with different 
techniques for modelling. Firstly, an overview of the general voyage optimization problem is pre-
sented to emphasize the effect of the ship performance model, followed by an introduction to ship 
models and five modeling techniques adopted into investigation in the thesis. 
 
 
2.1 An overview of voyage optimization problem 
 
In a ship’s voyage optimization process, as shown in Figure 2.1, the waypoint associated with the 
time 𝑇𝑇𝑖𝑖 (i.e., the ith time stage) should be first denoted: 
 

𝑷𝑷𝒊𝒊 =  [𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖,𝑇𝑇𝑖𝑖] (2.1) 
 
where the waypoint 𝑷𝑷𝒊𝒊 includes the geographic location longitude xi and latitude yi. For such a loca-
tion 𝑷𝑷𝒊𝒊, we denote a ship’s navigational conditions of the waypoint 𝑷𝑷𝒊𝒊 to the next adjacent time stage 
𝑷𝑷𝒊𝒊+𝟏𝟏 by 𝒖𝒖𝒊𝒊→(𝒊𝒊+𝟏𝟏). Depending on methods, 𝒖𝒖𝒊𝒊→(𝒊𝒊+𝟏𝟏) can include different factors, for example the sail-
ing speed v and heading angles θ of the associated voyage leg.   
 

𝒖𝒖𝒊𝒊→(𝒊𝒊+𝟏𝟏) =  [𝑣𝑣, 𝜃𝜃 ]   (2.2) 
 
A voyage consists of a series of waypoints, which is defined in Eq. (2.1), and the sub-routes connect 
each pair of adjacent waypoints is named ‘voyage leg’. Let metocean environment encountered at the 
voyage leg associated with the waypoint 𝑷𝑷𝒊𝒊, i.e., from 𝑷𝑷𝒊𝒊 to its next adjacent waypoint 𝑷𝑷𝒊𝒊+𝟏𝟏, denoted 
by 𝒘𝒘(𝑷𝑷𝒊𝒊), which includes parameters of wind, wave and current, as follows: 
 

𝒘𝒘(𝑷𝑷) =  [ 𝑆𝑆 (𝜔𝜔 |𝐻𝐻𝑠𝑠,𝑇𝑇𝑧𝑧),𝑉𝑉𝑐𝑐,𝜃𝜃𝑐𝑐 ,𝑉𝑉𝑤𝑤,𝜃𝜃𝑤𝑤  ]  (2.3) 
 
where 𝑆𝑆 (𝜔𝜔 |𝐻𝐻𝑠𝑠,𝑇𝑇𝑧𝑧) representing the encountered waves consists of significant wave height 𝐻𝐻𝑠𝑠 and 
wave period 𝑇𝑇𝑧𝑧. 𝑉𝑉𝑐𝑐,𝜃𝜃𝑐𝑐 ,𝑉𝑉𝑤𝑤 and 𝜃𝜃𝑤𝑤 include ocean current and wind information, in terms of speed and 
direction respectively. 
 
Therefore, the control variables in the voyage optimization are the waypoints set 𝑷𝑷 and ship naviga-
tional parameters 𝑼𝑼, i.e., [P, U]. The task of a voyage optimization algorithm is to find a series of 
waypoints P associated with optimal navigational parameters U as follows, 
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𝑷𝑷 =  [ 𝑷𝑷𝟏𝟏,𝑷𝑷𝟐𝟐, …𝑷𝑷𝒏𝒏−𝟏𝟏,𝑷𝑷𝒏𝒏] 
𝑼𝑼 =  �𝒖𝒖𝟏𝟏→𝟐𝟐, … ,𝒖𝒖(𝒏𝒏−𝟏𝟏)→𝒏𝒏�    (2.4) 

 
where n denotes the last time stage, 𝑷𝑷𝒏𝒏 denotes last waypoint before destination. 
 

 
Figure 2.1: Example of a voyage with waypoints and other conditions. 

 
The control variables [P, U] are determined by optimization algorithms to fulfil pre-defined optimi-
zation objectives, i.e., minimize the fuel consumption during the voyage while maintaining the ETA 
as follows: 
 

𝐶𝐶 = ∑ 𝑔𝑔�𝑷𝑷,𝑼𝑼 | 𝒘𝒘(𝑷𝑷)�𝑛𝑛
𝑖𝑖=1    (2.5) 

 
where g (P, U| w) represents the instantaneous cost function for the optimization, i.e., the energy 
consumption of the specific voyage leg associated with the waypoint P with navigational conditions 
U under associated metocean conditions w(P).  
 
The formulation of cost function can be method dependent on how to utilize and accumulate instan-
taneous energy cost of each voyage leg. And the ship model is responsible for predicting all the in-
stantaneous energy cost. As presented in Table 2.1, the general input and output of a ship model are 
listed. Different methods are available to build such a model of ship performance in energy consump-
tion, and they will be introduced and investigated in detail in the following subchapter 2.2. 
 

Table 2.1: Summary of general inputs and outputs of a ship model. 
Class Description Attributes 

Input 
Waypoint P [𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖,𝑇𝑇𝑖𝑖] 
Navigational conditions U [𝑣𝑣, 𝜃𝜃 ] 
Metocean conditions w at P [ 𝑆𝑆 (𝜔𝜔 |𝐻𝐻𝑠𝑠,𝑇𝑇𝑧𝑧),𝑉𝑉𝑐𝑐,𝜃𝜃𝑐𝑐 ,𝑉𝑉𝑤𝑤,𝜃𝜃𝑤𝑤 ] 

Output  Energy consumption Various metrics, e.g., power or fuel 
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2.2 Ship energy performance model 
 
For energy-efficient voyage optimization, the ship model estimates the energy consumption for each 
feasible route or sub-route based on sailing speeds and environmental conditions encountered. There-
fore, the reliability of a ship’s energy performance model significantly impacts the optimization re-
sults. 
 
As outlined in the above voyage optimization procedures, the control variables [P, U] include the 
ship’s speed, and the performance model presented in this section is used to predict the energy cost 
for the given 𝒖𝒖 =  [𝑣𝑣,𝜃𝜃 ] under the weather w at location P. The general procedure follows proce-
dures given in Figure 2.2, to develop a ship performance model and estimate the energy cost, e.g., 
power and fuel consumption.  
 
Based on the ship’s speed through water V, by combining the ship’s characteristics and the encoun-
tered sea conditions, the total resistance RTotal is first obtained. The propulsion power Ps can then be 
calculated based on the effective power from the propeller against the resistance RTotal, engine con-
figurations, and propeller efficiencies. Then, the fuel cost Fc is obtained based on Ps and specific fuel 
oil consumption (SFOC), representing the efficiency of the ship engine. The following relationships 
between Fc, Ps, and SFOC generally applies: 
 

𝐹𝐹𝑐𝑐  =  𝑃𝑃𝑠𝑠  ×  𝑆𝑆𝐹𝐹𝑆𝑆𝐶𝐶   (2.6) 
 
To achieve the objective of minimum energy usage, the cost function can either be chosen to evaluate 
engine propulsion power, i.e., Ps, or the fuel consumption Fc. However, because of the hull-propul-
sion-engine coupling, the efficiencies of the engine, i.e. SFOC, are also significant for the final energy 
cost.  
 

 
Figure 2.2: General ship energy consumption estimation process. 
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SFOC represents the efficiency of the engine, and its value varies under different speeds or propulsion 
power. In the industry, the data of SFOC are calibrated through a series of engine tests, and the curve 
of SFOC with respect to the propulsion power Ps is derived through data analyses. The theoretical 
SFOC curve indicates the average SFOC within the measured time interval, but discrepancies can 
remain between the measured SFOC, and the theoretical values from manufacturers. Figure 2.3 shows 
an example of SFOC measurement data collected for the engine of a chemical tanker ship, which will 
be used as a case study ship introduced in Chapter 4. The SFOC accuracy can therefore be improved 
through better modelling of SFOC under various operational conditions.  
 
The concept of SFOC extends beyond fuel oil and applies to alternative fuels such as LNG (liquefied 
natural gas), methanol, and ammonia. The underlying principle remains the same, reflecting the en-
gine's efficiency in converting fuel energy into useful work. Engines using these alternative fuels can 
possess different SFOC values, owing to differences in energy densities and combustion properties, 
but the estimation process is similar. 
 
Thus, firstly, optimization based on power Ps may yield different results compared to using fuel Fc in 
the optimization process. Furthermore, they can both be modelled in various ways from exiting re-
search, such as empirical (Lang & Mao, 2020, 2021) and sing more advanced ML approaches (Lang 
et al., 2022, 2024). Additionally, SFOC varies under actual operational conditions, also potentially 
causing discrepancies in fuel estimation and affecting voyage optimization. Further investigation is 
needed to understand how they influence voyage optimization. 
 

 
Figure 2.3: The measurement data of SFOC under different propulsion powers. 

 
In this thesis, five models are formulated to estimate energy efficiency. Two metrics, i.e., fuel Fc and 
power Ps, are used to quantify energy cost or efficiency due to their common usage. They can both 
be modeled by various techniques, among which, the theoretical and data-driven modeling are two 
of the most widely used ones, as reviewed in Chapter 1.2.3. Thus, first for power consumption, a 
power WBM and a BBM are used. Further, theoretical and data-driven SFOC modeling are also 
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presented. These SFOC combining with power WBM and BBM respectively, it derives three fuel 
models, WBM, GBM, and BBM, as given in Table 2.2 and detailed in Figure 2.4. 
 

Table 2.2: Performance models used in the cost function. 
Category Model Speed-Power SFOC 

Power as cost 
Theoretical power (WBM) Theoretical - 
ML power (BBM) ML - 

Fuel as cost 
Theoretical fuel (WBM) Theoretical Theoretical 
ML power + Theoretical SFOC (GBM) ML Theoretical 
ML fuel (BBM) ML ML 

 

 
Figure 2.4: Performance models used in the cost function. 

 
 
2.3 Different energy performance models for voyage optimization 
 
In this chapter, five ship models are introduced in detail respectively, i.e., power WBM and BBM, 
and fuel WBM, GBM, and BBM. 
 
 
Theoretical power model – power WBM 
 
Since the propulsion power directly relates to the total work done by the engine, the first cost function 
aims to optimize the overall sailing cost by minimizing the propulsion power, i.e., it includes a speed-
power relationship. In this part, the ship performance model is developed by a conventional theoret-
ical approach as shown in Figure 2.2. 
 
Ocean current affects the ship by correcting its speed over ground, into speed through water (Lang & 
Mao, 2020). Starting from the speed over ground Vg, we need to first determine the ship's speed 
through water V. According to ISO 15016 (Ships, 2015), the superposition principle is applied to 
derive V from Vg and the speed of ocean current Vc: 
 

𝑉𝑉 =  𝑉𝑉𝑔𝑔 + 𝑉𝑉𝑐𝑐    (2.7) 
 
Then based on the encountered sea condition, and the ship’s characteristics, the total resistance RTotal 
is derived from adding calm water resistance RCalm, added wind resistances RWind, and wave resistance 
RWave:  
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𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  =  𝑅𝑅𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶  +  𝑅𝑅𝑊𝑊𝑖𝑖𝑛𝑛𝑊𝑊  +  𝑅𝑅𝑊𝑊𝑇𝑇𝑊𝑊𝑊𝑊  (2.8) 

 
The above forces are calculated based on (Lang & Mao, 2020, 2021) in this part. The total resistance 
RTotal is counteracted by the effective power from the engine and propellers to propel the ship forward 
under the speed through water V. The effective power multiplied by some efficiencies equals the 
propulsion power Ps. This means that the propulsion power Ps is the effective power adjusted by 
efficiencies, derived as follows:  
 

𝑃𝑃𝑠𝑠 =  𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 × 𝜂𝜂 × 𝑉𝑉   (2.9) 
 
where 𝜂𝜂 is the overall efficiency coefficient calculated based on (Holtrop & Mennen, 1982). It in-
cludes relative rotative efficiency, hull efficiency, propeller open water efficiency, and engine shaft 
efficiency. Eventually, the theoretical V – Ps relationship in Eq. (2.9) between the speed through water 
V to the propulsion power Ps is generally modelled as: 
 

𝑃𝑃𝑆𝑆 = 𝐹𝐹𝑊𝑊(𝒙𝒙), 𝒙𝒙 = {𝑉𝑉}   (2.10) 
 
 
ML power model -– power BBM 
 
Recent research and industry advancements have led to the development of ML models. Many ML 
techniques have been applied to describe the speed-power relationship of ships in existing research. 
Lang et al. (2022) conducted a comparison study of ML techniques in ship performance modeling, to 
find the one that can build models with the least performance prediction discrepancy, i.e., the error 
between the model output and the real measurement data. Methods including linear and polynomial 
regressions (LRs and PRs), generalized additive models (GAMs), ANNs, support vector regressions 
(SVRs), and XGBoost (Extreme Gradient Boosting) were developed and compared (Lang et al., 
2022). And the comparison result is in Figure 2.5, showing that the XGBoost technique demonstrates 
a discrepancy of no more than 3% in power prediction for around ten days of actual sailing. In contrast, 
other methods such as ANN, SVR, GAM, and statistical LR and PR, show discrepancies of around 
20-30% between the model predictions and actual measurements.  
 
Thus, this thesis develops a ML speed-power BBM following the workflow in Figure 2.6 using 
XGBoost technique. XGBoost is a powerful and advanced ML technique used for regression and 
classification problems (Chen & Guestrin, 2016). For model training, the output is the measured pro-
pulsion power Ps, while the input features include operational and environmental variables, detailed 
in Table 2.3. Those input features can be extracted from case study ship’s characteristics, and meas-
urements including ship operational data and metocean data from real sailings. The XGBoost model 
aims to establish the relationship FML(x) between input x and Ps, as given in the following Eq. (2.11). 
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𝑃𝑃𝑆𝑆 = 𝐹𝐹𝑀𝑀𝑀𝑀(𝒙𝒙), 𝒙𝒙 = {𝑉𝑉,𝑇𝑇,𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐻𝐻𝐻𝐻𝐻𝐻,𝐻𝐻𝑆𝑆,𝑇𝑇𝑍𝑍,𝐻𝐻𝑤𝑤𝑇𝑇𝑊𝑊𝑊𝑊 ,𝑈𝑈𝑤𝑤𝑖𝑖𝑛𝑛𝑊𝑊 ,𝑉𝑉𝑤𝑤𝑖𝑖𝑛𝑛𝑊𝑊} (2.11) 
 
Finally, the trained XGBoost model is integrated into the cost function of the voyage optimization 
algorithm, to evaluate propulsion power Ps for specific x associated with waypoints, and establish the 
minimized Ps for the given voyage.  
 

 
Figure 2.5: Comparison for a case study voyage in propulsion power prediction using different ML 

models (Lang et al., 2022). 
 

Table 2.3: Attributes used as input features and outputs for BBMs in (Lang et al., 2022). 
Class Description Attributes 

Input 

Speed through water [knots] V  
Mean draft [m] T  
Trim [m] Trim  
Heading [°] HDG  
Significant wave height [m] Hs  
Mean wave period [s] Tz  
Mean wave direction [°] Dwave  
Wind speed [m/s] Uwind, Vwind  

Output  Propulsion power [kW] Ps  
 

 
Figure 2.6: Workflow to derive BBMs for propulsion power prediction using ML algorithms (Lang 

et al., 2022). 
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Theoretical fuel model – fuel WBM 
 
Following Eq. (2.6), the cost function can also be formulated to directly optimize overall fuel cost Fc. 
In this part, a theoretical speed-fuel (V – Fc) relationship is established. As in Eq. (2.6), to obtain Fc 
with a propulsion power Ps, the associated SFOC coefficient is required. A lower SFOC means higher 
fuel efficiency, i.e., the same power with less fuel, and conversely, a higher SFOC indicates lower 
fuel efficiency. 
 
In this part, the cost function is further derived to calculate Fc. A theoretical cubic polynomial is first 
used to obtain SFOC from Ps, based on engine test data. The curve is shown in Figure 2.7, and denoted 
as: 
 

𝑆𝑆𝐹𝐹𝑆𝑆𝐶𝐶 =  𝐻𝐻𝑊𝑊(𝑥𝑥), 𝑥𝑥 =  𝑃𝑃𝑆𝑆   (2.12) 
 

Thus, the fuel cost Fc can be obtained using Eq. (2.6):  
 

𝐹𝐹𝐶𝐶 = 𝑃𝑃𝑆𝑆  × 𝐻𝐻𝑊𝑊(𝑃𝑃𝑆𝑆)   (2.13) 
 

Ps = FW(x) is modelled using the theoretical power WBM in Eq. (2.10), and put into the cubic curve 
𝐻𝐻𝑊𝑊(𝑃𝑃𝑆𝑆) to find the associated SFOC. This fuel WBM is then obtained: 
 

𝐹𝐹𝑐𝑐 = 𝐹𝐹𝑊𝑊(𝒙𝒙) × 𝐻𝐻𝑊𝑊(𝑃𝑃𝑆𝑆), 𝑃𝑃𝑆𝑆 =  𝐹𝐹𝑊𝑊(𝒙𝒙), 𝑥𝑥 = {𝑉𝑉}  (2.14) 
 

 
Figure 2.7: Theoretical polynomial SFOC curve used in this study. 

 
 
ML power with theoretical SFOC model – fuel GBM 
 
In the fuel GBM, the speed-power relationship is directly modelled using XGBoost method, i.e., the 
power BBM given in Eq. (2.11), and the associate SFOC coefficient remains the theoretical Ps– SFOC 
curve, i.e., Eq. (2.12). 
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As in Eq. (2.14), we replace the power WBM with the power BBM, and a fuel GBM is obtained: 
 

𝐹𝐹𝑐𝑐 = 𝐹𝐹𝑀𝑀𝑀𝑀(𝒙𝒙)  ×  𝐻𝐻𝑊𝑊(𝑃𝑃𝑆𝑆),  𝑃𝑃𝑆𝑆 =  𝐹𝐹𝑀𝑀𝑀𝑀(𝒙𝒙), 
𝑥𝑥 = {𝑉𝑉,𝑇𝑇,𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐻𝐻𝐻𝐻𝐻𝐻,𝐻𝐻𝑆𝑆,𝑇𝑇𝑍𝑍,𝐻𝐻𝑤𝑤𝑇𝑇𝑊𝑊𝑊𝑊 ,𝑈𝑈𝑤𝑤𝑖𝑖𝑛𝑛𝑊𝑊,𝑉𝑉𝑤𝑤𝑖𝑖𝑛𝑛𝑊𝑊}  (2.15) 

 
 
ML fuel model – fuel BBM 
 
Many factors affect an engine's SFOC, including its type, design, and operating conditions, etc. For 
a marine diesel engine, SFOC is greatly influenced by actual operational parameters, and interactions 
with ship resistance and propulsion systems. Real-world conditions often differ from test conditions, 
leading to deviations in SFOC values because of factors such as load variations, sea state, hull con-
dition (e.g., fouling, mechanical wear, and maintenance), and ambient temperature.  
 
Accurate SFOC estimation is crucial for fuel consumption modeling. Inaccurate SFOC values can 
result in sub-optimal optimization with more fuel usage and deviations from scheduled ETAs. Dy-
namic marine environments necessitate continuous engine adjustments, further complicating SFOC 
predictions. 
 
In this part, a data-driven SFOC model is developed based on the actual measurement data of 
SFOC, as presented in Figure 2.3: 
 

𝑆𝑆𝐹𝐹𝑆𝑆𝐶𝐶 =  𝐻𝐻𝑀𝑀𝑀𝑀(𝑥𝑥), 𝑥𝑥 =  𝑃𝑃𝑆𝑆   (2.16) 
 
Then, integrating with the XGBoost speed-power model in Eq. (2.11) following Eq. (2.6), a fuel 
BBM is presented as follows:  
 

𝐹𝐹𝑐𝑐 = 𝐹𝐹𝑀𝑀𝑀𝑀(𝒙𝒙)  ×  𝐻𝐻𝑀𝑀𝑀𝑀(𝑃𝑃𝑆𝑆), 𝑥𝑥 = {𝑉𝑉,𝑇𝑇,𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐻𝐻𝐻𝐻𝐻𝐻,𝐻𝐻𝑆𝑆,𝑇𝑇𝑍𝑍,𝐻𝐻𝑤𝑤𝑇𝑇𝑊𝑊𝑊𝑊 ,𝑈𝑈𝑤𝑤𝑖𝑖𝑛𝑛𝑊𝑊,𝑉𝑉𝑤𝑤𝑖𝑖𝑛𝑛𝑊𝑊} (2.17) 
 
This model can be used to compare with theoretical SFOC curves used in the fuel GBM given in 
Eq. (2.15), and investigate the impact of more accurate SFOC models on evaluating a ship’s energy 
performance during actual voyages. 
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3 Methods for Isochrone-based voyage optimization 
 
After constructing the ship energy cost model along with the cost function, we can integrate them 
into various optimization algorithms to achieve energy efficient objectives. In the following subsec-
tions, the original algorithm of Isochrone voyage optimization by Hagiwara (1989) is introduced, 
which is the focus and the foundation of this thesis. Five proposed improvement strategies follow, 
and the Isochrone-based predictive optimization algorithm is presented in the end.  
 
 
3.1 The process of Isochrone algorithms 
 
In the improved Isochrone method from Hagiwara (1989) (denoted as Isochrone method hereafter), 
the ship's speed is assumed to remain constant throughout the voyage, except for certain legs where 
adverse weather conditions may involuntarily affect the speed. The parameters that need to be defined 
before deployment are listed in Table 3.1, which will be introduced in the following algorithm process.  
 

Table 3.1: Parameters to initialize the Isochrone algorithm. 
Parameter Description 
∆t Sailing time between two adjacent time stages 

∆θ 
Change in heading angles between two consecutive sub-routes from each of the ‘opti-
mal’ waypoints at the current time stage. 

2m+1 Number of successor waypoints for each waypoint at the current stage 
2r Number of subsectors 
∆D Width of the searching limit within each local subsector 
 
Denote the departure location as P0 and the destination as Pf, following Eq. (2.1). The great circle 
(GC) route between P0 and Pf is chosen as the reference route, denoted as GCref. For each (ith) time 
stage, waypoints are given as 𝑷𝑷𝑖𝑖,𝑗𝑗𝑘𝑘 , and it is derived from the latest ((i-1) th) stage’s point Pi-1, k. Here, 

j in 𝑷𝑷𝑖𝑖,𝑗𝑗𝑘𝑘  means the jth new point generated from the waypoint Pi-1, k, where k refers to the kth pre-
reserved point at the (i-1) th isochrone {Pi-1}.  
 
The voyage is initially segmented into a sequence of time stages, i.e., Ti, where i = 0, 1, …, n, f, from 
P0 to Pf, as shown in Figure 3.1.T0 represents the departure time and Tf represents the required time 
of arrival of the voyage. 
 
Let a ship’s initial service speed be denoted by Vs:  
 

𝑉𝑉𝑠𝑠  = 𝐻𝐻 �𝑇𝑇𝑓𝑓 – 𝑇𝑇0�⁄  (3.1) 
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where D is the length of the reference great circle route GCref. The other inputs and outputs of the 
Isochrone algorithm are listed together in Table 3.2. 

 

 
Figure 3.1: Voyage division in different time stages in the Isochrone method. 

 
Table 3.2: Input features and output in the Isochrone algorithm. 

Class Description Attributes 

Input 

Parameters to be initialized In Table 3.1 
Departure waypoint  P0 = [𝑥𝑥0, 𝑦𝑦0,𝑇𝑇0] 
Destination waypoint  Pf = [𝑥𝑥𝑓𝑓 ,𝑦𝑦𝑓𝑓 ,𝑇𝑇𝑓𝑓] 
Service speed Vs 

Output  A series of waypoints consisting of the optimal voyage  P0, P1, P2, …, Pn, Pf 
 
Based on the above inputs and outputs, the process of the Isochrone voyage optimization is illustrated 
in Figure 3.2. The initial step is to generate the first isochrone {P1} starting from P0 (Figure 3.2(a)):  
 
At P0, head forward in the initial headings θ =θref ± j∙∆θ (j= 0, 1, …, m) using the GC route to find 
new points for {P1}. θref at this step is Cref at P0, and Cref is the initial course of GCref at P0. 
 
1) Verify the sailing constraints: 

a) Check if Vs can be achieved with the headings θ under the weather at P0. If not, adjust the 
speed Vs in accordance with engine limitations. 

b) Check for land-crossing, shallow water, no-go zones, etc. 
2) Proceed from P0 for ∆t hours, with headings θ  and speed V using the GC route. Waypoints of 

the first isochrone {P1}, i.e., {P1,k, k = 1, 2, …, 2m+1} are found. Link P0 to every P1,k with 
directions from P0 to {P1} using an edge/sub-route. 

 
The next step is navigating from each waypoint in {P1} following the same steps as above; potential 
waypoints {𝑷𝑷𝟐𝟐,𝒋𝒋

𝒌𝒌 , k = 1, 2, …, 2m+1, j = 1, 2, …, 2m+1} can also be obtained to opt for {P2}. To 
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prevent the exponential growth of waypoints and perform the selection, the sub-sector is introduced 
(Hagiwara, 1989), which comprises sub-areas distributed evenly around GCref. Thus, starting from 
{P1}, the voyage search is carried out as follows. 
 

 
(a) (b) 

 

 
(c) (d) 

Figure 3.2: Generation of waypoints in the Isochrone algorithm. 
 
1) Repeat the processes above as in Figure 3.2(a) at each (kth) waypoint P1, k. The reference head-

ing θref is the arrival course at P1,k from P0. Each P1, k leads to 2m+1 potential waypoints {𝑷𝑷𝟐𝟐,𝒋𝒋
𝒌𝒌 , 

j = 1, 2, …, 2m+1}. 
Sub-sectors are defined based on 2r+1 initial courses Cref ± k∙∆Si (k= 0, 1, …, r) of the GC route 
from P0, shown as grey lines in Figure 3.2(b). 

2) The increment ∆Si (i = 2, indicating the second time stage) is defined following (Hagiwara, 
1989): 
 

∆𝑆𝑆𝑖𝑖 = 𝑐𝑐 ∗ ∆𝐻𝐻 ⁄  𝑠𝑠𝑇𝑇𝑠𝑠 (𝑐𝑐 ∗ 𝑑𝑑𝑖𝑖), 𝑐𝑐 = 𝜋𝜋 ⁄  (60 ∗ 180)  (3.2) 
 

where di (i = 2) is the expected traveled distance equal to i*∆t*Vs (i = 2). 
Then, subsectors {Si,k} are given based on sub-areas between GC routes with adjacent initial 
headings, i.e., [Cref + (k-r-1) ∙∆Si, Cref + (k-r) ∙∆Si], (i =2, k =1, 2, …, 2r).  

3) In each (kth) sub-sector S2, k, identify the optimal waypoint P2, k with the optimum cost given by 
the cost function C in Eq. (2.5), shown as blue dots in Figure 3.2(c). 
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4) Only optimal waypoints {P2,k, k =1, 2, …, 2r} are pre-reserved. Connect by directed edges with 
its predecessor in {P1} respectively, as shown in Figure 3.2(d). The second isochrone {P2} is 
obtained. 

 
Repeatably, based on the isochrone {P2}, and follow the above steps in recursion: at the ith time stage, 
generate waypoints {𝑷𝑷𝒊𝒊,𝒋𝒋𝒌𝒌 , k = 1, 2, …, 2r, j = 1, 2, …, 2m+1}, and identify the isochrone {Pi,k, k =1, 

2, …, 2r} from {𝑷𝑷𝒊𝒊,𝒋𝒋𝒌𝒌 } using sub-sectors {Si,k}. New isochrones are generated in sequence, until the 
destination is reached.  
 
 
3.2 Strategies to improve Isochrone algorithms 
 
The Isochrone optimization method addresses the issue of unlimited waypoints, as discussed in Chap-
ter 1.2.2. Specifically, the number of candidate points at each time stage originally increases expo-
nentially. The Isochrone optimization method mitigates this issue by using subsectors to selectively 
choose waypoints. However, some shortcomings are still evident, e.g., sub-routes continuously widen 
as they extend, covering a vast search area. When approaching the endpoint, waypoints connect di-
rectly to the destination. This often results in routes with sharp turns near the destination, as shown 
in Figure 3.3. 
 

 
Figure 3.3: Routes generated using the Isochrone method featuring sharp turns near the destination. 
 
Clearly, most of those candidate routes with abrupt direction changes are not realistic as practical 
voyage. To solve the problem, five strategies to improve the Isochrone method are investigated in the 
following subchapters respectively, as summarized in Figure 3.4 and Table 3.3, to accomplish the 
following objectives: 
 

1) Remain computationally efficient,  
2) Avoid the route convergence problem in Figure 3.4,  
3) Improve the optimization performance and avoid local optimizations. 
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Table 3.3: Comparison of the optimization process for each improvement strategy. 

Modification 
First Half 
Voyage 

Second Half Voyage Final 
Stage Subsector Searching method 

Reversed subsectors 

Isochrone 
method 

Reversed 
subsectors 

Isochrone method 
∆ θ = ∆ θ 

∙10% 
Optimal subsectors Reserve suboptimal nodes 
Isochrone-A* Augmented heuristic function 
Power subsectors - Optimal power greedy search 
Isochrone-Dijkstra Dijkstra algorithm 

 

 
Figure 3.4: Improvement strategies of the Isochrone method. 

 
 
3.2.1 Reversed subsectors 
 
The sharp turns appear because, in the Isochrone method, the subsector is defined as a monotonically 
increasing function of sailing distance dn, thus it keeps expanding without decreasing. In this part, the 
subsectors in the late stages of a voyage are reformulated to resolve this problem.  
 
In the second half of the voyage, the distance from the departure P0 is calculated, i.e., di is replaced 
by the current distance to Pf (denoted as diS), which is then used to define the width of the following 
subsectors in the second half of a voyage: 
 

𝑑𝑑𝑖𝑖𝑆𝑆 = 𝑑𝑑𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 − 𝑑𝑑𝑖𝑖 ,∆S𝑖𝑖𝑆𝑆 = c∙∆D
sin(𝑐𝑐∙𝑊𝑊𝑖𝑖𝑖𝑖)   (3.3) 

 
where dtotal is the total distance from P0 to Pf. along the reference route. A symmetric subsector set is 
generated as shown in Figure 3.5, which reduces its range when approaching the endpoint. 
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The procedure for this improved method is given as follows, with a flowchart in Figure 3.6:  
 

 
Figure 3.5: Reversed subsectors generated during the second half voyage. 

 

 
Figure 3.6: Flowchart of Reversed subsector method. 

 
1) Conduct the steps in subchapter 3.1 for the voyage’s first half. If the distance between the 

current isochrone and Pf falls below 0.5* dtotal, use the reversed subsectors are used.  
2) From each waypoint at the current i th time stage, i.e., Pi,k, generate new waypoints for the 

(i+1) th time stage following headings Cni ± j∙∆θ (j=0, 1, …, m). Each Pi,k derives 2m+1 new 
points {𝑷𝑷𝑖𝑖+1,𝑗𝑗

𝑘𝑘 , j = 1, 2, …, 2m+1}. 
Cni denotes the initial course at the current waypoint Pi,k, along the GC route to Pf.  

3) Denote the reversed subsectors based on the back azimuth angles as Cinv ± k∙∆S(i+1) S (k= 0, 1, 
…, r), where Cinv is the azimuth angle of the back course at Pf, i.e., from Pf to P0 along GCref, 
and calculate ∆S(i+1) S using Eq. (3.3). 
2r reversed subsectors {S(i+1) S} are outlined by each pair of the adjacent back course heading 
angles, i.e., Cinv+(k-r-1) ∙∆S(i+1) S and Cinv+(k-r) ∙∆S(i+1) S (k =1, 2, …, 2r).  
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4) In each subsector of {S(i+1) S}, choose the minimum cost waypoint to form the isochrone {Pi+1} 
at the (i+1) th time stage. The waypoint selection criterion is the shortest distance to the desti-
nation, to avoid any detour leading to high fuel consumption. 

5) Repeat the above steps 1) - 4). If the current distance to Pf is less than 3∙∆t∙Vs, reduce ∆ θ to 
10% of its current value as the reverse subsectors are compact around Pf. 

6) When the current distance to Pf is less than ∆t∙Vs, connect waypoints to Pf. 
 
 
3.2.2 Optimal subsectors 
 
Constructing reversed subsectors, however, is found to cause the subsectors to become very narrow 
at late stages. Consequently, only a few isochrone waypoints that are locally optimal would be chosen 
in these compact subsectors. Therefore, generated sub-routes generated may all originate from these 
locally optimal waypoints. However, an ideal optimization algorithm should suggest candidate routes 
that cover sufficient sailing areas. 
 
The following method to define, optimal subsections, is proposed for the above problem, with a 
flowchart in Figure 3.7: 
 

 
Figure 3.7: Flowchart of Optimal subsector method. 

 
1) Generate the waypoint grid as in subchapter 3.1. The optimal waypoint is the closest to the 

destination. 
2) In the latter half of the voyage, define the number of nodes/waypoints in each subsector, in-

stead of only one in the first half. This value is set to three in the following case study. 
3) Restrict the number of successors that can be reserved for one predecessor, to prevent domi-

nance. This value is set to five in the case study. 
 



 

32 

 

3.2.3 Isochrone-A* method 
 
In addition to modifying the subsectors, another approach is to explore different criteria for selecting 
optimal waypoints in subsectors, i.e., changing cost functions. Currently, the selection criterium for 
the Isochrone voyage optimization methods is defined as either the shortest distance to the destination 
or the minimum fuel consumed at the current waypoints. That is, it considers only the past information 
of the voyage. This study investigates the inclusion of a heuristic term to account for future consid-
erations as well. 
 
This strategy relies on the concept of the A* algorithm, a widely used graph-searching and an in-
formed search algorithm. It introduces a cost function that includes both forward and backward cost 
estimation along the search routes: 
 

𝑓𝑓(𝑠𝑠) = 𝑔𝑔(𝑠𝑠) + ℎ(𝑠𝑠),   (3.4) 
 
where g(n) is the consumed cost from the departure, and h(n) is the heuristic term estimating the cost 
to reach the destination. The procedures are presented in the flowchart in Figure 3.8. The waypoint is 
generated by the same approach as subchapter 3.1, and the changes are made in the cost function:  
 

 
Figure 3.8: Flowchart of Isochrone-A* method. 

 
(1) In the first half of the voyage, conduct the same procedures as Reverse subsectors approach.  
(2) In the second half voyage, the cost f(n) is added with a heuristic term h(n): 

• g(n): the accumulative fuel consumption from departure. 
• h(n): the estimation of the fuel consumption to Pf, assuming a GC route from the cur-

rent position to Pf and taking into account weather changes at each time stage.  
• f(n): the estimated overall fuel consumption.  
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3.2.4 Power subsectors  
 
To avoid issues of local optimization for one predecessor in the latter half of the voyage, an alternative 
method is proposed, referred to as "power subsectors." This method selects the optimal point within 
the successors for each waypoint, ensuring that each preceding waypoint forms a feasible route to 
reach Pf. The approach can be implemented as follows, as illustrated in Figure 3.9. 
 

1) In the first half of the voyage, conduct the same procedures as Reverse subsectors approach.  
2) In the latter half, every waypoint proceeds towards Pf following the heading Cni ± j∙∆θ (j=0, 

1, …, m). Then, among 2m+1 successors, keep the point with the lowest fuel cost, and append 
it as the optimal one. Continue towards Pf.  

 

 
Figure 3.9: Flowchart of Power subsectors method. 

 
 
3.2.5 Isochrone-Dijkstra method 
 
In the Isochrone algorithm, waypoints are generated in a tree structure. Removing a waypoint leads 
to the removal of all its predecessors, thereby limiting the search for future alternatives. To address 
this issue, this approach implements Dijkstra’s algorithm for the second half of the voyage to ensure 
a reasonable search range, as shown in Figure 3.10. 
 
The Dijkstra method starts by initializing a static grid based on the sailing area, where edges are 
weighted according to the fuel cost of the corresponding sub-routes. Within this static grid, the Dijks-
tra algorithm can determine the lowest cost route between two waypoints by evaluating every possible 
route. This approach is executed following the flowchart in Figure 3.11:  
 

1) In the first half of the voyage, apply the same procedures apply.  
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2) In the second half, generate a static grid as in Figure 3.10. Obtain the waypoints in subsequent 
stages by translating the latest isochrone in the direction of the GCref towards Pf. 

3) Assign a cost for all sub-routes based on the estimated fuel cost. Apply the Dijkstra algorithm 
to find the lowest cost route, starting from each waypoint in the latest isochrone to Pf respec-
tively. 

4) This will yield several potential sailing routes. These candidate half-routes possess different 
ETAs as the distance varies in sub-routes, and sailing speed is constant. Choose the optimal 
route as the route with the closest ETA to the required arrival time.  

 

 
Figure 3.10: Static grid initialized at the latter half voyage for the Dijkstra algorithm. 

 

 
Figure 3.11: Flowchart of Isochrone-Dijkstra method. 

 
 
3.3 Isochrone-based predictive optimization  
 
This method is developed based on the above conducted research. Firstly, based on the investigation 
of ship models in Chapter 2, the model chosen in this method is a state-of-the-art GBM, which pre-
dicts the fuel consumption to evaluate the energy efficiency for ship sailings. This GBM will be 
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further introduced in detail in Chapter 4.3.1, the findings of comparing ship models will be presented 
in Chapter 4.1 and Chapter 5. Secondly, based on the comparisons of improving strategies, introduced 
in Chapter 3.2, the waypoint grid partition strategies in Chapter 3.2.1 and the refined cost function in 
Chapter 3.2.3 are combined, to prevent sharp route turnings and local optimizations. Finally, a pre-
dictive optimization approach is developed, leading to the Isochrone-based voyage predictive opti-
mization (IPO) algorithm, which improves performance in real-time multi-objective voyage optimi-
zation. 
 
 
Isochrones of the first half voyage in the IPO method 
 
The first phase of the IPO method proceeds as shown in Figure 3.2. The cost function C is defined to 
identify the waypoint nearest to Pf. The objective is to minimize the deviation from Pf at the initial 
stages of the voyage, as deviations can result in a much longer and more fuel-consuming route. 
 
 
Isochrones of the second half voyage in the IPO method 
 
When diS < 0.5D, the second half of the voyage search begins. At this stage, special attention needs 
to be given to two problems: 1) ensuring the convergence of the route towards Pf, and 2) avoiding 
local optimization. The reversed subsector is adopted for problem 1) following Figure 3.1, and pre-
dictive optimization is integrated to address problem 2), as shown in Figure 3.12. 
 

 
Figure 3.12: Flowchart of predictive optimization used in the IPO method. 

 
Similar to the Isochrone A* method in subchapter 3.2, the cost not only considers the local/partial 
cost of reaching a waypoint, but also predicts the future cost to reach Pf, which is incurred after 
choosing the waypoint. The cost function Cp is augmented with a heuristic term h (S):  
 

𝐶𝐶𝑝𝑝  =  ∫ 𝑗𝑗(𝑺𝑺)𝑑𝑑𝑑𝑑 𝑇𝑇𝑖𝑖
𝑇𝑇0

+ ℎ(𝑺𝑺)   (3.5) 
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where ∫ 𝑗𝑗(𝑺𝑺)𝑑𝑑𝑑𝑑 𝑇𝑇𝑛𝑛
𝑇𝑇0

accumulates the consumed fuel from P0 to Pi k, h (S) predicts the future fuel needed 

to reach Pf from Pi, k. This prediction relies on the ship model and weather forecasts, assuming the 
vessel adheres to the GC route and incorporates dynamic weather updates at each time stage. Conse-
quently, the cost Cp estimates the total fuel consumption from P0 to Pf. To avoid local optimization, 
as depicted in Figure 3.13, the predictive cost of each waypoint is considered, taking into account the 
dynamic effects of weather and distance. 
 

 
Figure 3.13: Example of a local optimized result giving overlapped candidate routes. 

 
The second half of the voyage search is outlined as follows, given the current(ith) isochrone: 
 

 
(a) (b) 

 
(c) (d) 

Figure 3.14: Generation of isochrones in the second half of the voyage using the IPO method. 
 
1) At current waypoint Pi,k (kth waypoint in the ith isochrone), follow the heading θ =θref_s ± j∙∆θ 

(j= 0, 1, …, m) and obtain the new waypoints for the next/(i+1) th stage.  
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θref_s is the initial course of the GC route from Pi,k to Pf. Each Pi,k generates 2m+1 new points 
{𝑷𝑷𝑖𝑖+1,𝑗𝑗

𝑘𝑘 , j = 1, 2, …, 2m+1} as in Figure 3.14(a).  
2) The reversed sub-sectors are indicated by 2r+1 GC routes with arrival courses Cinv(ref) ± 

k∙∆S(i+1) s (k= 0, 1, …, r) at Pf, as shown by the grey lines in Figure 3.14(b).  
Calculate ∆S(i+1) s with Eq. (3.3), and define the sub-sectors {S(i+1) s, k} as sub-areas between 
adjacent arrival headings at Pf, i.e., [Cinv(ref) + (k-r-1) ∙∆S(i+1) s, Cinv(ref)+ (k-r) ∙∆S(i+1) s], (k =1, 2, 
…, 2r).  

3) In each sub-sector S(i+1) s, k (kth sub-sector at (i+1) th time stage), choose the optimal point Pi+1, k 
as the least cost one, using the cost function Cp defined in Eq. (3.5), as shown by the blue dots 
in Figure 3.14(c). 

4) Connect each optimal points {Pi+1,k, k =1, 2, …, 2r} with its predecessor, as shown in Figure 
3.14 (d), obtaining the next/(i+1) th isochrone {Pi+1}. 

 
A feasible route set {R} is generated, with all candidate routes having comparable ETA. For each 
sub-route, fuel consumption is calculated based on the local weather conditions at the starting way-
point. The total fuel consumption is the sum of all sub-routes’ cost, i.e., a sequence from P0 to {P1}, 
{P1} to {P2}, …, {Pn} to Pf, as shown in Figure 3.15. The optimal solution R* has the lowest accu-
mulative fuel.   
 

 
Figure 3.15: Examples of the optimal route R*. 
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4 Results from appended papers 
 
Based on the presented methods in ship modelling and voyage optimization algorithm, this chapter 
summarizes the major findings and results of the methods, from appended Papers I-III respectively 
in the following subsections. 
 
The overall workflow for appended research papers I-III is illustrated in Figure 4.1. Using methods 
introduced in Chapter 2.3, Paper I investigates the sensitivity and impact of various ship energy cost 
models on the voyage optimization algorithm. Paper II proposes and compares five strategies to im-
prove the Isochrone method. Based on these findings, Paper III presents a predictive optimization 
method based on the Isochrone approach for enhancing energy efficiency in ship voyage planning 
and execution. The works included in this thesis are described in the red box in Figure 4.1. Future 
studies are presented in the green box, with details in Chapter 6.  
 

 
Figure 4.1: The outline of the research presented in this thesis. 
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Case studies are conducted for result validation in each of the appended papers, focusing on a chem-
ical tanker with full-scale measurements, operating in the North Atlantic. The ship specifications are 
detailed in Table 4.1. The ship’s operation is guided by a conventional voyage optimization system 
and the ship crews onboard. Its actual routes have been planned and chosen based on the crew’s 
experience, and the actual ship has certain voyage optimization capabilities.  
 
The study includes six voyages of the ship in 2015 and 2016 as shown in Figure 4.2. These voyages 
cover eastbound and westbound trips across winter and summer, encompassing a range of environ-
mental conditions such as calm, moderate, and severe sea states. Additionally, weather data, including 
wind, wave, and current, are necessary to describe sailing environments and estimate ship perfor-
mance. Historical meteorological and oceanographic data from 2015 and 2016 were retrieved in 2023 
from the ECMWF ERA-5 dataset for wind (speed and direction) and wave (height, direction, and 
period), and from Copernicus 2023 server (http://marine.copernicus.eu/) for current. 
 

Table 4.1: Principal particulars of the chemical tanker ship. 
Length  178.4 m Design draught 10.98 m 
Length  174.8 m Block coefficient 0.8005 
Beam  32.2 m Deadweight 50752 t 
Depth  17.0 m   

 

 
Figure 4.2: Actual case study voyages used in the thesis for validations. 

 
 
4.1 Summary of Paper I  
 
Paper I investigates the sensitivity of ship voyage optimizations to different energy cost functions 
derived from various modeling techniques. The chemical tanker with full-scale measurement data, as 
presented in Table 4.1, is used in the case study to examine the sensitivity of voyage optimizations 
regarding energy efficiency. The study employes different energy cost functions, i.e., total power or 
fuel consumption, built by different modeling techniques. The paper provides detailed insights into 
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using different energy cost functions and models, offering practical recommendations for the model 
used in voyage optimization.  
 
 
Results for westbound voyages 
 
Two westbound voyages, Voyage 2015.07.21and 2016.11.08 are studied. The optimized routes using 
different models are presented in Figure 4.3, with encountered weather (represented by significant 
wave height Hs) compared in Figure 4.4. The optimization results are summarized in Table 4.2, where 
the fuel consumption is given both in amount and the percentage of savings compared to the actual 
fuel cost. 
 

Table 4.2: Comparison of using different energy cost models. 

Category Models 
Fuel consumption [ton] 

Voy. 2016.11.08 Voy. 2015.07.21 
Amount % Amount % 

 Actual ship 177.9 - 178.5 - 

Power as cost 
Power WBM 163.1 8.4 178.0 0.3 
Power BBM 154.6 13.1 151.4 15.2 

Fuel as cost 
Fuel WBM 162.3 8.8 165.9 7.0 
Fuel GBM 154.3 13.3 151.3 15.2 
Fuel BBM 161.3 9.3 161.3 9.6 

 

 
Figure 4.3: Optimized routes using different energy cost models for Voyage 2015.07.21 (left) and 

2016.11.08 (right). 
 
The study evaluates fuel savings using five cost functions, two derived from empirical knowledge 
and three derived from ML techniques: ML speed-power, speed-fuel models, and ML SFOC model. 
In both two westbound voyage cases, these ML-based models show higher fuel reduction. Specifi-
cally, for the summer Voyage 2015.07.21 with more variable sea conditions, fuel consumption dif-
ferences are more pronounced compared to the calmer Voyage 2016.11.08: the empirical speed-
power model offers 0.3% fuel savings, whereas the speed-fuel model shows 7.0% savings. ML mod-
els yield approximately 13% and 15% fuel savings in both cases, though considering SFOC effects 
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adjusts these to around 9%. Routes derived from empirical models for optimizing power and fuel 
diverge significantly, often not overlapping. Notably, the speed-power empirical route in Figure 4.3 
takes a long detour, resulting in minimal savings (0.3%) due to local optimization prioritizing lower 
power over distance, and this route consequently encounters lower waves. Conversely, ML model 
routes are more consistent, closely overlapping and showing similar fuel savings and sea states. How-
ever, differences in fuel consumption estimates arise from including actual SFOC values, leading to 
varied savings. 
 

 
Figure 4.4: Encountered Hs using different energy cost models along Voyage 2015.07.21 (left) and 

2016.11.08 (right). 
 
 
Results for eastbound voyages 
 
Two east voyages, Voyage 2016.02.29 and 2016.05.23 are shown in this section. The optimized 
routes using different models are presented in Figure 4.5, with encountered weather (significant wave 
height Hs) compared in Figure 4.6. The optimization results are summarized in Table 4.3. 
 

Table 4.3: Comparison of using different energy cost models. 

Category Models 
Fuel consumption [ton] 

Voy. 2016.02.29 Voy. 2016.05.23 
Amount % Amount % 

 Actual Ship 174.8 - 174.2 - 

Power as cost 
Power WBM 152.0 13.0 152.0 12.7 
Power BBM 145.3 16.9 149.4 14.2 

Fuel as cost 
Fuel WBM 151.8 13.2 150.9 13.4 
Fuel GBM 143.7 17.8 149.2 14.4 
Fuel BBM 150.6 13.8 158.8 8.8 

 
In these two eastbound voyages, the fuel savings from the two empirical models (speed-power and 
speed-fuel) are both around 13%. Despite this similarity, differences in routes and encountered 
weather conditions are evident. The empirical models are less effective in improving energy 
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efficiency compared to ML cost functions, similar to the westbound cases. Using ML speed-power 
and speed-fuel models results in approximately 17% and 14% fuel reductions, respectively, for the 
two cases. These models consistently show close fuel savings but suggest different routes and en-
counter different environmental conditions, especially in Voyage 2016.02.29. Including SFOC cal-
culations with ML techniques in this voyage increases fuel reduction to 13.8% and suggests a com-
pletely different route, as shown in Figure 4.5. This is likely due to the significant environmental 
changes of Voyage 2016.02.29 affecting SFOC values, leading to varied optimization results. Con-
versely, in Voyage 2016.05.23, the ML SFOC model results do not show significant deviations, with 
sea conditions overlapping those of the ML speed-fuel model. Both eastbound voyages involve 
greater environmental changes than the westbound cases, highlighting more apparent deviations be-
tween optimizing for power versus fuel cost. 
 

 
Figure 4.5: Optimized routes using different energy cost models for Voyage 2016.02.29 (left) and 

2016.05.23 (right). 
 

 
Figure 4.6: Encountered Hs using different energy cost models along Voyage 2016.02.29 (left) and 

2016.05.23 (right). 
 
 
4.2 Summary of Paper II  
 
Various algorithms have been proposed for voyage planning to minimize fuel consumption and in-
crease punctuality, with the isochrone method being recognized for its efficiency. Paper II further 
enhances the isochrone method to address its limitations in multi-objective optimization and reliable 
route convergence. Five different improved methods described in Chapter 3.2 are compared to iden-
tify the most effective strategy for achieving practicality in real-time applications. The effectiveness 
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and efficiency of these five improved strategies are compared using data from four ocean-crossing 
voyages collected by the case study chemical tanker. 
 
To achieve optimal results, the parameters used in the Isochrone optimization algorithm should be 
well determined, with values listed in Table 4.4. It is found that the parameter ∆t can be set to divide 
the voyage into generally 20 time stages. Following this, ∆θ, m, ∆D, and r, are chosen based on the 
actual voyage range and the general sea state. As described in Chapter 3, the local search range for a 
waypoint is defined by m·∆θ, and the entire range of search area is restricted by r∙∆D. ∆θ and ∆D 
indicate the step sizes. For calm sea environments, such as in Voyages 2015.07.21 and 2016.05.23, 
sailing tends to follow the great circle route to minimize distance. Therefore, the search range can be 
set smaller. Conversely, for more variable conditions, such as in Voyages 2016.11.08 and 2016.02.29, 
the values can be set to allow a wider range search. 
 

Table 4.4: Parameters of modified Isochrone algorithm for the full case voyages. 
Voyage  ∆θ [°] m ∆t [h] ∆D k 
Voyage 20161108 0.8 10 8 9 10 
Voyage 20150721 0.3 15 7 5 15 
Voyage 20160229 0.5 30 8 6 30 
Voyage 20160523 0.2 10 8 6 10 

 
 
Results for westbound voyages 
 
Two westbound voyages, one Voyage 2016.11.08 (winter) and one Voyage 2015.07.21 (summer), 
are investigated in this section. The optimization results of fuel consumption, sailing time (ETA), and 
sailing distance are listed in Table 4.5, with the highlighted cells showing the most fuel reductions, 
and resulting voyages are presented in Figure 4.7.  
 
For Voyage 2015.07.21, all Isochrone-based optimization methods successfully reduced fuel con-
sumption compared to the actual route, achieving savings between 3.9% and 5.7%. In contrast, for 
Voyage 2016.11.08, certain modified Isochrone methods performed better, notably the Isochrone-A*, 
Power subsectors, and Isochrone-Dijkstra methods. Specifically, Isochrone-A* demonstrated the best 
performance with a 2.6% energy improvement. From these two westbound cases, the Isochrone-A* 
method provided the most energy-efficient route for voyage optimization. The original Isochrone 
method, however, did not perform well, resulting in the highest fuel consumption, longer sailing dis-
tances, and sharp turns near the destination in both cases, as shown in Figure 4.7. Additionally, the 
Optimal subsectors method behaved similarly to the Reversed subsectors method, with nearly iden-
tical routes and comparable fuel expenses in both cases. 
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Figure 4.7: Optimization for Voyage 2015.07.21 (left) and 2016.11.08 (right) by different methods. 
 

Table 4.5: Results from the modified Isochrone algorithms for the two westbound voyages. 

Optimization 
Methods 

Voyage 2016.11.08 Voyage 2015.07.21 

ETA 
[h] 

Fuel 
[ton] 

Dis. 
[km] 

Average 
Speed 
[knot] 

ETA 
[h] 

Fuel 
[ton] 

Dis. 
[km] 

Average 
Speed 
[knot] 

Actual Route 164.3 159.7 3877.5 12.8 139.8 177.7 3453.6 13.4 
Isochrone method 167.8 162.0 3896.1 12.5 142.4 170.8 3533.5 13.4 
Reversed subsectors 164.8 163.2 3807.2 12.5 139.8 168.5 3474.3 13.4 
Optimal subsectors 164.4 162.9 3798.5 12.5 139.8 168.5 3474.3 13.4 
Power subsectors 165.4 156.1 3840.7 12.5 139.9 168.3 3482.3 13.4 
Isochrone-A* 165.1 155.6 3836.1 12.5 140.0 167.5 3487.1 13.5 
Isochrone-Dijkstra 165.1 155.7 3834.3 12.5 140.0 168.7 3478.0 13.4 
 
 
Results for eastbound voyages 
 
Two westbound voyages, one Voyage 2016.11.08 in winter and one Voyage 2015.07.21 in summer, 
are investigated. The optimization results of fuel consumption, sailing time (ETA), and sailing dis-
tance are listed in Table 4.6, with the highlighted cells showing the most fuel reductions, and opti-
mized voyages presented in Figure 4.8. 
 
The chosen eastbound voyages encountered challenging sea conditions in the North Atlantic. The 
winter Voyage 2016.02.29 presents a journey through extremely rough weather, experiencing signif-
icant wave heights (Hs) of up to 9 meters. To avoid the storm, the actual route first headed slightly 
south of the GC route before turning back towards the destination. Conversely, the summer Voyage 
2016.05.23 faced more typical North Atlantic conditions with Hs reaching around 5 meters. Efficient 
voyage planning in such conditions is crucial, as fuel consumption can vary greatly. All proposed 
optimization methods showed considerable improvements in these two cases over the actual routes. 
For the winter Voyage 2016.02.29, Isochrone-A* achieved the highest fuel savings of approximately 
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9.0%. For the summer Voyage 2016.05.23, all methods resulted in similar fuel consumption, with 
Isochrone-A* again leading in savings at 3.8%. Notably, only the original Isochrone method resulted 
in higher fuel consumption than the actual route. 
 

 
Figure 4.8: Optimization for Voyage 2016.02.29 (left) and 2016.05.23 (right) by different methods. 
 

Table 4.6: Results of the modified Isochrone algorithms for the two eastbound voyages. 

Optimization 
Methods 

Voyage 2016.02.29 Voyage 2016.05.23 

ETA 
[h] 

Fuel 
[ton] 

Dis. 
[km] 

Average 
Speed 
[knots] 

ETA 
[h] 

Fuel 
[ton] 

Dis. 
[km] 

Average 
Speed 
[knots] 

Actual Route 159.0 171.5 3624.9 12.3 144.5 156.2 3476.8 13.0 
Isochrone method 161.7 164.2 3539.0 11.8 152.3 156.8 3628.8 12.9 
Reversed subsectors 159.6 164.6 3450.0 11.7 146.6 151.7 3484.9 12.8 
Optimal subsectors 161.4 168.5 3465.6 11.6 146.6 151.1 3491.2 12.9 
Power subsectors 159.6 158.9 3549.4 12.0 146.4 151.0 3481.7 12.8 
Isochrone-A* 159.9 156.1 3586.5 12.1 145.8 150.2 3479.3 12.9 
Isochrone-Dijkstra 159.9 162.6 3453.1 11.7 146.5 151.2 3483.6 12.8 
 
 
4.3 Summary of Paper III  
 
Based on the measures discussed in Paper I and II, Paper III presents the Isochrone-based Predictive 
Optimization (IPO) approach, which exhibits improved and resilient performance in real-time, multi-
objective voyage optimization. Unlike conventional Isochrone and graph search techniques, this 
method avoids unrealistic routes with sudden turns. The IPO approach proposes energy-efficient path-
ways across various sailing conditions while adhering to timeliness requirements. It is computation-
ally efficient, enabling real-time updates and adjustments during the voyage to accommodate chang-
ing conditions. The efficiency and effectiveness of the IPO method are demonstrated through the six 
case study voyages in Figure 4.2 from the chemical tanker in Chapter 4. The results are further 
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compared with other widely used voyage optimization methods, highlighting the capability of the 
IPO method in providing energy-efficient and punctual voyage optimization solutions. 
 
 
4.3.1 Physics-informed ML performance model 
 
The ship model employed in this study is derived from the research conducted by (Lang et al., 2024). 
As discussed in Paper I, the energy cost function is crucial as they guide decision-making for optimi-
zation algorithm. A dependable ship model that accurately forecasts the vessel's performance at sea 
ensures that the voyage optimization results are trustworthy for practical use. 
 
Otherwise, the optimization could lead to distorted and unreliable results during actual sailing. In 
Paper III, a state-of-the-art grey-box model (GBM) constructed using a novel physics-informed ma-
chine learning approach is employed, which predicts fuel consumption based on the sailing speed of 
ocean-crossing ships.  
 
A GBM combines the physical principles of WBMs with the data-driven inferences of BBMs, offer-
ing higher accuracy, improved interpretability and extrapolation capability. This avoids the unrea-
sonable results sometimes produced by BBMs. In this GBM, a BBM and a physics-informed neural 
network (PINNs) model are integrated to describe the relationship between the speed over ground 
(Vg) and the ship's power (Ps). First, the reduction in the ship's speed (ΔV) from Vg is estimated via a 
BBM, using data related to operations and environmental conditions, and obtaining the speed through 
water (V) where V = Vg + ΔV. Using V, Ps is predicted through the PINNs model, achieving accurate 
predictions of engine power needed to achieve the expected speed (Vg). Furthermore, actual variation 
of SFOC is also included to predict more precise fuel costs. 
 
The model assumes the ship is fully loaded with the same draft throughout the voyage. Using a spe-
cific speed-fuel model and a reference route, the IPO method can be applied to optimize voyages for 
various types of ships and trades, extending beyond the chemical tanker originally utilized. 
 
 
4.3.2 Results of the voyage optimization 
 
In addition to the actual voyages, the four optimization methods detailed in Table 4.7 are also used 
for comparison with the proposed IPO method. These comparisons highlight the IPO method's prac-
tical applicability for real-time voyage optimization across different methods and scenarios. 
 
GC routing is a traditional manual navigation method used in industrial practice. It follows the short-
est GC route as a fixed path and divides the route into several time stages based on ETA. The speed 
of the sub-routes can be adjusted according to local sea conditions to ensure punctuality. It serves as 
a baseline to verify the practicality of the proposed method for real operations. MI (modified 
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Isochrone) is where the proposed IPO method derived from, allowing for a comparison to demonstrate 
IPO's improvements. The 2D Dijkstra algorithm (2DDA) is a widely used method known for its op-
timization capability and generalization, and the 3D Dijkstra algorithm (3DDA) is an enhanced ver-
sion of 2DDA that includes speed optimization. They can provide a standard for comparison outside 
of Isochrone types. 
 

Table 4.7: Four voyage optimization methods used in the comparison. 
Method Description Reference 
GC Traditional GC routing - 
MI Modified Isochrone method (Hagiwara, 1989)  
2DDA Conventional 2D Dijkstra algorithm (Dijkstra, 1959) 
3DDA 3D Dijkstra algorithm (Wang et al., 2019)  

 
To ensure optimal performance, each method must define a grid. The MI method uses the same pa-
rameters as the proposed IPO method for consistency. GC Routing involves testing different speeds 
within a specified range to accurately meet the ETA, accounting for unintended speed reductions. 
The number of speed trials is aligned with the number of candidate routes used by the IPO method. 
Both 2DDA and 3DDA require discretizing the sailing area into a fixed grid, with the grids set to 
have the same number of time stages as those used in the IPO method. 
 
 
Results for westbound voyages 
 
In the North Atlantic, storms driven by the prevailing westerlies generally move from west to east, 
resulting in ships facing more head-on waves on westbound voyages. This makes westbound naviga-
tion more challenging and fuel-intensive, necessitating careful planning to improve efficiency and 
safety. This paper investigates three westbound voyage cases: one in winter and two in summer. The 
optimization results are summarized in Table 4.8, with ETA, fuel consumption, sailing distance, av-
erage speed, and runtime for each voyage. The actual voyage is highlighted in grey, and the proposed 
method’s result is highlighted in green. The optimized routes generated by each method are illustrated 
in Figure 4.9. 
 
For Voyage 2015.07.21, 2DDA and 3DDA show the least fuel consumption but with 7-hour and 2-
hour arrival delays respectively. Considering punctuality, the IPO method achieves the most signifi-
cant fuel reduction at 7.3%. For Voyage 2016.07.19, IPO and 3DDA closely result in the largest 
reductions at 3.0% with accurate ETAs. For Voyage 2016.11.08, IPO and 2DDA provide the most 
fuel savings at around 3.0%, and 2DDA again fails to meet the ETA.  
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Figure 4.9: Optimized voyages for three westbound cases. 

 
In summary, across the three voyages, IPO consistently delivers the most energy-efficient routes with 
on-time arrivals. Although IPO and 3DDA result in similar fuel cost, the IPO method operates roughly 
90 times faster than 3DDA and twice as fast as 2DDA in terms of runtime. Although 2DDA can offer 
considerable fuel savings, it frequently fails to guarantee the ETA and often suggests longer sailing 
routes. GC routing does not demonstrate significant improvements in energy efficiency compared to 
the actual routes, and the MI method also does not perform well, showing similar fuel consumption 
to the actual routes with abrupt turns near the destination in all three cases, as depicted in Figure 4.9. 
 

Table 4.8: Result of the three westbound voyages. 
Voyage Category ETA 

[h] 
Fuel 
[ton] 

Dis. 
[km] 

Ave. 
Speed 

[knots/h] 

Runtime 
[s] 

2015.07.21 

Actual route 139.8 180.6 3453.6 13.3 - 
GC 138.7 180.8 3452.4 13.4 5 
MI 142.4 170.7 3533.5 13.4 25 
2DDA 146.5 161.6 3660.9 13.5 80 
3DDA 142.0 165.9 3462.1 13.2 3432 
IPO 140.0 167.5 3487.1 13.5 40 

2016.07.19 

Actual route 168.8 141.4 3780.3 12.1 - 
GC 168.5 139.7 3741.8 12.0 4 
MI 168.8 139.5 3783.1 12.1 28 
2DDA 173.4 136.3 3852.4 12.0 76 
3DDA 168.5 137.2 3765.8 12.1 4189 
IPO 168.8 137.4 3749.8 12.0 45 

2016.11.08 

Actual route 164.3 160.2 3877.5 12.7 - 
GC 163.8 164.1 3789.3 12.5 5 
MI 167.8 162.0 3896.1 12.5 30 
2DDA 172.5 154.2 4024.3 12.6 100 
3DDA 164.0 162.4 3838.4 12.6 4921 
IPO 165.1 155.6 3836.1 12.5 48 
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Results for eastbound voyages 
 
Eastbound voyages may benefit from the prevailing westerlies, which can boost speed, but the North 
Atlantic's seasonal variability, particularly rough winter weather, still increases the likelihood of en-
countering storms. This section details the optimization for one eastbound winter case and two east-
bound summer cases, with results shown in Table 4.9. The actual voyage is highlighted in grey, and 
the proposed method’s result is highlighted in green. The optimized routes are illustrated in Figure 
4.10.  
 

 
Figure 4.10: Optimized voyages for three eastbound cases. 

 
Table 4.9: Result of the three eastbound voyages. 

Voyage Category ETA 
[h] 

Fuel 
[ton] 

Dis. 
[km] 

Ave. 
Speed 

[knots/h] 

Runtime 
[s] 

2015.05.23 

Actual route 162.5 139.8 3749.2 12.5 - 
GC 162.4 136.6 3746.6 12.5 4 
MI 162.6 137.6 3764.9 12.5 22 
2DDA 162.6 136.7 3758.7 12.5 70 
3DDA 162.5 136.0 3746.6 12.5 2995 
IPO 162.5 136.0 3749.5 12.5 36 

2016.02.29 

Actual route 159.0 170.8 3624.9 12.3 - 
GC 159.1 166.8 3374.0 11.5 6 
MI 161.7 164.2 3539.0 11.8 36 
2DDA 161.2 153.2 3589.7 12.0 111 
3DDA 159.0 151.8 3519.6 12.0 6458 
IPO 159.9 156.1 3586.5 12.1 56 

2016.05.23 

Actual route 144.5 153.7 3476.8 13.0 - 
GC 150.0 155.3 3476.7 13.0 6 
MI 152.2 154.8 3628.8 12.9 24 
2DDA 145.7 150.4 3476.7 12.9 91 
3DDA 144.5 150.8 3482.7 13.0 3660 
IPO 144.8 150.2 3479.3 12.9 41 
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These voyages face diverse sailing conditions. The winter voyage encounters severe weather, with 
significant wave heights (Hs) exceeding 9 meters. The summer voyages are calmer, with waves peak-
ing around 5 meters, similar to the westbound voyages. Effective optimization is crucial for such 
eastbound sailings to prevent inefficiencies that could have serious consequences.  
 
For the winter Voyage 2016.02.29, IPO and 3DDA achieve significant fuel reductions of 8.6% and 
11.1%, respectively, while maintaining punctuality. For the summer Voyages 2015.05.23 and 
2016.05.23, where sea conditions are relatively moderate, optimization results for each method are 
relatively close, with IPO and 3DDA achieving the lowest fuel costs at around 3%.  
 
Details of Voyage 2016.02.29 are further shown in Figure 4.11 as it involves a dramatic environmen-
tal change. Throughout this voyage, two storms approach the ship’s navigation area, as shown by the 
two peaks in Figure 4.11. The first storm is located near longitude -35°W, and the second near -25°W. 
The optimized routes diverge to avoid the first storm (Figure 4.10). The MI route deviates north and 
encounters lower waves during the first storm, while the other routes, including the actual one, head 
south and face higher impacts. However, in the second storm, the other routes effectively bypass the 
storm's main impact, maintaining lower engine power (shown in Figure 4.11). Still, MI requires 
higher power to avoid the first storm and during the second storm, eventually turning significantly 
towards the destination to compensate for the detour, resulting in impracticality and time delays.  
 

 
Figure 4.11: Propulsion power and encountered Hs during Voyage 2016.02.29. 

 
Figure 4.12 illustrates the dynamic progression of encountering the second storm. The storm appears 
to the south, ahead of the four routes that initially head south, and then moves northward and 
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intensifies, coinciding with MI and GC routes. IPO, 2DDA, 3DDA, and the actual route narrowly 
miss the storm's center, making MI and GC less efficient. The maneuvers required by the actual route 
led to increased distance and speed, significantly affected by the first storm. Despite attempts to avoid 
both storms, this route does not achieve fuel savings given by 3DDA and IPO.  
 
Overall, IPO demonstrates improved performance compared to MI, and shows the best optimization 
capability among the 2D methods, comparable to 3DDA. Computational efficiency varies, especially 
for Voyage 2016.02.29, which involves dramatic weather changes and requires a denser grid for a 
wider search space, increasing the computational load. Despite this, IPO is generally 80 to 100 times 
faster than 3DDA and twice as fast as 2DDA. 
 

 
Figure 4.12: Voyage evolution with Hs during Voyage 2016.02.29. 
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5 Conclusions  
 
The development and implementation of voyage optimization systems are essential for the future of 
autonomous shipping, aligning with both the academia’s and industry’s goals of sustainability and 
energy efficiency. This thesis addresses the critical issue of energy-efficient real-time voyage opti-
mization, by proposing an effective and efficient Isochrone-based optimization algorithm. To achieve 
this objective, three stepwise goals were formulated: 1) Identify the sensitivity of voyage optimiza-
tions to different ship performance models, and determine the reliable ship model to be used in voyage 
optimization. 2) Propose several strategies to improve the Isochrone method for energy efficient real-
time voyage optimization, and investigate the most effective strategy. 3) Combing the above findings, 
propose the Isochrone-based algorithm that addresses voyage optimization problem to optimize en-
ergy efficiency and ensure an accurate ETA for the given voyage under diverse sailing conditions. 
The optimized routes should be smooth for operation, and computation is efficient with runtime 
within 1 minute, allowing for both voyage planning and real-time execution usage. 
 
 
Sensitivity of voyage optimizations to different ship performance models 
 
To achieve this goal, Paper I appended in the thesis first investigates the sensitivity of optimization 
algorithm to various ship energy cost models. It is found that, firstly, voyage optimization is very 
sensitive to ship models, with differences in energy cost savings reaching up to 10%. Secondly, ML 
ship models behave stably across different sailing conditions, while theoretical ship models lead to 
more varied optimization results. Harsher sea conditions with more environmental changes can ex-
acerbate these deviations. Finally, including actual variations of SFOC through using a GBM also 
impacts optimization performance, with 6% to 8% differences in energy cost savings. Thus, it can be 
concluded that, voyage optimization is very sensitive to ship models; and a GBM, which utilizes ML 
techniques while considering the actual SFOC variation could be a reliable model for voyage optimi-
zation.  
 
 
Strategies to improve the Isochrone method 
 
In Paper II, a traditional voyage optimization method, Isochrone algorithm, is improved as its com-
putational efficiency has been demonstrated by industrial practice. Five strategies are proposed to 
address the drawbacks of the Isochrone method, specifically, i) resolve the occurrence of irregular 
routes, ii) improve optimization capability to avoid local optimization, iii) remain computational ef-
ficient, which is within 1 minute. The results are compared using case study voyages of a chemical 
tanker with full-scale measurements. It is found that, all five improvement strategies can lead to an 
improved capability in energy-efficient voyage optimization compared to the Isochrone method. 
Among these, one strategy, named Isochrone-A*, is the most effective solution. It can provide smooth 



 

54 

 

operational routes while also suggesting the most fuel-efficient voyages, offering average fuel savings 
of 4% to 5% and ensuring on-time arrival. Additionally, it maintains computational efficiency, with 
a runtime of under 1 minute. 
 
 
Propose the Isochrone-based algorithm for energy efficient real-time voyage optimization 
 
In Paper III, based on both findings from Paper I and Paper II, an Isochrone-based predictive optimi-
zation (IPO) algorithm is proposed for energy efficient ship voyage planning and execution. Firstly, 
a state-of-the-art ship performance GBM which considers actual SFOC effects, is used to provide 
reliable performance predictions under diverse sea states. Secondly, based on Isochrone A* strategy, 
two improvements are introduced to enhance the Isochrone method: the waypoint grid is refined to 
smooth the route, and predictive optimization is further introduced by refining the cost function to 
avoid local optima. Its performance is validated through six case study voyages of a chemical tanker, 
and also compared with four established voyage optimization techniques using full-scale data. The 
analysis demonstrates that the IPO method provides smoother voyages with more gradual turns, re-
sulting in an average reduction of 5% in fuel consumption across all voyage cases, and with a runtime 
of approximately 40 seconds, making real-time adjustment to dynamic sailing conditions possible. 
Other voyage optimizations techniques included for comparison, either show no fuel savings or less 
than 5%, or their computational time is at least 2 times longer. 
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6 Future work 
 
The research focuses on developing real-time voyage optimization algorithms to support autonomous 
and intelligent navigation. The current work primarily addresses the real-time voyage optimization 
problem for seagoing vessels in open sea sailing conditions, considering their transportation needs 
such as energy efficiency and on-time arrivals. However, based on assumptions and limitations dis-
cussed in Chapter 1.3, there are other challenges that need investigations.  
 
 
Collision avoidance in short sea shipping 
 
Real-time autonomous navigation is crucial not only for ocean-crossing shipping but also for coastal 
and short sea shipping. Specifically, because of the more dynamic environmental changes such as 
varying terrains and traffic conditions, the real-time capability is even more significant and valuable 
for short sea shipping navigation.  
 
As the research has proposed the IPO, which has demonstrated real-time and adaptive capabilities, 
the IPO method also shows potential and possibility to be applied in short sea navigation and voyage 
optimization. In such scenarios, voyage execution becomes even more challenging, therefore can 
benefit greatly from real-time voyage optimizations.  
 
However, implementation scenarios change in short sea navigation, thereby altering objectives and 
constraints accordingly. For example, waypoint generation needs to consider terrains, which restricts 
the feasible search area. Operational safety becomes the top priority because of increased interactions 
between other ships, making collision-free voyages essential. Since substantial traffic flows involving 
numerous ships could occur, collision avoidance must comply with international regulations such as 
the well-known International Regulations for Preventing Collisions at Sea (COLREGs) published by 
the IMO (IMO, 1972), or other reginal waterway regulations defined by local authorities, such as the 
Netherlands’ inland navigation police regulations (BPR, 2017) and Central commission for the navi-
gation of the Rhine (CCNR, 2023) for Rhine River. 
 
In addition to regulation compliance, evaluating the collision risk with other ships is necessary to 
achieve the safest route. Thus, ship domain and safety models are also needed. Furthermore, energy 
efficiency and on-time arrivals remain important objectives. Therefore, optimization in short sea ship-
ping requires specific considerations such as land-crossing and shallow water avoidance, collision 
avoidance, traffic regulations compliance, and collision risk assessment based on ship domain and 
ship safety models, etc. This comprehensive approach could effectively address the unique challenges 
of short sea navigation. 
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Investigate the effectiveness of using ML techniques in real-time collision avoidance navigation 
 
As more components are integrated into a comprehensive navigation system for applications, optimi-
zation challenges can escalate in scale and complexity. The algorithm's strengths in areas like big 
data classification, online execution, and dynamic adaptive optimization will prove advantageous. 
Consequently, deploying advanced optimization algorithms could also yield superior optimization 
outcomes and achieve rapid computational speeds in such scenarios. Notably, the application of ad-
vanced techniques such as hybrid heuristics (Atyabi & Powers, 2013), metaheuristics (Singh et al., 
2022), and hyper-heuristics (Singh & Pillay, 2022), along with adaptive(Chen & Tan, 2023), self-
adaptive, and machine learning algorithms, has shown promising results in fields including transpor-
tation (Dulebenets, 2021), online scheduling (Dulebenets, 2021), and multi-objective optimization 
(Sekkal & Belkaid, 2023). Future research can also explore their potential in the complex and chal-
lenging collision avoidance voyage optimization, or consider their integration into the proposed 
method to enhance its performance in short sea and inland shipping. 
 
 
Integrate ship models in confined waterways 
 
The cost function also needs to include ship models which are adapted to suit short sea and coastal 
shipping. Compared to seagoing vessels, these ship models must account for specific effects, e.g., the 
bank effect or maneuverability in areas close to shore, etc. Additionally, the cost function can also 
include evaluation of the energy cost for short sea and coastal sailings. This tailors the cost function 
to the unique conditions of short sea navigation to provide accurate and efficient voyage optimization. 
The study of ship models for inland and coastal shipping is also a popular field with ongoing research. 
Due to the various unique conditions that differ from those in open sea environments, they need to be 
specifically considered in inland and coastal shipping models. Therefore, similar to research con-
ducted for open sea sailing in this thesis, it can also be important to investigate which types of models 
are effective for optimization in these contexts. 
 
 
Real case study and validation 
 
The behavior of traffic ships can be unpredictable with constantly changing trajectories, as their future 
movements may not be strongly correlated with their previous ones, due to varying operational tasks 
and conditions. Therefore, simulations may not fully capture the complexity of real traffic situations. 
Consequently, validating the algorithm based on real traffic data is necessary to demonstrate its ef-
fectiveness, especially for voyage execution phase. 
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