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Abstract
Context: Trees and graphs are fundamental data structures that are extensively
utilized for modelling relationships and facilitating efficient data organization and
retrieval. In research, these structures underpin a wide variety of algorithms and
theories, especially in fields like Artificial Intelligence (AI), where they are crucial
for understanding and optimizing learning processes. In real-world applications,
trees and graphs have profound impacts. For instance, trees are at the heart of
decision-making processes, from simple decision trees in machine learning to complex
game trees in AI strategies for games like chess. Graphs, on the other hand, are vital
in networking, whether in social networks, neural networks, or logistical networks,
helping to map and optimize connections and flows. The versatility of these structures
in modelling complex systems makes them indispensable in both theoretical research
and practical applications, impacting industries from technology to transportation
and beyond. This dual significance not only underscores the theoretical importance
of our study but also enhances its applicability in solving real-world problems.

Problem: The main issue is that regression for trees and graphs is still not well
explored in the literature. Many real-world problems for trees and graphs involve
regressions, like predicting drug efficacy for molecular drugs or evolutionary outcomes
for evolutionary biology trees.

Goal: In this thesis, we aim to enhance the regression analysis by proposing and
utilising AI models on trees and graphs.

Solution Approaches: To that aim, we analysed the behaviour of different
Tree-Based Neural Networks (TBNNs). Thus, Graph Neural Networks (GNNs),
Tree-Convolutional Neural Networks (TreeCNN), path-based attention models, and
transformer-based models are used. Then, we enhanced the behaviour of the
transformer-based model by proposing our dual transformer based on cross at-
tention as a model-centric AI approach to have a better representation. Then, we
enhanced the regression analysis by focusing on data instead of the model. Thus,
data-centric AI is used to augment the tree by adding more edges to represent more
information. In this way, the augmented tree is converted into graphs, and then the
same GNN models used in the previous analytical framework have better regression
prediction by having a richer representation. Then, through data-centric AI, we
improve the data by acquiring better labelling through interactive learning. Thus,
we defined a unified active learning framework for labelling graphs for regression
tasks. Through this framework, we select informative, representative, and diverse
batches of samples for labelling.

Results: The results show that the effective TBNN models for classification tasks
fail to generalise for regression tasks. Thus, our proposed model outperforms all other
TBNN models as well as GNN models through different settings and experiments.
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Moreover, The same GNN models used in the tree setting achieve higher Pearson
correlation scores when we augment the tree and convert it into a graph, which shows
that adding more information improves the prediction. Our results also show that
the active learning framework can provide efficient query strategies for labelling the
regression value on the entire graph level.

Keywords: Graph Neural Networks (GNNs), Active Learning, Tree-Based Neural
Networks (TBNNs), Tree-Convolutional Neural Networks (TreeCNN), Transformers,
Model-Centric AI, Data-Centric AI, Neural Tangent Kernel (NTK)
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Introductory chapters





Chapter 1

Introduction

Graphs and trees are fundamental data structures that play a critical role in vari-
ous applications within artificial intelligence (AI). These structures enable efficient
organization, modelling, and retrieval of complex data, forming the backbone of
numerous algorithms and theoretical frameworks essential for advancing AI. Trees
are pivotal in decision-making processes, including applications such as biological
taxonomies (Cramer et al. 2020; Adams and Collyer 2019), genealogical trees (Suissa
et al. 2023; He et al. 2021), genetic information (Whitehouse et al. 2024) and game
trees used in AI strategies for games like chess and Go (Sironi 2019; Thangaramya
et al. 2024). Conversely, graphs are indispensable in a multitude of networking
contexts, encompassing social networks (Min et al. 2021; Jain et al. 2023), molecular
structures in drug discovery (Ye et al. 2022; Bongini et al. 2021), and road networks
for optimizing transportation logistics (Åkerblom et al. 2023; Ren et al. 2019).

However, regression analysis is still poorly explored for tree and graph data
structures. Thus, we will enhance the regression analysis for trees and graphs i) from
the model perspective by improving the capability of the model in predicting scalar
values with a low margin of error ii) and from data perspectives by improving the
quality of data representation as well as gaining more labelled data.

Through that aim, we first explore tree regression models by building an analytical
framework for regression analysis using the existing tree-based models in the litera-
ture. These models are graph-based (Talak et al. 2021), convolutional-based (Roy
et al. 2020), path-based attention (Peng et al. 2021) and sequential-based tree trans-
formers (Sun et al. 2020). However, all these models are used for classification but
not for regression. When we put these models in the context of regression, they tend
to have poor efficiency despite their remarkable performance in the classification
tasks. This indicates the models’ weakness in exploring an unlimited number of
prediction options, as in predicting scalar values of regression. To handle this gap,
we follow the model-centric AI (Hamid 2022) by enhancing the behaviour of the tree
transformer model by adding more components that manipulate the extra context
of information alongside cross-attention (H. Lin et al. 2022), which leads to a way
better efficiency and make our model performs remarkably better than all other
models.

Enhancing data quality can improve regression analysis for trees, either by

3



4

improving the representation to have a richer representation that can help the model
to detect more patterns from the data, and that can be done by following data-centric
AI (P. Samoaa 2023) or by enhancing the quality of the labels through the usage of
active learning (Settles 2009).

Throughout data-centric AI, we move from trees to graphs to enhance the
regression analysis by augmenting the tree with more edges that describe more
information. By augmenting the tree, the tree is then converted into a graph, which
is a richer representation. The augmentation strategy can be different according to
the domain and case study. Thus, we augment the tree for a specific case study
in the thesis. The GNN models are then applied to the resulting graphs for a
better regression prediction. We observe a remarkable improvement in the behaviour
of GNN models in the augmented trees compared to the original trees before the
augmentation.

Conversely, the data-hungry problem, characterized by insufficiency and low-
quality data, poses obstacles for deep learning models (Bi et al. 2023). Thus, based
on the generated graphs from the augmented trees, we aim to address the quality
issue of the data, which is the lack of labelled data. For data-hungry models like
GNNs, the more labelled data we have, the more the model can detect and learn
from these patterns, ultimately enhancing the regression analysis. For that aim,
we tackle the active learning problem for graphs (Hu et al. 2020). Active learning
is an online learning process (Cacciarelli et al. 2024) that aims to define the most
informative samples for labelling iteratively (Hsu and H.-T. Lin 2015). Thus, instead
of asking the oracle to label all graphs, we can select only the most informative
graphs for labelling where the used models are uncertain about the informative graph
samples. To the best of our knowledge, active learning for graphs and regression
is still not well explored in the literature since most of the attention goes toward
the investigation of active learning for classification (Caramalau et al. 2021; Miller
et al. 2022; Q. Wang et al. 2021). In active learning, informativeness is measured
by the uncertainty quantification of the models. In classification, measuring the
uncertainty is straightforward through the softmax layer of the model. However, such
methods are not directly applicable when it comes to regression. A straightforward
uncertainty quantification mechanism is absent in regression settings that yield scalar
outputs. This gap is bridged by using Gaussian Process (GP), a Bayesian technique
that computes uncertainties via kernel methods. Another issue with active learning
for graphs is that the investment for active learning at the entire graph level is not
explored in the literature. In many domain cases, the label is mapped to the entire
graph instead of nodes or edges. Thus, several approaches have been proposed to
address active learning for graphs on node-level tasks (Cai et al. 2017; Y. Wu et al.
2020) but not for the entire graph level. To handle all the previous issues, we design
a unified active learning framework for graph-level learning on regression tasks. The
following three criteria are generally considered for selecting batches (D. Wu 2019):

• Informativeness: The selection method should select samples where the model
is mostly uncertain about the label.

• Diversity: The selection methods must ensure that the samples in the batch



Chapter 1. Introduction 5

must be diverse and different from each other.

• Representative: The training set selection should be concentrated on the region
where the pool data distribution has high density.

The Matern kernel of the GP and Neural Tangent Kernel (NTK) with neural
networks are used as base kernels for that aim, in addition to utilising supervised
and unsupervised learning for the entire graph level. Our framework is task-agnostic,
allowing for applying any regression method and active learning query strategy
available in the literature. The obtained results are promising, meaning that our
framework can be adapted to any graph domain, not only for our case study.

Through this thesis and to have more informative results, we decided to invest
in predicting the scalar value of the execution time of the source code as a case
study. The main reason for investing in this case study is that the source code can
be represented as both tree and graphs simultaneously, meaning we have multiple
intermediate representations for the same data sample. Moreover, real-life source
code files are widely available on GitHub without any restrictions or constraints on
access.

In this thesis and through the included papers, we are trying to address the
following research questions:

RQ1 What is the information that trees and graphs as intermediate representations
convey?

For this question, we will systematically investigate the tree and graph repre-
sentation for the used case study. In addition to the semantic meaning of the
structure of each representation for the models in addition to the information
that trees and graphs convey for the case study.

RQ2 Is it feasible to combine more than one representation?

In this question, and through the systematic and mapping study, we inves-
tigate the methods, approaches, and consequences of using trees and graphs
simultaneously for different learning tasks and the impact of that usage.

RQ3 What is the behaviour of TBNN models in regression context?

For this question, we focus more on the tree representation and the behaviour
of the different deep-learning architectures used for tree classification. We inves-
tigate the literature, select the most successful TBNN models for classification,
use them for regression, and detect their efficiency in that context. We build a
framework that analyzes the behaviour of TBNN models for regression.

RQ4 How to improve the behaviour of TBNN models for regression?

In this research question and based on the results of the behaviour of the TBNN
in RQ3, we will try to improve the behaviour of one of the TBNN models to
have better behaviour for regression prediction. To address this question, we
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will rely on model-centric AI to improve the model architecture and learning
and utilise extra information that supports the learning process for the model
on the tree. On that basis, we extend the analytical framework for TBNN by
adding our model.

RQ5 What is the impact of error analysis and other metrics?

In this question, and through the framework built in RQ3, RQ4, we will use
different error metrics and also Pearson correlation to compare the TBNN
models from the perspective of different error and correlation score metrics
since every metric can deliver different semantic to analyze the behaviour of
the TBNN models.

RQ6 How to enhance the regression analysis from a data perspective rather than the
model?

In this research question, we wanted to enhance the regression analysis using
data-centric AI by enhancing the tree representation to have more information.
Thus, we combine the tree and graph representation to have one representation
of learning that holds the information conveyed by trees and graphs. The way
to do that is by keeping the tree presentation and augmenting it by adding
the graph edges that describe different semantics. The augmented tree is then
converted into a graph accordingly as a result of the augmentation.

RQ7 How well can a hybrid representation approach that combines tree and graph-
based approaches perform for regression?

For this question, we will validate the graph generated as a result of the RQ6
by investigating different architectures of GNN that learn basically based on the
edge types as initial information for learning. Then, we compare the behaviour
of the GNN for the augmented tree by data-centric AI with their behaviour for
the tree in RQ3.

RQ8 What is the impact of batch mode active learning for graph level learning?

In this research question, we will try to enhance the quality of our graph data
generated in RQ6 by acquiring labels to extend our datasets. In this question,
we try to acquire labels for the most informative and representative samples
using active learning query strategies.

RQ9 What is the impact of using neural network and corresponding kernels of the
quality of active learning for regression tasks?

This question enhances the approach used to address the question RQ8 by
selecting the batch of samples based not only on the informativeness and repre-
sentativeness used in RQ8 but also the diversity. Thus, we will try to address
the impact of incorporating the neural network and the corresponding kernels
with query strategies to select the batch of samples based on representativeness,
informativeness, and diversity.



Chapter 1. Introduction 7

RQ10 How robust is the active learning framework when the graphs are expanded
and updated?

The graphs generated in RQ7 are extended by adding more nodes and edges
that express extra information related to our case study. Thus, through this
question, we would check whether the unified framework we had provided for
active learning for graphs on regression task cases is robust when the graphs
are updated and expanded.





Chapter 2

Background

2.1 Graphs and Trees
A graph is a mathematical structure used to model relational data across various
domains such as social networks (Lachi et al. 2023; Nguyen et al. 2022), biological
networks (Huber et al. 2007), interaction networks (Longa, Cencetti, Lehmann, et al.
2024; Arregui-García et al. 2024; Longa, Cencetti, Lepri, et al. 2022), and mobility
networks (Mauro et al. 2022; Cardia et al. 2022). It is represented as a pair (V, E)
where V is the set of vertices or nodes and E is the set of edges between the nodes,
E ⊆ {(u, v) | u, v ∈ V }. The graph can be undirected if it lacks self-loops and has a
symmetric adjacency matrix, or directed otherwise. A path P = {v1, . . . , vk} is an
ordered sequence of connected nodes, with its length being the number of nodes it
contains, and the shortest path between two nodes is the path with the minimal
length connecting them. The node neighborhood of a node v in graph G = (V, E) is
the set of nodes adjacent to v, and the degree of a node is the number of its neighbors.
The density of a directed graph is defined as Density = |E|

|V |(|V |−1) . A triad in a graph
is a subset of three connected nodes, classified as closed if it forms a triangle with
three edges, otherwise open.

Rooted in graph theory, a tree is a type of graph that is connected and acyclic,
featuring nodes (or vertices) connected by edges (or links) with no cycles, making
them a natural fit for representing data with inherent hierarchical relationships. A
tree consists of nodes connected by edges, with one node designated as the root. Every
node other than the root is connected by exactly one incoming edge from another
node. Each node can have zero or more children nodes, leading to a hierarchical
structure with levels that denote the depth of nodes from the root. Trees are
particularly useful in applications where data is organized hierarchically or needs to
be processed in a hierarchical manner.

2.2 Model-Centric AI
Model-centric AI represents a traditional approach that has dominated the AI
research and application landscape. This paradigm focuses primarily on developing

9
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ModelData

Model-Centric AI

Figure 2.1: Model-Centric AI Paradigm (Figure adapted from (Jakubik et al.
2024)

and optimising machine learning models, using fixed datasets to benchmark and
improve model performance. As in Figure 2.1, the dataset is always fixed, and
the model is iteratively improved. Model-centric AI is defined by its emphasis on
selecting and refining the appropriate machine learning models, architectures, and
hyperparameters to solve specific problems (Jakubik et al. 2024). This approach
aims to build AI systems that are both effective and efficient, leveraging a wide array
of potential models to find the best fit for the given data and task.

Historically, the model-centric approach has propelled the advancement of AI
through extensive research on model types and architectures, accompanied by rigorous
hyperparameter tuning to enhance performance. This method has been prevalent in
both academic settings and practical applications, where AI models are evaluated
and compared using benchmark datasets. Such datasets facilitate scientific and
statistically sound comparisons across different methods, significantly accelerating
the evolution of AI capabilities.

However, the exclusive focus on model optimization has shown diminishing
returns over time, especially as improvements plateau for many datasets. In real-
world applications, merely advancing model complexity often does not translate into
significant performance gains (Baesens et al. 2021). This is particularly evident when
custom problems arise for which no public datasets or pre-trained models are readily
available. Moreover, this model-centric focus overlooks the equally crucial role of the
data that feeds these models. In conclusion, while model-centric AI has significantly
advanced the field of artificial intelligence by refining computational models, the
evolving landscape of AI development is increasingly acknowledging the critical role
of data. This holistic view promises to enhance the robustness, applicability, and
effectiveness of AI systems in diverse real-world settings.

2.3 Data-Centric AI
Data-centric AI is an emerging paradigm that emphasizes the importance of high-
quality data in developing and deploying artificial intelligence systems. Unlike the
traditional model-centric approach, which focuses on refining models while keeping
the dataset fixed, data-centric AI aims to engineer and maintain datasets to improve
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ModelData

Data-Centric AI

Figure 2.2: Data-Centric AI Paradigm (Figure adapted from (Jakubik et al. 2024)

AI performance systematically (Zha, Bhat, et al. 2023). Thus, as in Figure 2.2, the
model is fixed, and we enhance the data quality to improve the model’s performance.
This approach ensures that the data used for training and inference is of the highest
quality, which is critical for developing robust and reliable AI systems. The shift
towards data-centric AI is driven by several factors:

1. Model Transferability and Generalizability: Traditional model-centric
AI often struggles with transferring and generalizing models across different
datasets. Enhancing data quality helps to address this issue, leading to more
adaptable models.

2. Reduction of Data Cascades: Poor data quality can lead to a cascade of
negative effects (Sambasivan et al. 2021), including biases and inaccuracies in
AI systems. Focusing on data quality helps mitigate these risks.

3. Efficiency in High-stakes Domains: In domains such as healthcare and
finance, the cost of errors is high. Ensuring data quality can significantly
enhance model reliability and performance in these critical areas.

Data-centric AI organizes its pursuits around three principal goals: training
data development, inference data development, and data maintenance. Each goal
encompasses specific tasks tailored to enhance the data’s role in improving AI
outcomes. Training data development focuses on curating and refining data that
teaches AI models to behave predictably and effectively. Inference data development
involves crafting data sets that accurately test and challenge AI models, ensuring they
are capable of performing under varied or unexpected conditions. Data maintenance
is critical for sustaining the data’s accuracy, consistency, and relevance, which is
vital for the long-term reliability of AI systems.

In data-centric AI, the balance between automation and human involvement
is critical. Automation in data-centric AI aims to streamline processes like data
labelling and augmentation (Zha, Lai, et al. 2022; H. P. Samoaa, Longa, et al.
2022), reducing the need for intensive human labour while enhancing efficiency and
consistency. Conversely, human expertise remains indispensable, particularly in tasks
requiring nuanced judgment and decision-making, such as validating data quality
or managing complex data integration scenarios. This interplay ensures that while
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AI systems can operate independently, they also benefit from human oversight and
intervention, leading to more trustworthy and aligned AI outcomes.

In essence, data-centric AI represents a transformative approach that redefines
the priorities of AI development, advocating for a data-first strategy that promises to
enhance the efficacy, fairness, and adaptability of AI systems across various sectors.

2.4 Graph Neural Networks (GNNs)
If the source code is to be represented as a graph, then Graph Neural Networks
(GNNs) are the right model to handle this type of representation.

Graphs are complex structures, and verifying if two graphs are identical (also
known as the isomorphism test) is an important and difficult task. It is unknown if
the problem can be solved in polynomial time or if it is computationally intractable
for large graphs. A fast heuristic to verify if two graphs are the same is the k-
Weisfeiler-Leman test (Weisfeiler and Leman 1968). The algorithm produces a
representation for each graph. Then, if the representations of two graphs are not
equivalent, the graphs are not considered isomorphic. However, there is the possibility
that two non-isomorphic graphs share a representation. Thereby, this test might
not provide conclusive evidence that the two graphs are isomorphic. GNN network
can be as powerful as the k-Weisfeiler-Leman test with k equal to 1, in which the
representation propagates the information by nodes. With k greater than 1, the
information is propagated among substructures of order k. A higher-order graph
convolution layer (k-GNN) is also proposed, wherein messages are exchanged among
nodes, edges and substructure with tree nodes (triads). Once messages are exchanged
among substructures, each node has a latent representation. In order to predict the
property of the graphs (i.e., the execution time of a graph representing Java code),
node embeddings are globally aggregated (pooling step) with an invariant ordering
function (i.e. sum, max, mean). In particular, k-GNN is defined as: given is an
integer k the k-element subset [V (G)]k over V (G). Let s = {s1, s2, . . . } be k-set in
[V (G)]k, then the neighborhood of s is defined as:

N(s) = {t ∈ [V (G)]k||s ∪ t| = k − 1} (2.1)

In Equation 2.1, the neighbour of a k-set is defined as the set of k-set such that the
intersection of their cardinality is equal to k− 1. The local neighbourhood is defined
as:

NL(s) = {t ∈ N(s)|(u, w) ∈ E(G) with u ∈ s/t and w ∈ t/s} (2.2)
The local neighbourhood defined in Equation 2.2 is a subset of the neighbour
(Equation. 2.1). Finally, the k-GNN is defined as:

f
(l)
k,L(s) = σ(f (l−1)

k,L (s) ·W (t)
1 +

∑
u∈NL(s)

f
(t−1)
k,L (u) ·W (t)

2 ) (2.3)

The l-th layer of the k-GNN computes an embedding of s, using the non-linear
activation function σ of the summation over the substructure itself in the previous
layer (i.e., layer l− 1) and the summation over the previous layer embedding of each
local neighbourhood of the substructure s.
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Figure 2.3: Pool Based Active Learning (Settles 2009)

2.5 Active Learning
Active Learning is a subset of machine learning where the algorithm selectively
queries the most informative data points to label, optimizing the learning process
using fewer training examples. This method is particularly useful in scenarios where
labelled data are scarce, costly, or time-consuming to acquire.

Given set of N data points X = {x1, . . . , xN}. Assume that we have m ≪ N
labeled data points L = {(x1, y1), . . . , (xm, ym)}. Then, let U = {xm+1, . . . , xN} be
the remaining data points for which we have no labels. In the field of machine
learning, we categorize techniques based on how they utilize data:

• Supervised learning: This paradigm learns from a dataset that includes
input-output pairs, focusing on mapping function from inputs to outputs. It
requires a fully labelled dataset L.

• Unsupervised learning: Unsupervised techniques infer patterns from a
dataset without referring to known or labelled outcomes. They are useful for
discovering the underlying structure of data. They learn from all available
available data features X.

• Semi-supervised learning: Semi-supervised learning falls between supervised
and unsupervised learning. It uses both labelled and unlabeled data (i.e., L
and U .) to improve learning accuracy with a minimal set of labelled instances.

• Active Learning: Particularly useful when labels are costly or difficult to
obtain. They iteratively query an oracle (e.g., human annotator) for labels of
the data points in U in an efficient way. Learn from L and additional labels
queried so far, thus integrating human oversight directly into the learning
process.
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Figure 2.3 shows the iterative process of active learning explained in detail in
Algorithm 1. We have an initially labelled dataset L0 := L and an initial unlabeled
dataset U0 := U . We also have a model fθ, parameterized by θ. Given this, an
iterative active learning procedure works based on training the model iteratively and
detecting the most informative samples in each iteration, then extending the labelled
dataset L and training the model on the extended labelled dataset.

Algorithm 1 Train model using active learning
1: i← 0
2: repeat
3: Train fθ on L
4: Query the label y of the most informative data point x ∈ U based on the

current model fθ

5: L ← L ∪ {(x, y)}
6: U ← U \ {x}
7: i← i + 1
8: until some stopping criterion is met

As in Algorithm 1, we query the label y of the most informative data point using
different query strategies. A query strategy can consider one or both of the following
notions of informativeness:

• Uncertainty: This corresponds to selecting the data point x ∈ U for which
the current model fθ is the most uncertain.

• Representative: This corresponds to selecting a data point x ∈ U that is
representative of U .

As for uncertainty, the strategies differ in that they are based on sampling
for probabilistic models, query by committee, or expected model change. As for
Uncertainty Sampling for Probabilistic Models, if the model fθ is probabilistic, we
assume that it estimates the posterior probability Pθ(ŷ | x).

• Least confident: Choose data points where the model’s prediction is least
certain. Thus, x∗

LC = argmax
x

(1− Pθ(ŷ | x)), where ŷ = argmaxy(Pθ(y | x)).

• Margin sampling: Select data points where the difference between the first
and second most probable class labels is minimal. So x∗

M = argmin
x

(Pθ (ŷ1 | x)−
Pθ (ŷ2 | x)), where ŷ1 and ŷ2 are the first and second most probable class labels
under the model, respectively.

• Entropy: Focus on data points with the highest prediction entropy across
possible outcomes. That described mathematically as:
x∗

H = argmax
x

(−∑i Pθ (yi | x) log Pθ (yi | x)), where yi ranges over all possible
labelings.
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As for Query by Committee (QBC) approach, it involves maintaining a committee
C = {fθ(1) , . . . , fθ(C)} of models which are all trained on the current labelled set L,
but represent competing hypotheses.

Given this, there are a number of ways to select a sample, and one possibility is
the vote entropy:

x∗
V E = argmax

x
−
∑

i

V (yi)
C

log V (yi)
C

where yi again ranges over all possible labellings, and V (yi) is the number of "votes"
that a label receives from among the committee members’ predictions, and C is the
committee size. This can be thought of as a QBC generalization of entropy-based
uncertainty sampling.

Expected model change selects the data point that would impart the greatest
change to the current model if we knew its label. An example query strategy in this
framework is the “expected gradient length” (EGL). In theory, the EGL strategy
can be applied to any learning problem where gradient-based training is used.

Let ∇ℓθ(L) be the gradient of the objective function ℓ with respect to the model
parameters θ. Now let ∇ℓθ(L ∪ ⟨x, y⟩) be the new gradient that would be obtained
by adding the training tuple ⟨x, y⟩ to L. Since the query algorithm does not know
the true label y in advance, we must instead calculate the length as an expectation
over the possible labellings:

x∗
EGL = argmax

x

∑
i

Pθ (yi | x) ∥∇ℓθ (L ∪ ⟨x, yi⟩)∥ ,

where ∥ · ∥ is, in this case, the Euclidean norm of each resulting gradient vector.
As for representativeness, expected error reduction is another decision-theoretic

approach that measures not how much the model is likely to change but how much
its generalization error is likely to be reduced. The idea is to estimate the expected
future error of a model trained using L∪ ⟨x, y⟩ on the remaining unlabeled instances
in U (which is assumed to be representative of the test distribution, and used as a
sort of validation set), and query the instance with minimal expected future error
(sometimes called risk). One approach is to minimize the expected 0/1-loss:

x∗
0/1 = argmin

x

∑
i

Pθ (yi | x)
(

U∑
u=1

1− P
θ+(x,yi⟩

(
ŷ | x(u)

))
,

where θ+⟨x,yi⟩ refers to the new model after it has been re-trained with the training
tuple ⟨x, yi⟩ added to L.

Expected error reduction is often intractable. Variance reduction attempts to
approximate it. The expected future error can be decomposed in the following way:

ET

[
(ŷ − y)2 | x

]
=E

[
(y − E[y | x])2

]
+ (EL[ŷ]− E[y | x])2

+ EL
[
(ŷ − EL[ŷ])2

]
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The main idea is that informative instances should be not only uncertain but
also "representative" of the underlying distribution (i.e., inhabit dense regions of the
input space). Therefore, we wish to query instances as follows:

x∗
ID = argmax

x
ϕA(x)×

(
1
U

U∑
u=1

sim
(
x, x(u)

))β

.

Here, ϕA(x) represents the informativeness of x according to some "base" query
strategy A, such as an uncertainty sampling or QBC approach. The second term
weights the informativeness of x by its average similarity to all other instances in the
input distribution (as approximated by U ), subject to a parameter β that controls
the relative importance of the density term.

Active learning involves several practical considerations:

• Batch-Mode Learning: How to efficiently query multiple instances at once.

• Noisy Oracles: Dealing with inaccuracies in the labels provided by human
annotators.

• Variable Labeling Costs: Managing the differing costs associated with
labelling various data points.

• Multi-Task and Multi-Class Scenarios: Extending the active learning
framework to handle multiple related tasks or classification problems.

• Stopping Criteria: Determining when the model has learned sufficiently to
cease active querying.

By addressing these practical considerations and employing robust query strate-
gies, active learning can significantly enhance learning efficiency, especially in scenarios
where labelled data are scarce or expensive to obtain.



Chapter 3

General Overview of The Papers

This section will present the main components discussed in this thesis in order to
address the research questions mentioned earlier. The ultimate aim is to enhance
the regression analysis for both trees and graphs data structure. To that aim
and as in Figure 3.1, we start by exploring the behaviour of the trees and graphs
representations and the information they convey. Then, we analyse the regression
for trees by analyzing the behaviour of TBNN models for the regression task. Then,
based on this analysis, we enhance the behaviour of TBNN for regression by proposing
a new model based on model-centric AI. Then, we move to graphs from the trees by
augmenting the trees with extra edges based on data-centric AI to convert the tree
into a graph. Then, GNN models enhance the regression for our generated graphs.
Finally, we invest in interactive learning and active learning for graphs to enhance
the data quality for regression analysis.

To achieve the mentioned goal, we use the source code analysis for scalar value
prediction of execution time as a case study. The reason is that i) source code
can be represented as trees and graphs simultaneously. ii) the source code files are
available on public host platforms like GitHub for free iii) since the source code can
be available for free, then we don’t need to care so much about the privacy issue
since we are not dealing with sensitive data like patients records or human biological
trees or even the graph of molecular where each company has its own drug. Above
all that, execution time prediction is an important task since it gives the developer
an early indication of the complexity of the source code before it runs.

3.1 Exploration of Tree and Graph Representation

This section will answer the research questions RQ1, RQ2. To that aim, we
conducted a systematic literature review and systematic mapping study in our first

Tree and Graph 
Representation explorations 

Tree Regression Analysis and 
Model-Centric AI

Graph Regression Analysis 
and Data-Centric AI

Active Learning for Graphs on 
Regression

Figure 3.1: General Overview of the Thesis
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paper titled: "A systematic mapping study of source code representation for deep
learning in software engineering" (H. P. Samoaa, Bayram, et al. 2022).

RQ1 What information do trees and graphs convey as intermediate representa-
tions?

Answer: The source code can be represented as token-based, tree-
based, and graph-based. As for tree representation, it represents the
syntactical information. On the other hand, graph representation
conveys the semantic information of the code.

RQ2 Is it feasible to combine more than one representation?

Answer: Notably, a substantial number of publications use a hybrid
representation approach, combining multiple different representations.

3.1.1 Analyzing Trees and Graphs as Intermediate Repre-
sentations

In this section, we will dig deeply into the answer to research question RQ1. Through
that, we discuss the intermediate representation of the source code for the deep learn-
ing models. The first step in the deep learning process is proper data representation.
We must represent the source code in a format suitable for the model and the task
of interest. Thus, the literature mainly classifies code representation approaches into
three categories: token-based, Tree-based, and Graph-based. Every form maps the
source code’s syntactical and semantic aspects to a specific data structure. These
representations can then be embedded in a neural network so that they can use source
code as input. Source code is originally a text encoding representing a program. This
can be processed and further transformed into different representation forms. In
this section, we describe three well-known representations, each one mapping certain
aspects of the original source code. We use the C snippet depicted in Listing 3.1 as
a running example. This example has originally been proposed by Yamaguchi et
al. (Yamaguchi et al. 2014)

Listing 3.1: Example of C code (Yamaguchi et al. 2014).
void f oo ( ) {

int x = source ( ) ;
i f ( x < MAX ) {

int y = 2∗x ;
s ink (y ) ;

}
}
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Token-Based Representation This representation treats code as free text. Thus,
it converts the code into a list of tokens where each word (e.g., "void") is a token,
but each special character (e.g., ’(’) is also a token (rather than considering it as
part of a word). An example is given in Listing 3.2.

Listing 3.2: Token Representation for the code in Listing 3.1.
[ ’ void ’ , ’ foo ’ , ’ ( ’ , ’ ) ’ , ’ { ’ , ’ int ’ , ’ x ’ , ’= ’ ,

’ source ’ , ’ ( ’ , ’ ) ’ , ’ ; ’ , ’ i f ’ , ’ ( ’ , ’ x ’ , ’ < ’ ,
’MAX’ , ’ ) ’ , ’ { ’ , ’ int ’ , ’ y ’ , ’= ’ , ’2∗x ’ , ’ ; ’ ,
’ s ink ’ , ’ ( ’ , ’ y ’ , ’ ) ’ , ’ ; ’ , ’ } ’ , ’ } ’ ]

Then, each token will be encoded into a numerical vector using different statistical
language models, such as word embedding (Teller 2000) or n-grams (Niesler and
Woodland 1996). In principle, word embedding is a learned representation for text
where words that have the same meaning get a similar representation. Technically,
word embeddings are a class of techniques where individual words are represented as
real-valued vectors in a predefined vector space. Each word is mapped to one vector,
and the vector values are learned in a way that resembles a neural network. Hence
the technique is often lumped into the field of deep learning. N-grams are several
words appearing together. They are useful abstractions for modelling sequential data
such as text, where there are dependencies among the terms in a sequence. However,
a corpus of code can be regarded as a sequence of sequences, and corpus-based
models such as n-grams learn conditional probability distributions from the order
of terms in a corpus. Corpus-based models can be used for many different types of
tasks, such as discriminating data instances or generating new data characteristics
of a domain. Embeddings can be considered a way to represent words and help the
DL model learn the source code’s representation. An embedding can be trained to
represent n-grams or just individual words.

Tree-Based Representation This representation captures the abstract syntactic
structure of the source code. Abstract syntax trees (ASTs) are a kind of tree
representation approach that is widely used by programming language tools.

Figure 3.2 shows an example of an AST representation. The nodes of the AST
tree are related to constructs or symbols of the source code. In comparison to
the token-based approach, AST representation is abstract and does not include all
available details, such as punctuation and delimiters. Theoretically, ASTs can be
used to illustrate the lexical information and the syntactic structure of source code,
such as the function name and the flow of the instructions (for example, in an if or
while construct).

Graph-Based Representation This approach represents source code as a graph
at many different levels. Levels of representation define the type of the representation
graph. Thus, a control flow graph (CFG, see 3.3 (a)) describes the sequence in which
the instructions of a program will be executed. Thus, the graph is determined by
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Figure 3.2: Abstract syntax tree (AST) for the code snippet in Listing 3.1 (Yam-
aguchi et al. 2014).

ENTRY

int x = source()

if (x< MAX)

int y = 2 * x

sink (y)

EXIT

true

false

a) Control flow graph (CFG)

int x = source()

Dx

sink (y)

int y = 2 * xif (x< MAX)

Dx

Dy
Ctrue

Ctrue

b) Program dependence graph (PDG)

Figure 3.3: Graph-based representations for the code snippet in Listing 3.1 (Yam-
aguchi et al. 2014).

conditional statements, e.g., if, for, and switch statements. In CFGs, nodes denote
statements and conditions, and directed edges connect them to indicate the transfer
of control.

Alternatively, the representation might be a variable-oriented data flow. Thus, a
data flow graph (DFG) is used to follow and track the usage of the variables through
the CFG. A DFG edge represents the subsequent access or modification of the same
variables. The call flow graph (CallFG) captures the relation between a statement
which calls a function and the called function (Cummins et al. 2020). Finally, the
entire program can be represented as a graph using a program dependence graph
(PDG, see 3.3 (b)), where the nodes can characterize statements and predicate
expressions. In this study, we differentiate between tree-based and graph-based
approaches since each representation retrieves a different level of information from
the source code. Thus, the tree-based approach, such as using the AST, extracts
syntactical information from the source code, whereas graph-based approaches, such
as CFG or DFG, extract semantic information.
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3.1.2 Exploring the Integration of Multiple Representations

This section will deeply investigate the research question RQ2. As we observed in our
first paper (H. P. Samoaa, Bayram, et al. 2022), some studies have utilized a hybrid
approach for code representation to capture more information on the source code.
This is often promising as tree-based approaches capture syntactical information,
graph-based approaches better retain semantics, and token-based approaches preserve
lexical information. Thus, studies like (J. Hua and H. Wang 2021; Z. Li et al. 2021;
Fang et al. 2020) combined representations from all three groups. The most common
hybrid approach combines token- and tree-based approaches. Combinations of
the tree- and graph-based approaches are also fairly popular. The problem with
all mentioned combined representation approaches is that they are separated into
multiple representations, not combined in one representation. These separated
representations constitute multiple inputs for either one deep learning model or
multiple models (each with one input representation) to address one or more tasks.
Thus, we do not have one rich representation approach that compresses all the
information from the source code. More details about these results can be found in
Section 8.2 in Paper I.

3.2 Tree Regression Analysis and Model-Centric
AI for Trees

This section will be dedicated to answer the research questions RQ3, RQ4, and
RQ5. For that purpose, in our second paper titled: "Analysing the Behaviour of
Tree-Based Neural Networks in Regression Tasks" (P. Samoaa, Farahani, et al. 2024),
we conduct a comparative and empirical study. We will first provide a brief answer
for each research question and then discuss each question in depth.

RQ3 What is the behaviour of TBNN models in the regression context?

Answer: The TBNN models failed to deliver an efficient performance
despite their remarkable efficiency in classification tasks.

RQ4 How to improve the behaviour of TBNN models for regression?

Answer: Model-centric AI is then used to improve the behaviour
of the tree-based transformer model. The improvement is proposed
as an alternative dual-transfer based on cross-attention. In the dual
transformer, a token-based input is also utilised beside the tree, which
improves the transformer’s behaviour as TBNN in regression.

RQ5 What is the impact of error analysis and Pearson correlation metrics?
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Figure 3.4: Tree Based Neural Networks Analytical Framework

Answer: The discrepancy between Pearson correlation and error
metrics like MSE and MAE in different models like GNNs and other
TBNNs can be attributed to the nature of the models and the type
of data they process. GNNs often exhibit good Pearson correlation
because they effectively capture the overall patterns and relationships
in trees through their structural and node-level interactions, making
them adept at predicting trends accurately. However, they might
not minimize individual prediction errors effectively, leading to less
efficient MSE and MAE scores. Conversely, some TBNN models
might achieve lower Pearson correlation but better error metrics. This
could occur if these models are very accurate on average (hence low
MSE/MAE) but fail to effectively capture the underlying patterns or
dependencies between the predicted and actual values, particularly in
complex or noisy datasets where structural nuances significantly impact
model performance. This suggests a trade-off between capturing
overall trends and minimizing point-specific errors, highlighting the
importance of choosing the right model based on the data’s specific
analytical requirements and characteristics.

3.2.1 Behaviour of TBNN models in Regression Context
This section will deeply investigate the research question RQ3. Extracting the tree
representation for the source code is easier and straightforward since we need to parse
the code without running it, so we start with the AST, the tree representation of the
source code, for regression analysis. Recently, some approaches have combined neural
networks and ASTs to constitute tree-based neural networks (TBNNs) (Zhang et al.
2019). Given a tree, TBNNs learn the vector representation by recursively computing
node embeddings in a bottom-up way. Popular TBNN models are the Recursive
Neural Network (RvNN) (White et al. 2016), Tree-based CNN (TBCNN) (Mou et al.
2016), and Tree-based Long Short-Term Memory (Tree-LSTM) (Wei and M. Li 2017).
Based on Figure 3.4, many TBNN architectures are used for regression analysis like
GNNs Convolutional models, Code2Vec (Alon et al. 2019), which is a Path-Based
attention model, and sequential-based transformer (W. Hua and Liu 2022). All the
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Figure 3.5: The architecture of the Dual-Transformer model. The framework
features two transformer encoders: NLEncoder for source code tokens and AS-
TEncoder for AST nodes, each with layers for embedding, multi-head attention,
and feed-forward networks, complemented by add & norm layers for stabilization.
Their outputs are merged via cross-attention and passed to a linear regressor for
error prediction, leveraging both textual and syntactical insights.

details for the aforementioned models are reported in Section 4, Paper 2. We chose
these models because they have achieved a remarkable performance for classification
tasks. Thus, we want to try them for regression-related tasks.

Hence, to address RQ3, we designed an analytical framework 3.4 that examines
the behaviour of different TBNN architectures in a regression context. These models
do not deliver the same efficiency in regression tasks, specifically for transformer-based
models. In this model, the tree nodes are flattened, and then the sequences of the
nodes will be the input for the model, leading to a limitation in dealing with extended
sequence lengths. Moreover, we realise that one of the issues in the transformer-based
tree model is the inability to effectively capture the interplay between the different
types of input data, such as textual and structural representation of the code.

3.2.2 Model-Centric AI for Trees
This section addresses the gap in the poor behaviour of different TBNN models in
regression and thus answers the research question RQ4 regarding the possibilities to
enhance the behaviour and efficiency of TBNN in a regression context.

Thus, by model-centric AI, we enhance the transformer model by proposing our
dual transformer model 3.5. In this model, we use the transformer block for the tree
and another transformer block for the source code token. Thus, we also utilise the
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token-based representation of the source code alongside the tree representation. Then,
we modify the AST transformer block by adding cross attention to understand the
impact of each code token on the tree node as in Figure 3.5. More details about our
model are in Section 5, Paper 2. Our model shows efficiency across all architectures
of TBNN models on all used metrics.

3.2.3 Error and Correlation Analysis for TBNN models on
Regression

This section will address the research question RQ5. Throughout the comparative
study of the TBNN used in regression, we will analyze the metrics used to evaluate
the used models in our analytical framework. There is a general discrepancy between
the error metrics used, such as MSE and MAE, and the Pearson correlation that finds
the correlation between the predicted value and the true one over the test set. GNN
models demonstrate good Pearson correlation but may not perform as well on error
metrics, indicating that while they can capture the trend of the data well, they might
still make large individual errors. On the other hand, certain TBNN models (code2vec,
TreeCNN, and Tree-based Transformer) may show strong performance in minimizing
error metrics but exhibit lower Pearson correlation compared to GNN, suggesting
that these models, while accurate on average, may fail to capture underlying trends
or dependencies in the data effectively. However, Our dual-transformer model shows
the best scores in error and correlation metrics, showing its ability to detect patterns
from the data and minimise the error.

This variation highlights the importance of selecting appropriate metrics based on
the specific requirements and goals of the analysis. For instance, when precise error
minimization is critical, focusing on MSE and MAE might be preferable. However,
for applications where understanding the strength of relationships within the trees
is more important, Pearson correlation becomes a crucial metric. Understanding
these metrics in conjunction helps in refining model selection and tuning, ensuring
that the chosen models are not only accurate but also align well with the specific
analytical objectives of a study.

3.3 Data-Centric AI for Graphs

This section will answer the research questions RQ6 and RQ7. For that purpose, in
our third paper titled: "TEP-GNN: Accurate Execution Time Prediction of Functional
Tests Using Graph Neural Networks" (H. P. Samoaa, Longa, et al. 2022), we conduct
an empirical study. We will first provide a brief answer for each research question
and then discuss each question in depth.

RQ6 How to enhance the regression analysis from a data perspective rather than
the model?
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Answer: We must improve the tree representation to have a richer
representation so the model can learn and detect more patterns from
the new representation. Thus, we follow the data-centric AI to en-
hance the quality of the tree representation by adding more edges
that can add more information to the tree structure, which leads to
better learning for the models, especially for regression tasks. Con-
necting this approach with our case study, we merged the tree and
graph representations discussed in Section 3.1.1 in one solid and rich
representation. By doing so, we address the gap of misuse of all
representations together, as we had discussed in Section 3.1.2

RQ7 How well can a hybrid representation approach that combines the tree and
graph-based methods perform for regression?

Answer: The outcome of the tree augmentation and having a hybrid
representation of tree and graphs in RQ6 will lead to having a graphs
data structure. Thus, GNN models are used to examine the quality of
the produced graphs in a regression context. Using the same datasets
and metrics used to examine the GNNs in tree contexts, the GNNs
tend to have a way better performance for error metrics and also
Pearson correlation. This leads to the conclusion that improving
the quality of data representation will certainly improve the model
behaviour for regression tasks.

3.3.1 From Tree to Graph over Data-Centric AI
This section will deeply investigate the research question RQ6. As we saw in
Section 3.2, we enhanced the regression analysis by improving the models based
on Model-Centric AI. In this Section, we enhance the regression analysis by only
focusing on the data. Thus, we will follow the data-centric AI to improve the tree
representation to have a richer representation that can deliver more information
and patterns to the model. From a case study point of view, we manipulated the
token-based and tree-based representations in our dual transformer in 3.2.2, but we
still do not use the graph-based representations. As we clarified in Section 3.1, the
graph representations might have different topological structures depending on the
semantic information the graph delivers. Thus, we have control flow graphs that
explain the semantics of the execution and data flow graphs that describe how the
data is updated through the logic of the code. However, one of the issues is that
each statement is represented as a node as in Figure 3.3. That means that we have
fewer edges compared to the tree, which leads to less information being exchanged
throughout the structure of the graph, so there is less ability for the GNN models to
learn from these graphs. Moreover, generating these graphs requires running each
code in order to extract the corresponding flow graphs, which is more time, effort,
and computational resources consuming. To extract the tree, we need to parse the
code. Thus, we decided to stick with the tree representation and augment the tree
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Figure 3.6: Schematic Overview of Data-Centic AI Approach to Enhance the
Regression Analysis

representation only by adding edges that explain the control and data flow graphs.
We called the new graphs generated from trees Flow-Augmented AST (FA-AST).
We designed the augmentation strategies for each control statement in addition to
designing strategies for tracking the data flow through the tree. Then, we tackled the
nodes of the trees that describe the control and data statements and attached the new
edges according to our strategies. Each edge is assigned a label that describes the
functionality of these edges. Section 2.3 of Paper 3 provides a deeper understanding
of how we generate the graphs of FA-AST with motivation examples, in addition to
the augmentation of different control and data statements.

3.3.2 Validating the Data-Centric AI Approach

This section will deeply investigate the research question RQ7.
As Figure 3.6 illustrates, we build FA-AST graphs and store them as PyTorch

Geometric1 objects. Then, GNN models can be directly used to examine the quality
of the transformed graphs in a regression context. Applying the GNN models on the
same datasets and using the same evaluation metrics previously used in tree contexts
makes it evident that GNNs exhibit significantly improved performance, both in error
metrics and Pearson correlation. This stark improvement confirms that refining data
representation quality directly contributes to more effective model performance in
regression tasks, highlighting the potential of hybrid structures to optimize predictive
accuracy and model reliability in complex data environments. Out of all used GNN
architectures, Graph Conv (Spectral Graph Convolution) (Defferrard et al. 2016)
achieved the highest efficiency both in error and Pearson correlation metrics. We
refer to Section 2.4 in Paper 3 for further details about the model.

1https://pytorch-geometric.readthedocs.io/en/latest
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3.4 Active Learning for Graphs

This section will answer the research questions RQ8, RQ9, and RQ10. For that
purpose, in our fourth paper titled: "A Unified Active Learning Framework for
Annotating Graph Data For Regression Task" (P. Samoaa, Aronsson, Longa, et al.
2023), and in the fifth paper titled: "Batch Mode Deep Active Learning for Regression
on Graph Data" (P. Samoaa, Aronsson, Chehreghani, et al. 2023), we conduct an
empirical study to use active learning for acquiring labels for graphs and extend
the labelled dataset for best investment of learning models on graphs. We will first
provide a brief answer for each research question and then discuss each question in
depth.

RQ8 What is the impact of batch mode active learning for graph level learning?

Answer: Through our unified active learning framework designed for
graphs in the regression context, we find out that the active learning
selection method efficiently selects batches containing informative
and representative samples. However, the effectiveness of the selec-
tion methods depends on the embedding techniques used for graph
representation learning.

RQ9 What is the impact of using a neural network and corresponding kernels on
the quality of active learning for regression tasks?

Answer: On top of the graph models used for graph embeddings, a
fully connected neural network is also used to transform the embedding
from one feature space to another. Then, in the last neural network
layer, the NTK kernel is used to measure the similarities between the
vectors of the embedded data points. Then, the kernel is manipulated
in the GP, which is involved in active learning query strategies to
preserve the diversity of the selected samples in each batch. Through
that aim, we iteratively add one new data point to the batch based
on the current GP, then retrain the GP with the selected data point
and learned kernel based on the parameters of the neural network to
select a new data point that is different from the first one, leading to
diversity. So, each selected data point in the batch takes the previous
ones into account. When a neural network is used, the framework
tends to be batch mode deep active learning on graphs for regression
tasks.

RQ10 How robust is the active learning framework when the graphs are expanded
and updated?
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Figure 3.7: Active Learning Framework for Graphs in Regression settings

Answer: We have a case where the graphs can be expanded and
updated, keeping the same regression value. Thus, we test the robust-
ness of our framework for this scenario. Throughout our experiment,
we find that the benefit of active learning increases for the expanded
versions of the graphs (i.e., when the data is more complex). Arguably,
this is when active learning is the most important.

3.4.1 Informativeness and Representativeness
In this section, we will dive deeply into the research questions RQ8 and RQ10,
where we investigate the behaviour of our active learning framework in terms of
representativeness and informativeness for original graphs and the expanded version
of the graphs.

Starting from the graphs created by the data-centric AI in Section 3.3, we tackle
the problem of insufficient data, which is a lack of quality and availability of labels.
Thus, we will use active learning as an interactive learning approach to acquire labels
for our generated graphs. Through active learning, each iteration selects the most
informative samples for labelling. Active learning for graphs is widely investigated
in the literature, mostly for classification and at the node level. However, to our
knowledge, active learning for graph-level and regression has still not been explored
well in the literature. Since we have to map the entire graph to a regression value,
it is important to invest the query strategies of active learning for the entire graph
instead of one single node. To tackle this issue, we provided a unified active learning
framework for graph annotation for the entire graph level and regression task. In
active learning, we only access a small portion of labelled data. Then, a model is
trained based on the labelled data and updated based on the acquired labelled data
through active learning. On that basis, for active learning, we have three datasets:
Labelled set Li, Unlabelled pool Ui, and Test set T . In principle, the information
that can be used to perform the active learning are the labels and features of these
datasets, i.e., XLi

, XUi
, XT , Y Li

, Y Ui
and Y T .

As in Figure 3.7, and based on graphs generated in Section 3.3, we manipulate
different information for active learning, like training features XLi

and test set
features XTi

, besides the initially available labels Y Ti
. We get the features of the

graphs by learning the representation of the graphs using unsupervised based on
graph shallow embedding, supervised based on GNN, and manual embedding, which
is based on the graph metrics without the need for any learning process (more
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information about the used approach for graph learning used in our framework is
available in Section 4.4 of Paper 4). Regression tasks inherently lack a natural measure
of uncertainty, which is often straightforward in classification tasks through softmax
layers. Computing uncertainties in regression, therefore, becomes less straightforward,
necessitating the use of kernel methods. Therefore, we admit a Gaussian Process (GP)
framework (Rasmussen and Williams 2005) in order to investigate and utilize different
notions of uncertainty due to their probabilistic nature (Rasmussen and Williams
2005). Through the GP, we learn the Matern kernel for entropy measurement. This
uncertainty model allows us to define natural acquisition functions that can be used
in an active learning setting. It is also worth mentioning that GP is also used for
regression prediction to obtain the Pearson correlation. Then, active learning query
strategies are used to select samples for labelling. In our framework, we manipulated
different query strategies:

• Coreset (Sener and Savarese 2018): It preserves the representativeness based
on the distance in the feature space of the graph embeddings.

• Variance: It is based on uncertainty estimations provided by GP.

• Query-by-committee (QBC): This corresponds to fitting n estimators to
subsets of the labelled data. If the estimators disagree strongly about a data
point, this indicates large uncertainty and, thus, informativeness.

More details about the query strategies are in paper 4, section 4.7.
Results have shown the efficiency of the query strategies employed in our frame-

work for graph-level learning in the regression. It is worth mentioning that the
embedding quality determines the effectiveness of each query strategy. Thus, for
our dataset, the unsupervised embedding using the graph2vec approach delivers the
best results for the original and extended graphs. As for the supervised embeddings
through the GNN models, the efficiency of query strategies is delivered only for the
original graphs, whereas, for expanded graphs, the embedding quality is drastically
decreased, affecting the active learning acquisition functions behaviour. As for the
behaviour of selection methods, they tend to be close to each other, especially in
supervised embeddings. Details about the results can be found in paper 4, section
5.5.2 and appendix B.3 in the same paper.

3.4.2 Diversity
This section will intensely discuss the research question RQ9. Matern kernel is
a model-based kernel commonly used for GP, but it might not be the best for a
particular task. We use the Matern kernel with GP to approximate the uncertainty
for the selection methods in active learning. Our framework so far is able to select
the batch of samples based on the informativeness and representativeness of the
samples elected from the unlabelled pool. Thus, we select the batch of top-|B| data
points from Ui according to:

σ(x): B∗ = arg maxB⊆Ui,|B|=B

∑
x∈B σ(x)
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where B is the batch size and σ(x) is the variance of the model in data point x.
As a result of that, diversity is still not preserved in our framework. In Diversity,
the selection methods select the samples that are diverse and different from each
other. We extend our framework to be a deep mode active learning framework
by using NN as a deep learning model, which requires the use of an NTK kernel
such that we can utilize GP posterior uncertainties for active learning. The NN is
used to learn and approximate the kernel in order to find similarities between the
data points and preserve the diversity. We chose the NTK kernel as a corresponding
base kernel compatible with the NN. Then, kernel transformations (i.e., scaling,
sketching, or GP posterior ) are employed to improve the kernel approximation.
GP is then used based on the kernel learned through the NN to approximate the
uncertainty in query strategies. Algorithm 4 in paper 5 clarifies that we preserve
the diversity through the loop (in line 8) by iteratively selecting the data point
and then updating the GP based on the selected data point and the kernel. As in
Algorithm 3 in Paper 5, We get the kernel from the NN model fθ as the gradient of
the last layer ϕll(x) := ∇

W̃ (L)fθT
(x) (line 2). So, instead of taking the gradient of

the entire NN, we only take the gradient of the last layer of the NN, which is now
cheaper. Then, the kernel is used to update the GP and make the selection using
the updated GP and the previously selected data point ( line 3). In this context,
GP is only used through the active learning process, whereas the NN is used in the
prediction by obtaining the Pearson correlation score. In this setting, and by using
the NTK kernel alongside an NN, the selection methods tend to reach the best score
quickly. We notice that in this setting, the active learning selection methods vary
from each other in the supervised embedding (Paper 5, Figure 6-b), which was not
the case in the previous setting. That is reasonable because of the diversity and also
because the GNN model training is repeated through the active learning process
based on the extended training set after acquiring the labels (Paper 5, Algorithm
2). In an unsupervised setting, and since we ignore the label for computing the
latent feature space of embedding, the selection methods tend to be close to each
other (Paper 5, Figure 6-a) since we compute the embedding once before the active
learning loop ( Paper 5, Algorithm 1). It is also worth mentioning that in this setting,
the consistency of the dataset is also defining the behaviour of selection methods.
Thus, the selection methods fluctuate and vary when we have datasets collected from
diverse sources (Paper 5, Figure 7.). More results are in Paper 5, Section IV-C.

It is worth mentioning that if we use Algorithm 4 in our first framework, then
we can preserve the diversity by using the Maten kernel with GP without the need
for the use of fully connected NN and the NTK kernel since the NN is used to
have a better prediction, and NTK manipulates the embedded data points to find
similarities between the data points by dot products.

3.5 Contributions
This thesis has made several significant contributions, summarized as follows:

• Dataset Collection: We curated a comprehensive dataset encompassing both
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trees and graphs, which we have made available to the research community to
foster further exploration and advancements.

• Analytical Framework for TBNNs: We developed a robust framework
to analyze the behaviour of Tree-Based Neural Networks (TBNNs) in regres-
sion tasks. This framework integrates various architectural models, offering
researchers a versatile tool for extending their investigative studies.

• Dual Transformer Model: Our innovative model addresses limitations inher-
ent in existing TBNNs by effectively utilizing source code tokens for regression
analysis of tree structures, with potential applications extended to other do-
mains characterized by tree-like data and associated textual descriptions.

• TEP-GNN Model: We introduced a Graph Neural Network model designed
for handling regression analyses of large and complex graphs. This model
serves both as a direct tool for researchers and as a benchmark for future
developments in the field.

• Open Source Active Learning Framework for Graphs: We have provided
an open-source implementation of an active learning framework tailored for
graph data. This framework supports diverse configurations and is adapt-
able to a wide array of graph-based applications, significantly broadening its
applicability.

3.6 Limitations and Challenges
In this section, we will present the limitations and challenges of the proposed solutions
in this thesis.

In the development of the TBNN analytical framework, we selectively included
various architectural models. This selective approach means that not all possible
TBNN models were analyzed, which may limit the generalizability of our findings
across all TBNNs.

Furthermore, our active learning framework demands significant computational
resources. This is particularly evident during the iterative training cycles in supervised
active learning, where the GNN model requires retraining with each iteration to
incorporate newly acquired labelled data. This intensive computation can be a
barrier in scaling the application to larger datasets or more frequent updates.

The frameworks and solutions proposed in this thesis can be utilised in any
domain represented as graphs or trees. However, some of our proposed solutions are
domain-specific. Thus, the data-centric AI for AST, by adding control and data flow
edges, as well as the proposed dual transformer based on using source code tokens in
addition to the AST, are domain-specific.





Chapter 4

Concluding Remarks and Future
Works

4.1 Conclusion
In this thesis, we enhance the regression analysis of trees and graphs. By developing
the dual transformer model, we address specific gaps identified in the behaviour of
Tree-Based Neural Networks (TBNNs) within regression contexts. Furthermore, we
enhance tree representations by adding semantically richer edges and converting
these augmented trees into graphs. Our approach also includes refining graph quality
through active learning for label acquisition.

Source code performance prediction is used as a case study. However, we claim
that the approaches proposed can be applied to other domains that can be represented
as trees or graphs since the provided models learn based on the topological structure
of the trees and graphs. The obtained results might be different from one domain to
another. It is worth mentioning that if we would like to enhance the results for a
specific domain, heterogeneous graph learning can be manipulated to consider the
semantics of the nodes and edges of the trees and graphs.

4.2 Future Work
Identifying which parts of the graphs most significantly influence the regression values
is crucial. Multi-agent reinforcement learning could enhance graph explainability by
delving into each subgraph’s complexities and interdependencies.

In our active learning framework, while the model remains fixed across scenarios
with varying selection methods, the impact of the model on these methods warrants
further investigation. Enhancing the model could potentially improve selection
method behaviours. Therefore, proposing a dynamic active learning process, possibly
through meta-learning, could be beneficial. This approach would allow for adjust-
ments or changes in the model’s architecture in response to different query strategies.
Additionally, exploring how model hyperparameterization affects the behaviour of
active learning acquisition functions will be an important area of study.
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Abstract
The usage of deep learning (DL) approaches for software engineering has attracted much
attention, particularly in source code modelling and analysis. However, in order to use
DL, source code needs to be formatted to fit the expected input form of DL models.
This problem is known as source code representation. Source code can be represented via
different approaches, most importantly, the tree‐based, token‐based, and graph‐based
approaches. We use a systematic mapping study to investigate i detail the representa-
tion approaches adopted in 103 studies that use DL in the context of software engi-
neering. Thus, studies are collected from 2014 to 2021 from 14 different journals and 27
conferences. We show that each way of representing source code can provide a different,
yet orthogonal view of the same source code. Thus, different software engineering tasks
might require different (combinations of) code representation approaches, depending on
the nature and complexity of the task. Particularly, we show that it is crucial to define
whether the DL approach requires lexical, syntactical, or semantic code information. Our
analysis shows that a wide range of different representations and combinations of rep-
resentations (hybrid representations) are used to solve a wide range of common software
engineering problems. However, we also observe that current research does not generally
attempt to transfer existing representations or models to other studies even though there
are other contexts in which these representations and models may also be useful. We
believe that there is potential for more reuse and the application of transfer learning when
applying DL to software engineering tasks.

1 | INTRODUCTION

Machine learning (ML), and nowadays deep learning (DL), is
increasingly used by software engineering (SE) researchers and
practitioners for a wide range of tasks. Examples include source
code classification [1–3], code clone detection [4–6], bug
detection [7–9], or code summarisation [10–12]. The current
interest in DL is enabled by the wide availability of large‐scale
data (e.g., through open‐source systems hosted on platforms,
such as GitHub). Particularly, DL is interesting to researchers as
it promises good results (e.g., highly accurate code clone
detection) without the need for cumbersome (and often
limiting) explicit feature extraction process from the raw data as
it is required by traditional machine learning models [13].

In classical machine learning approaches, a considerable
amount of effort goes to the design of proper ways to capture
the structure of the data, that is, feature engineering, which is a
“human” effort in most of the cases. This is the reason why, in
the last decade, attention in machine learning is moving to
‘representation learning’, which consists of automatically
extracting or learning features without the need of human
feature engineering. In representation learning, feature engi-
neering and selection phases are taken away and replaced with
deep learning neural networks. DL models are composed of
multiple layers to learn data representations with multiple
higher levels of abstraction [14]. The networks are supposed to
learn the data representation automatically, simulating the hu-
man brain for learning and analysis. Moreover, neural networks
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can be used to learn a representation of input data, such as
program source code.

However, using a DL model does not entirely free re-
searchers from all preparatory work. In order to use these
techniques, appropriate features first need first to be extracted
from the program source code and represented in a way the
DL model can understand. This process is known as 'code
representation'. Code representation is the process of trans-
forming the textual program source code into a generic input
format acceptable to the DL model [15]. Researchers can make
use of different representation approaches, depending on the
kind of information that needs to be extracted. Examples
include token‐based representation for lexical information,
tree‐based for extract syntactical information, and graph‐based
for semantic information.

No single DL and code representation approach is a silver
bullet that works ideally on every case. Furthermore, in prac-
tice, choosing a suitable code representation approach is not
trivial as the choice is heavily impacted not only by which DL
models should be employed, but also by the requirements of
the software engineering task that should be addressed. Some
problems might require to focus on the semantics of the code
rather than the syntax. For example, a research contribution in
code summarization will require different types of information
to be extracted than a clone detection approach. Currently,
there is no study that has investigated which representation
approaches are predominantly used for which types of prob-
lems, nor is there collective evidence regarding which ap-
proaches work better for which use cases.

In this paper, we address this gap through a systematic
mapping study. We systematically collected a dataset of 103
studies published between 2014 and 2021 in 20 different
conferences and journals. Our primary goal was to investigate
academic studies that propose or evaluate the usage of DL
and code representation to address practical software engi-
neering tasks, such as source code classification [1] or code
clone detection [5]. Our main acceptance criterion was that
studies needed to (a) employ DL to address a practical
software engineering task (excluding studies that use DL as a
tool to conduct software engineering research, such as
identifying automated code contributions [16]), and (b)
explicitly discuss their code representation approach. The
goal of this study is to provide an exhaustive analysis and
overview on the progress achieved in using DL models in
different software engineering tasks. We further discuss cur-
rent best practices and elaborate on gaps in the current state
of research.

We show that each way of code representation can provide
a different, yet orthogonal view of the same source code. Thus,
different SE tasks might require different (combinations of)
code representation approaches, depending on the nature and
complexity of the task. Particularly, we show that it is crucial to
define whether the DL approaches require lexical, syntactical,
or semantic code information. Our analysis shows that a wide
range of different representations are used to tackle a wide
range of common SE problems. We find that all three major
types of code representation (token‐, tree‐, and graph‐based)

are employed, but tree‐based (typically based on Abstract
Syntax Trees, ASTs) approaches are currently the most used.
Graph‐based representations are not yet common, but a
growing area of research. Hybrid representations, which
combine different representations approaches in a single
approach, are also seeing increasing use.

Nevertheless, our results also show a lack of generaliz-
ability of the presented approaches to other tasks as well as a
lack of validation based on industrial datasets. Most studies
construct models for a single limited‐scope task based on
open‐source data and rarely validate the constructed model
outside of the open‐source domain. Evidently, industrial
datasets are not inherently superior to open‐source ones.
However, during our review, it became clear that virtually all
analysed studies are based on open‐source data, published data
sets (which are often also constructed based on open‐source
data), or in some cases, artificial data. We argue that this
limits the generalizability of the investigated studies to closed‐
source industrial applications and denotes a gap in the current
research.

The rest of this paper is structured as follows. We present
necessary background about code representation in Section 2.
In Section 3, we detail the applied mapping study methodology
and research questions and also provide an overview of the 103
papers that form the basis of our discussion. Afterwards, in
Sections 4–8, we elaborate on the findings of the mapping
study per research question. This is followed by presenting the
research gaps and challenges in Section 9 and potential future
directions in Section 10. Finally, we conclude the paper in
Section 11.

2 | PRELIMINARIES

To contextualise the rest of this study, we now present some
background about code representation. In particular, we
introduce three possible forms about how source code can be
represented in DL. In the literature, the code representation
approaches are classified into four categories: Token‐based,
tree‐based, graph‐based, and others [17]. Every form maps
different syntactical and semantic aspects of the source code to
a specific data structure. These representations can then be
embedded in a neural network so that they can use source code
as input.

Source code is originally a text encoding representing a
programme. This can be processed and further transformed
into different representations forms. In this section, we
describe three well‐known representations, each one mapping
certain aspects of the original source code. We use the C
snippet depicted in Listing 1 as a running example.

Listing 1 Example of C code

1 void foo() {
2 int x = source();
3 if(x < MAX) {
4 int y = 2*x;
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5 sink(y);
6 }
7 }

2.1 | Token‐based representation
This representation treats code as free text. Thus, it converts
the code into a list of tokens where each word (e.g., “void”) is a
token, but each special character (e.g., ‘(’) is also a token (rather
than considering it as part of a word). An example is given in
Listing 2.

Listing 2 Token representation for the code in
Listing 1

1 ['void', 'foo', '(', ')', '{', 'int',
'x',
2 '=', 'source', '(', ')', ';', 'if',
'(', 'x', '<', 'MAX', ')', '{', 'int', 'y',
'=',
3 '2*x', ';', 'sink', '(', 'y', ')', ';',
'}', '}']

Then, each token will be encoded into a vector of numbers
using different statistical language models, such as word
embedding [18] or n‐grams [19]. In principle, word embedding is
a learned representation for text where words that have the same
meaning get a similar representation. Technically, word embed-
dings are a class of techniques where individual words are rep-
resented as real‐valued vectors in a predefined vector space [20].
Each word is mapped to one vector and the vector values are
learned in a way that resembles a neural network and hence, the
technique is often lumped into the field of DL. As for n‐grams,
they are useful abstractions for modelling sequential data, such as
text, where there are dependencies among the terms in a
sequence. However, a corpus of code can be regarded as a
sequence of sequences, and corpus‐based models, such as n‐
grams, learn conditional probability distributions from the or-
der of terms in a corpus. Corpus‐based models can be used for
many different types of tasks, such as discriminating instances of
data or generating new data that are characteristic of a domain.
Embeddings can be considered as a way to represent words and
help theDLmodel to learn the representationof the source code.
N‐grams are several words appearing together. An embedding
can be trained to represent n‐grams or just individual words.

2.2 | Tree‐based representation
This representation treats the abstract syntactic structure of the
source code. ASTs are a kind of tree representation approach
that is widely used by a programming language and SE tools.

Figure 1 shows an example of an AST representation. The
nodes of the AST tree are related to constructs or symbols of

the source code. In comparison to the token‐based approach,
AST representation is abstract and does not include all avail-
able details, such as punctuation and delimiters. Theoretically,
ASTs can be used to illustrate the lexical information and the
syntactic structure of source code, such as the function name,
and the flow of the instructions (e.g., in an if or while
construct). Recently, some approaches combined neural net-
works and ASTs to constitute tree‐based neural networks
(TNNs) [21]. Given a tree, TNNs learn the vector represen-
tation by recursively computing node embeddings in a bottom‐
up way. Popular TNN models are the Recursive Neural
Network (RvNN) [22], Tree‐based Convolutional Neural
Network (TBCNN) [3], and Tree‐based Long Short‐Term
Memory (Tree‐LSTM) [23].

2.3 | Graph‐based representation
In this approach, source code is represented as a graph on
many different levels. Levels of representation will define the
type of the representation graph. Thus, a control flow graph
(CFG, see Figure 2a) describes the sequence in which the in-
structions of a programme will be executed. Thus, the graph is
determined by conditional statements, for example, if, for, and
switch statements. In CFGs, nodes denote statements and
conditions, and they are connected by directed edges to indi-
cate the transfer of control.

Alternatively, the representation might be a data flow that is
variable‐oriented. Thus, a data flow graph (DFG) is used to
follow and track the usage of the variables through the CFG. A
DFG edge represents the subsequent access or modification
onto the same variables. Call flow graph (CallFG) captures the
relation between a statement which calls a function and the
called function [24]. Finally, the entire programme can be
represented as a graph using a programme dependency graph
(PDG, see Figure 2b), where statements and predicate ex-
pressions can be characterised by the nodes. In this study, we
differentiate between the tree‐ and graph‐based approaches
since each representation approach is used to retrieve a

F I GURE 1 Abstract syntax tree for the code snippet in Listing 1
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different level of information from the source code. Thus, the
tree‐based approach, such as using the AST, is used to extract
the syntactical information from the source code [21], whereas
graph‐based approaches, such CFG or DFG, extract semantic
information [25].

3 | RESEARCH METHODOLOGY

Our goal is to study what code representation approaches are
used in combination with DL within the field of software
engineering, and which code representation approaches are
suitable for which tasks. Our primary method is a systematic
mapping study. Systematic Mapping studies are a commonly
used research method to systematically analyse a mature body
of research and to derive recommendations from a disparate,
large body of published works.

3.1 | Research questions

To effectively conduct a systematic mapping study, it is crucial
to have well‐defined research questions. The research ques-
tions analyse the main attributes of the study, which are code
representation, DL, and tackled software engineering tasks, on
multiple levels. In the following, we present the headlines of
our research questions along with the corresponding detailed
questions.

RQ 1 Main Attributes Analysis

In RQ1, we are primarily interested in which software
engineering tasks, DL models, and code representation ap-
proaches are currently prominently investigated in the field of
study.

RQ 1.1 Software Engineering Tasks: For which software
engineering tasks are DL and code representation being
used?

This research question explores the software engineering
problems that are commonly tackled with DL using the code
representation. This is crucial to contextualise and further
analyse our subsequent findings.

RQ 1.2 DL Models: Which DL models are being used in
conjunction with code representation in software engi-
neering research?

While other review studies DL and SE tasks in more de-
tails, our goal is also to investigate what DL models are spe-
cifically used with a strong emphasis on code representation.

RQ 1.3 Code Representation Approaches: Which code
representation approaches are being used?

Finally, it is evidently important to our study goal to
identify the basic code representation approaches that litera-
ture currently has to offer to software engineering researchers.

RQ 2 Detailed Analysis Based on SE Tasks

Within RQ2, we conduct a deeper analysis of our dataset to
identify which code representation approaches, on one side,
and DL, on the other side, are commonly used to tackle which
kinds of problems. Particularly, we are interested in identifying
characteristics and commonalities of tasks that make them
particularly amenable to a specific type of representation or
model.

RQ 2.1 Tasks and Models: Which DL models are being
used to tackle which software engineering tasks?

Firstly, we correlate software engineering tasks with used
DL models with the goal of identifying which models are
particularly suitable to solve which tasks.

RQ 2.2 Tasks and Representations: Which software en-
gineering tasks and representation approaches are being
used?

Secondly, we further correlate software engineering tasks
with used code representation approaches.

RQ 3 Main Attributes‐ Cross Analysis—Which code rep-
resentation and DL models are commonly used ap-
proaches to solve a specific software engineering task?

In RQ3, we perform the analysis on all three main attri-
butes (task, representation, and model) together to map the
code representation and DL models with different software
tasks.

RQ 4 Hybrid Approach Analysis

In RQ4, we analyse the studies that combine different
approaches in one framework. In the rest of this paper, we will

(a) (b)

F I GURE 2 Graph‐based representations for the code snippet in
Listing 1
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be referring to the overall solution presented in the retrieved
studies as the 'framework'. These approaches are considered to
provide valuable characteristics since they have either a wider
scope to solve multiple tasks simultaneously, or more powerful
capabilities in fulfilling many requirements by integrating
multiple representation approaches. However, this integration
between multiple approaches would increase the cost of
implementing these (fairly complex) frameworks.

RQ 4.1 Hybrid Software Tasks: What are the characteris-
tics of frameworks that handle multiple software tasks?
How are the different software tasks processed?

We first scrutinise the studies that are set to solve different
software tasks at once. The overarching aim is to elicit insights
into the strategies followed to tackle multiple different tasks.

RQ 4.2 Hybrid Representation Approaches: Which
frameworks utilise multiple representation approaches?
How are the different representations integrated?

In this research question, we study research that exploits
multiple representation approaches at the same time. We also
examine how this integration is carried out to expand the ef-
ficiency of the framework.

RQ 5 Gaps in the Literature: What are current research
gaps and challenges in the software engineering field?

Finally, our study raises the question which promising areas
are currently underexplored, and warrant future research in the
software engineering field.

3.2 | Literature search and selection

To conduct our study, we followed the process outlined in
Figure 3. We used a two‐step method for literature search.
Firstly, we collected an initial set of candidate papers through a
database search. Secondly, we used iterative backward and
forward snowballing to extent this initial candidate set (the
seed).

For constructing the initial candidate set, we have relied on
a single primary search database (Google Scholar) rather than
aggregating results from different digital libraries, such as the
ACM Digital Library or IEEEXplorer. The reason for this was
two‐fold: (1) Google Scholar has a highly complete index, and
it is unlikely that searching in other libraries would lead to
additional search results, and (2) since we heavily made use of
snowballing, completeness of the initial candidate set was
deemed less crucial (as important missing work would appear
during the snowballing process).

The initial candidate list was generated by executing the
following search term on Google Scholar:

code representation for deep learning

We screened the first five pages of search results based on
paper title and abstract. These potentially relevant papers were
then evaluated with regard to our inclusion criteria (see Sec-
tion 3.3). If a paper matched the criteria, it was added to the
study dataset. After five pages (and initial snowballing), we
have observed saturation, that is, investigation of the next two
pages of search results did not lead to further papers matching
the inclusion criteria. Hence, we stopped the search at this
point.

We used explicit backward and forward snowballing to
extend our initial set of candidate papers: for each selected
paper, we further screened the reference list for additional
relevant papers and also used Google Scholar's “cited by”
functionality to discover later papers that have referenced pa-
pers in our initial set. We applied the same basic strategy to
these additional candidate papers (screening based on title and
abstract, followed by an explicit evaluation of inclusion
criteria). This process has been repeated iteratively until no
new papers could be found.

F I GURE 3 Overview of systematic mapping study process
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3.3 | Inclusion criteria

To clearly delineate papers that are within the scope of our
study, we defined the following inclusion criteria:

� I1: Published in 2014 or later. We chose 2014 as a cutoff
point because this was the year the TensorFlow system was
initially released.

� I2: Making use of DL as a core contribution of the paper
and explicitly reporting on the used code representation
approach. To illustrate this criterion, we discuss the
following study as a counterexample [26]. In this study,
Laaber et al. tackled an SE task (predictability of system
performance) and the authors used an artificial neural
network (ANN) as a DL model for that task. However, the
authors do not report on a specific code representation
approach as they relied on the static features of the source
code (e.g., lines of code or the number of loops). Hence, this
study does not match the inclusion criterion I2.

� I3: Reporting on research in the wider field of software
engineering. Particularly, we did not include pure DL
research with no clear connection to software engineering.

� I4: Explicitly reporting (a) what software engineering task is
being addressed, (b) what DL model is being used, (c) what
code representation approach is being used, (d) what pro-
gramming language(s) are being used, and (e) on what level
(lines of code or functions/methods) DL is applied.

I1–I3 define the topical relevance to our study goals. I4 was
important to ensure that all the data required for our study are
actually reported by the papers in our dataset. We did not focus
on publications in a specific venue and also accepted unpub-
lished academic preprints if no published version of the paper
exists. To be selected into the dataset, a paper had to fulfill all
the four inclusion criteria.

3.4 | Resulting study dataset

Applying this literature search and selection procedure resulted
in a dataset of 103 relevant studies, which are listed in
Appendix A.

Figure 4 indicates the distribution of the papers in our
dataset over time between 2014 and 2021. It can be observed
that the number of relevant studies has increased over the
years. With only two relevant publications in 2014 to reach 30
publications in 2019, then we observe a slight decline in 2020
(the last complete year in our study) with 19 publications. It is
also interesting to notice the steadily increasing fraction of
publications in academic journals rather than conferences or
workshops.

In Figure 5, we have summarised the conference venues,
which are common targets in this field of study. Conference
venues with only one publication are not depicted in the figure.
Unsurprisingly, ICLR, which is dedicated to presenting the
advancement in representation learning, is the biggest
contributor to our dataset with nine studies. It is followed by

ICSE, which is widely seen as one of the highest ranked
software engineering conferences, with eight studies, and MSR
with seven studies. A smaller subset of our dataset has been
published in ML venues, such as AAAI, NeurIPS, or ICML, or
in programming languages venue, such as PLDI. The abbre-
viations of the venues presented in Figure 5 are listed in
Appendix B.

3.5 | Data extraction, coding, and analysis

To analyse this dataset that answers the research questions of
this study, a coding taxonomy was developed. The taxonomy is
presented in Table 1. We consider the three categories (code
representation approach, DL model, and Software Tasks) as
primary attributes whereas we mentioned the code‐level and
programming languages in RQ2.3, in part related to code
representation. Following our research questions, we iteratively

F I GURE 4 Number of publications per year. “Others” includes
academic workshops and pre‐prints for which no published versions exist

F I GURE 5 Number of publications per distinct conference venue
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developed a coding guide with the following top‐level codes:
(1) programming language, (2) code‐level granularity, (3) used
code representation approach, (4) used DL model, and (5) the
software task. Each publication in the dataset was coded by the
first and second authors according to the taxonomy (in addi-
tion to collecting basic bibliographical information, such as the
publication date and venue) with the other authors serving as
sounding board and helping to resolve possible ambiguities.
The resulting data were then analysed and plotted using Python
scripts. We make the final coding sheet as well as the analysis
script available in a replication package [27].

The detailed coding taxonomy is sketched in Table 1 and
discussed in the following.

Programming Language: while DL is in principle not
dependent on a specific programming language, concrete
feature extraction techniques for code representation need to
be built custom for individual programming languages. In our
study, C, C++, C#, Java, JavaScript, and Python have emerged
as target programming languages.

Code‐Level Granularity: programme code can funda-
mentally be represented on different levels in a code repre-
sentation approach. In our study, we distinguish between
approaches that consider methods, functions, or similar as
atomic unit [5, 28], from those that attempt to represent the
programme code on a statement level [29, 30].

Code Representation: as the main target of this research,
different code representation approaches were distinguished

on a fine‐grained level. We distinguish between token‐based,
tree‐based, graph‐based, and other approaches. For token‐
based approaches, word embedding and n‐grams [31] have
emerged as clearly distinct groups. The only tree‐based ap-
proaches [32] in our dataset are based on abstract syntax tree
(AST). For graph‐based approaches [33], we distinguish be-
tween CFG‐, DFG‐, PDG, and CallFG‐based approaches,
which capture the relation between a statement that calls a
function and the called function [24]. Other code representa-
tion approaches that do not fall clearly into these groups are
bytecode, ASCII, code gadget, latent semantic indexing, and
binary visualisation since each approach has appeared only
once in the retrieved list of papers. More examples for each
approach will be mentioned as part of the discussion of results
in Section 8.2.

DL Models: the main DL models that emerged in our
coding as common methods in software engineering research
are ANN [34], Convolutional Neural Network (CNN) [35],
Recurrent Neural Network (RNN) [36], Graph Neural
Network (GNN) [37], Long‐Short Term Memory (LSTM) [38],
and autoencoder and attention mechanism [39]. Additionally,
three further models [deep belief network (DBN), neural
machine translation (NMT), and deep reinforcement learning
(RL)] emerged in two, four, and one publications, respectively,
and we combine those in the group 'Others'. It is worth
mentioning that we distinguished LSTM from RNN and was
listed as a separate type (and not counted when referring to

TABLE 1 Overview of systematic mapping study coding attributes

Code representation approach

Programming
language

Code‐level
granularity

Deep learning models Software task

Tree
based

Graph
based

Token
based Others Main models Others Task Others

AST CFG Embedding ByteCode C Method level ANN DBN Code clone detection Error handling

DFG n‐grams ASCII C++ Statement
level

RNN NMT Code similarity detection Fixing format

PDG Code gadget C# LSTM RL Programme repair Traceability

CallFG LSI Java CNN Code completion Compiler analysis

Binary
visualisation

JavaScript GNN Programme generation Programme
synthesise

Python Auto‐Encoder Vulnerability detection Malicious
behaviour
detection

Attention
mechanism

Source code classification Performance
prediction

Bug detection Code smell
detection

Code summarisation Type signature
prediction

Identifier generation

Code search

Abbreviations: ANN, artificial neural network; AST, abstract syntax tree; CallFG, call flow graph; CFG, control flow graph; CNN, convolutional neural network; DBN, deep belief
network; DFG, data flow graph; GNN, graph neural network; LSI, latent semantic indexing; LSTM, long short‐term memory; NMT, neural machine translation; PDG, programme
dependency graph; RL, reinforcement learning; RNN, recurrent neural network.
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RNN) since there are frameworks that combine AST with
LSTM, which is referred as tree LSTM [23], and other
frameworks that combine AST with RNN, which is referred as
RvNN [22].

Software Engineering Tasks: to identify for which
projects' code representation gets used, we also extracted the
one or multiple software engineering tasks from the papers in
the dataset. We observed that many common fields of study
within software engineering were present. Particularly, we
observed works related to code clone detection, code simi-
larity detection [4], programme repair, programme generation
[40], vulnerability detection [41], source code classification [1],
bug detection [42], code summarisation [43], identifier gen-
eration [44], and code search [45]. Other tasks that emerged,
but were investigated less frequently, were related to fixing
formatting [46], traceability [47], compiler analysis [24], pro-
gramme synthesis [10], malicious behaviour detection [48],
performance prediction [49], code smell detection [50], and
error handling [51].

3.6 | Data validation

To conduct a preliminary validation of the completeness of our
data set, we selected five recent studies from high‐profile
software engineering venues that applied machine learning to
one of the tasks in our study (see Table 1). We checked each
reference cited by these recent studies against our inclusion
criteria and validated for each study matching our criteria,
whether they were indeed contained in our study set. No
publications have been found to be missing.

3.7 | Threats to validity

Despite following a well‐defined methodology, a review study
such as ours is always subject to limitations and threats to
validity. We use the classification proposed by Ampatzoglou
et al. [52] to contextualise these threats.

� Construction of the Search Process and General-
isability: We chose to construct our dataset based on an
initial search on Google Scholar followed by extensive
snowballing, rather than a more conventional search strategy
using major digital libraries, such as Scopus, IEEE Xplore,
ScienceDirect, or the ACM Digital Library. We argue that
relying on snowballing leads to a more complete and
comprehensive dataset than traditional search, which suffers
from limitations due to inconsistent naming and

terminology. However, one challenge is that it is hard to
conduct an identical replication of our study since Google
Scholar personalises search results. To mitigate this threat,
we provide a replication package that includes all studied
manuscripts as well as our resulting coding sheet.

� Study Inclusion/Exclusion Bias: DL is a rapidly growing
area of research within software engineering. Hence, we
needed to make decision when to stop accepting newly
appearing papers into our dataset. While we do not believe
that the overall findings would have been impacted if we had
collected studies for a longer period of time, readers should
still take our data collection period in mind when inter-
preting our results.

� Validity of Primary Studies: Four studies in our dataset are
pre‐prints retrieved from arXiv. While those are not peer‐
reviewed, the included studies are highly cited and highly
influential in our field. Hence, we consider it important to
include them in the analysis despite the threat that is
introduced by the lack of peer review.

� Data Extraction Bias: While many of our coding di-
mensions lend themselves to objective categorisation,
judgement calls still needed to be made in some cases. In
these cases, we discussed among the author group to reach a
consensus decision.

4 | AN OVERVIEW OF USAGE OF DEEP
LEARNING IN SE TASKS

This section allows us to establish a general “process” over-
view of the steps required to make DL work in software en-
gineering. While it is not expected that this general framework
will differ drastically from DL in other domains, it will allow us
to put the rest of the survey in context, identify the place of
code representation in this general process, and serve as a
guiding rail for novices to the domain. Thus, we provide a
general framework of code representation and DL models'
usage for tasks in software engineering based on the reviewed
studies. This model has emerged from qualitatively investi-
gating the DL models of the studies in our dataset.

4.1 | High‐level process
The resulting model is depicted in Figure 6. Unsurprisingly, the
high‐level architecture is comparable to the usage of DL in
other domains and consists of the well‐known phases of data
collection, data preparation and preprocessing, as well as
learning and validation.

F I GURE 6 Abstracted general code representation and DL models in software engineering
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Data Collection: The process starts with data collection,
which in the domain of software engineering typically entails
collecting the source code files for a specific programming
language (e.g., through repository mining). Subsequently, the
dataset needs to be annotated to serve as a training set. The
annotation process is custom to the specific software engi-
neering task that is intended to be tackled, for example, bug
prediction evidently requires different annotations than, for
example, code clone detection. The dataset is either ready and
pre‐annotated by domain experts or the researchers that
conduct the study annotate the source code themselves. An-
notations are task‐specific and may for example, include in-
formation about the presence of bugs, or if the two code files
are to be considered code clones [53].

Data Preparation and Preprocessing: Afterwards, in the
data preparation and preprocessing phase, the collected code
must be represented in a form that is compatible with DL.
This is where code representation, the main subject of our
study, comes into play. For example, in an AST representation,
the collected code is converted into a tree form; then the tree
paths need to be encoded or embedded as numeric values
(vectorisation) using approaches such as one‐hot encoding or
word embedding. On the contrary, in a graph‐based repre-
sentation, a variety of graph embedding techniques are used,
such as Graph2vec [54], HOPE [55], SDNE [56], or Node2vec
[57]. Features can now be extracted from those vectors
through different approaches, such as convolutional or
sequential neural networks.

Learning and Validation Phase: Finally, the DL model
will be trained and validated based on the tackled software
engineering task.

4.2 | Examples

To concretise this process, we now present two examples of
publications that follow the framework shown in Figure 6.

Example 1 (Zhang et al. Retrieval-based neural source code
summarisation, ICSE020):

The first example [58] proposes a framework for (infor-
mation retrieval) based neural source code summarisation. The
solution specifically makes use of an attention encoder‐decoder
model. Figure 7 depicts the approach using the model intro-
duced previously.

After collecting training data as a first step, source code is
represented as ASTs, which are then turned into syntactic to-
ken sequences by tree traversal. Then, a trained encoder based
on LSTM units is used to embed the code into a semantic
vector using pooling, which is used to progressively reduce the
spatial size of the representation to reduce the amount of
parameters and computation in the network and preserve the
most important features. Afterwards, a bidirectional LSTM
decoder is used to capture the semantic context to generate
natural‐language summaries. The motivation behind this so-
lution is that recent studies that use models of neural networks
prefer high‐frequency words in the corpus while struggling
with low‐frequency ones. The proposed method takes advan-
tage of both neural and retrieval‐based techniques to alleviate
this problem.

Projecting Figure 7 on the main representative Figure 6,
the code fragment part maps the data collection from AST to
semantic vector is mapped to data preparation and pre-
processing. The attention part, along with the bidirectional‐
LSTM decoder, presents the learning and validation phase.

Example 2 (Wang et al. Detecting code clones with graph
neural network and flow-augmented abstract syntax tree,
SANER020):

A second example [59] uses code representation and DL
for code clone detection. In this work, and as shown in
Figure 8, the authors treat the AST as a graph by following a
flow‐augmented abstract syntax tree (FA‐AST) to build a graph
representation for code fragments. This is done by adding
edges representing control and data flow to the AST. Graph
representation is applied here as AST‐based approaches cannot
fully leverage the structural information of code fragments,
especially semantic information, such as the control and data
flow. After representing the AST as a graph, the vectors of

F I GURE 7 An example framework for code summarisation, based on Zhang et al. [58]. AST, abstract syntax tree; LSTM, long short‐term memory

F I GURE 8 An example framework for code clone detection based on Wang et al. [59]. AST, abstract syntax tree; FA‐AST, flow‐augmented abstract syntax
tree; GGNN, gated graph neural network; GMN, graph matching network
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nodes are pooled into a graph‐level vector representation.
Hence, two different types of graph neural networks (GNN)
are used: a gated graph neural network (GGNN) for graph
embedding and a graph matching network (GMN), which can
jointly learn embedding for a pair of graphs.

When mapping the approach explained in Figure 8 to the
common architecture in Figure 6, the code fragment is part of
data collecting, while going from AST to GGNN represents
data preparation and preprocessing. Finally, the GMN is part
of the learning and validation phase.

5 | MAIN ATTRIBUTES ANALYSIS

In this section, we will answer RQ1 by exploring this study's
three main attributes in isolation. We answer the question
about which software engineering tasks are tackled by the
studies in our dataset, and what code representation and DL
approaches are being used to do so.

5.1 | Software engineering tasks

DL is used for a large variety of different tasks in software
engineering. Hence, to answer RQ1.1, we cluster the tasks into
four broad groups inspired by work from Microsoft1 based on
high‐level techniques and goals. Groups and concrete tasks, as
well as their absolute and relative frequencies in our dataset, are
shown in Table 2. It should be noted that the sum of per-
centages does not add up to 100% as some publications tackle
multiple problems simultaneously.

Code‐Code: the model's input is the code, and the model's
output is also a source code (e.g., complete programs or code
snippets). Example of tasks clustered under code‐code are
clone and similarity detection, code completion, programme
generation and repair. Less‐frequent code‐code task in our
dataset (grouped as “other”) is fixing formatting, traceability,
and compiler analysis. Code‐code tasks are a natural fit for DL
and hence a frequent target in our dataset, representing 46% of
all studies. Code clone detection is the most frequent individual
task, followed by the (very related) task of code similarity
detection and programme repair.

Code‐Text: the input of the learning model is code,
whereas the output is (often natural‐language) text. A canonical
example of this type of task is code summarisation, where the
goal is to produce natural language summaries of source code
constructs. The only other code‐text task we found is identifier
generation, which includes suggestions of method or variable
names based on code information. As a group, code‐text ap-
proaches represent about 20% of the studies in our dataset.
However, this is primarily due to code summarisation indi-
vidually being a common area of interest in DL for software
engineering (representing 15% of the studies). Identifier

Generation appears in 7 studies. The total count of the papers
that tackle code‐text is 21, as one study [60] is about both,
summarisation and identifier generation.

Text‐Code: this group is the opposite of the previous
group, where the input is the natural language text with code
output. The only two tasks in our dataset of this type are
code search and programme synthesis. As for code search, it
uses the query text to find the corresponding source code.
This task represents about 5% of the dataset. Programme
synthesis, on the other hand, takes free text descriptions of
programme functions as an input and returns source code as
an output. There is only one study in our dataset that tackles
this task.

Code‐Prediction: finally, DL can be used to predict
qualities based on code, such as detecting vulnerabilities,
bugs, or malicious behaviour. We also group source code
classification in this category. Two studies are grouped as
“other” in this group: error handling and code smell detec-
tion. As a group, code‐prediction is quite prevalent, ac-
counting for 37.8% of the studies in our dataset. Within this
group, different tasks are well distributed with the most
common one being bug detection (14%) followed by
vulnerability detection (11%).

We present the complete mapping of papers to our tax-
onomy of SE tasks in Appendix C.

TABLE 2 Number and percentage of publications classified per
addressed software engineering task

Code‐code 46 (44.7%)

Code clone detection 16 (15.5%)

Code similarity detection 9 (8.7%)

Programme repair 9 (8.7%)

Code completion 7 (6.8%)

Programme generation 6 (5.8%)

Other 3 (2.9%)

Code‐prediction 39 (37.8%)

Bug detection 14 (13.6%)

Vulnerability detection 11 (10.7%)

Source code classification 6 (5.8%)

Performance prediction 2 (1.9%)

Type signature prediction 2 (1.9%)

Malicious behaviour detection 2 (1.9%)

Others 2 (1.9%)

Code‐text 21 (20%)

Code summarisation 15 (14.6%)

Identifier generation 7 (6.8%)

Text‐code 6 (5.8%)

Code search 5 (4.9%)

Programme synthesis 1 (1%)

1
https://www.microsoft.com/en‐us/research/blog/codexglue‐a‐benchmark‐dataset‐
and‐open‐challenge‐for‐code‐intelligence/
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RQ 1.1 Summary We categorise the studies in our dataset in
four main groups, depending on the inputs and outputs
of DL. Code-code and code prediction tasks are most
prevalent in our data. Code-text and text-code studies
are more limited; however, these are also 'smaller'
groups with a lower number of concrete subtasks.

5.2 | Deep learning models

We now present the DL models used in the retrieved studies,
as per RQ1.2. Various DL models have been identified in
software engineering research. A graphical overview is given in
Figure 9. LSTM [38], which is a type of RNN, is the most used
DL approach and found in 49 (48%) studies. LSTM copes with
the problem of RNNs known as “vanishing gradients” by
adding the mechanism of “cell states” to selectively remember,
or forget, part of the information that is needed during training
[61]. Attention mechanism [39] and CNN [62] are the second
and third most used DL models with 35 and 28 publications,
respectively. CNNs are particularly efficient since they can
work in parallel on sequences and have a structure for which
the output and input have a logarithmic distance in terms of
layers, which is linear for RNNs and LSTMs. The use of CNNs
together with an attention mechanism (specifically “self‐
attention”) defines the architecture of 'Transformers'.
Autoencoders [63] and RNNs are almost equally present. The
least applied DL models in our dataset are ANN and GNN.
The category 'Other' includes deep belief networks, neural
machine translation, and reinforcement learning.

It should be noted that counts in Figure 9 add up to
substantially more than the total number of studies in our
dataset (103) as many papers in practice combine multiple DL
models. Particularly, we observe that there are specific DL
models that are commonly used together for solving specific
downstream tasks, such as studies that use attention mecha-
nisms. The attention mechanism emerged as an improvement
over the encoder decoder‐based neural machine translation
system based on encoder‐decoder RNNs/LSTMs. Both
encoder and decoder are stacks of LSTM/RNN units. Further,

hybrid DL models are commonly used for tasks in the code‐
text or text‐code groups as these require different models for
different input and output. These issues will be discussed in
more detail in Section 6.1.

RQ 1.2 Summary Software engineering research uses a wide
variety of DL models with LSTM and attention mech-
anisms currently receiving most attention.

5.3 | Source code representation

We now turn towards what representations are being used in
conjunction with these DL models to answer RQ1.3. We
analysed the source code representation approaches that are
utilised to encode source code into a form that is meaningful
and can be fed into ML models. Three primary (groups of)
techniques have emerged from our analysis: token‐based rep-
resentation, tree‐based representation, and graph‐based rep-
resentation. Five concrete representation approaches emerged
that do not clearly belong into any of these groups and have
hence been categorised as 'Other'. These are code gadget (the
number of lines of code that are semantically related to each
other [64]), binary visualisation (the raw representation of any
type of file stored in the file system, which exhibits similar
behaviours of the code while being syntactically different [65]),
ASCII which used by Wang et al. [66] to convert each letter of
JavaScript code into eight bit binary, latent semantic indexing
(LSI, a method of analysing a set of documents in order to
discover statistical co‐occurrences of words that appear
together which then give insights into the topics of those
words and documents [47]), and bytecode (in this representa-
tion, a code fragment is expressed as a stream of bytecode
mnemonic opcodes forming the compiled code [67]). An
overview over the prevalence of the four groups is given in
Figure 10.

F I GURE 9 Summary of DL models used in conjunction with code
representation in software engineering research F I GURE 1 0 Summary of code representation approaches
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All three groups see frequent use in software engineering.
Tree‐based and token‐based representations are most common
and are both utilised in over half of the studies in our dataset
(66% or 64% and 54% or 52%, respectively). As before, some
studies employ multiple representation approaches simulta-
neously. Graph‐based approaches are less common and only
used in 25 (24%) of studies, but the usage is increasing. The
remaining techniques are only used in five individual
publications.

For tree‐based representation, the only specific technique
that emerged from our study is AST. However, both token‐
based and graph‐based representations can be split up into
further subcategories. For token‐based approaches, these are
word embedding and n‐grams, with word embedding being the
dominant technique (used in 37% or 79% of the studies using a
token‐based approach, see also Figure 10).

There are a larger number of choices of graph‐based
representations, which are depicted in Figure 10. The most
common ones are CFG (17% or 45%). Other options include
PDG, DFG, and CallFG.

5.3.1 | Alternative representation approaches

In contrast, some studies have made use of code represen-
tation approaches without direct adoption of any of the
methods that are categorised in Table 1. To take token‐based
approaches as an example, some works have tokenised the
text without using word embedding or n‐grams techniques.
In a study by Fernandes et al. [68], the proposed framework
breaks up all identifier tokens (i.e., variables, methods, classes,
etc.) of the source code into sub‐tokens by splitting them
according to specific heuristics (camelCase and pascal_case).
Gupta et al. [69] use an encoding map for each programme
to map every token, based on its type (such as function,
literal, variable, etc.), to a unique name in a pool of names.
Similarly, there is a subset of graph‐based solutions that have
not used any graph‐based methods that are classified in
Figure 10. Yasunaga and Liang [70] have proposed a
programme‐feedback graph to model the reasoning process
and capture the semantic correspondence involved in pro-
gramme repair. Similarly, Fernandes et al. [71] extend
sequence encoders with a graph neural network that can
reason about long‐distance relationships. Finally, Brocksch-
midt et al. [72] decode the code in a graph representation
using GNN for partial programs to incorporate rich semantic
information that is useful in programme repair tasks.

5.3.2 | Code representation depending on code‐
level granularity

Another question our review can answer is whether different
code representation approaches are more commonly used to
handle code on the statement or method levels. The results of
this analysis are shown in Table 3.

As we can see, there is no clear‐cut difference in the usage
of representation approaches depending on the code level.
However, token‐based approaches are slightly more commonly
used in studies that work with code at a statement level. This
intuitively makes sense as such studies are less concerned with
preserving the syntactical or semantic context of a software
project.

5.3.3 | Code representation for different
programming languages

As a final exploration of code representation approaches, we
map which programming languages the studies in our corpus
use. This is shown in Figure 11.

Unsurprisingly, Java is by far the most commonly consid-
ered programming language and is considered in over half the
studies in the corpus (58 studies, or 56%). This can be
explained by the wide availability of parsing tools that parse
Java code into AST, which is compatible with the findings in
Figure 10 that show AST to be the most common represen-
tation approach. Examples of common Java parsers are the
Eclipse Java development tools (JDT) used by Büch and
Andrzejak [73], SrcML [74] used by Bui et al. [4], or JavaParser
used by Alon et al. [75]. However, SrcNL is a universal AST
system that uses the same AST representations for multiple
languages (Java, C#, C++, and C)

For graph‐based representation approaches, different
tooling is required. For example, Ben‐Nun et al. [48] convert
Java code to statements in an Intermediate Representation (IR)
using the LLVM Compiler Infrastructure [76], which is then
processed to contextual flow graphs. Mehrotra et al. [6] use the
Soot optimization framework [77] to build program depen-
dence graphs for Java code, followed by the Cytron's method
[78] to compute control dependence. Reaching definition [79]
and upward exposed analysis [80] are both used for computing
data dependence graphs.

TABLE 3 Main code representation approaches and code‐level
granularity

Token (%) Tree (%) Graph (%)

Statement level 73 71 64

Method level 27 29 36

F I GURE 1 1 Programming languages considered in the dataset
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RQ 1.3 Summary All three main groups of code representa-
tion introduced in Section 2 are used in literature with
tree-based and token-based code representations being
most prevalent. It is also notable that a substantial
number of publications use a hybrid representation
approach, combining multiple different representations.

6 | DETAILED ANALYSIS BASED ON
SOFTWARE ENGINEERING TASKS

So far, our analysis discussed the three main dimensions of the
study (tasks, DL models, and code representation approaches)
in isolation. Now, we turn to investigating the interplay be-
tween these dimensions as part of RQ2. Particularly, we
investigate how DL models and chosen representation depend
on tasks (Sections 6.1 and 6.2, respectively).

6.1 | Software tasks and DL models

In this section, we will discuss the results that explain RQ2.1,
where we map the chosen DL models to tackle software en-
gineering tasks. Figure 12 depicts a mapping of specific DL
models identified in the study to the four high‐level categories
of tasks as a bubble plot.

We observe that a wide variety of models have been applied
to the tasks in the code‐code group, whereas there appears to
be more dominant methods for code‐text (LSTM with
autoencoders and attention mechanisms) as well as code‐
prediction (CNN and LSTM). The data for the text‐code
group are too sparse to come to a clear conclusion, but
initial evidence suggests that researchers also use a variety of
models for this task. Further, LSTM is commonly used and
proportionally distributed for all types of tasks. However,
CNN is most frequently used for tasks in the group code‐
prediction. Both, autoencoders and attention mechanisms are
used frequently for code‐code and code‐text tasks, but rarely
for other tasks.

Figure 13 drills deeper into this and depicts the usage of
different DL models for specific tasks in the code‐code group.
We observe that a variety of models are used for all specific
tasks.

In programme repair, some approaches use sequence to
sequence networks with encoder‐decoder models attached
with attention mechanisms. Bi‐directional LSTM is mainly
used in both encoder and decoder. However, attention might
be used in the decoder part [40] or in encoder [70]. However,
other approaches for handling programme repair do not rely
on the encoder‐decoder model. For example, Vasic et al. [81]
use LSTM and attention mechanism to locate and handle the
misuse of the variable defined in the programme. Other studies
rely on sequential models for handling programme repair
without using the encoder‐decoder attention model [69, 82],
whereas Dinella et al. [83] rely on graph neural networks for
learning graph transformation to repair the bugs in the Java-
Script programs.

Figure 14 presents a similar analysis for specific code‐text
tasks. It becomes evident that autoencoders are an important
facet of contemporary code summarisation research. These
approaches are based on the sequence‐to‐sequence paradigm
over the words of some text with a sequence encoder (typically
a RNN, but sometimes using self‐attention [12]) processing the
input and a sequence decoder generating the output. Recent
successful implementations of this paradigm have substantially
improved performance by focussing on the decoder, extending
it with an attention mechanism over the input sequence and
copying facilities [68]. However, while standard encoders (e.g.,
LSTMs) can in theory handle arbitrary long‐distance relation-
ships, in practice, they often fail to handle long texts (sum-
marisation output) correctly [84].

RQ 2.1 Summary Most of the software tasks studied are
mainly tackled using the LSTM model. However,
autoencoders and attention mechanisms are also widely
adopted, particularly in code-code and code-text tasks. A
high number of code-prediction publications utilise
CNNs.

F I GURE 1 2 Software engineering tasks and applied DL approaches. ANN, artificial neural network; CNN, convolutional neural network; DL, deep
learning; GNN, graph neural network; LSTM, long short‐term memory; RNN, recurrent neural network

SAMOAA ET AL. - 363



6.2 | Software tasks and code representation

We now turn towards RQ2.2 and explore how the choice of
code representation approach is impacted by the chosen
software engineering task. An overview for the four groups of
tasks is provided in Figure 15.

We observe that the various code representation ap-
proaches are used across software engineering tasks. Text‐code
tasks are commonly addressed using token‐based approaches.
Only one study uses a tree‐based approach for this type of task
[10], and none uses a graph‐based approach. However, this
study handles multiple tasks within the same study. More

specifically, the authors have built multiple representations to
handle tasks separately. The tree‐based approach addresses
code summarisation (a code‐text task), whereas a token‐based
approach is used for code retrieval (text‐code). Hence, we
conclude that for text‐code tasks, for example, code search, a
token‐based representation is the only method that is seeing
current use. This can be explained as the freeform text of, for
example, a query is better treated using natural language pro-
cessing (NLP) techniques than the more code‐specific tree‐
and graph‐based representations.

Graph‐based approaches are most commonly used in
code‐code tasks. However, also 38% of graph‐based

F I GURE 1 4 Applied DL approaches for specific code‐text tasks. ANN, artificial neural network; CNN, convolutional neural network; DL, deep learning;
GNN, graph neural network; LSTM, long short‐term memory; RNN, recurrent neural network

F I GURE 1 5 Code representation approaches per group of software engineering tasks

F I GURE 1 3 Applied DL approaches for specific code‐code tasks. ANN, artificial neural network; CNN, convolutional neural network; DL, deep learning;
GNN, graph neural network; LSTM, long short‐term memory; RNN, recurrent neural network
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approaches are used for code‐prediction tasks. To better un-
derstand this observation, we have again detailed further into
specific tasks. In Figure 16, we present how often specific tasks
in the code‐code groups use a graph‐based approach to
represent the source code.

Both code clone and code similarity detection are pro-
portionally overrepresented here. This is interesting, especially
since these tasks have many similarities. It can be argued that a
graph representation is highly appropriate for solving the
problem of identifying similar code elements. By representing
code snippets as a graph, those graphs are embedded into
vectors (one vector for each graph). To measure the similarity,
one can then simply compute the distance between those
graphs. This approach is arguably more simple and effective
than breaking each piece of code into tokens and then
embedding each token into a vector.

We now conduct a similar analysis for the usage of graph‐
based representations in code‐prediction tasks (Figure 17). We
observe that graph‐based representation approaches are
commonly utilised in vulnerability and bug detection, together
amounting to about two thirds of all usage of graph‐based
representation in code‐prediction tasks. For these ap-
proaches, researchers commonly need to preserve semantic
information for which graph representations are most suitable.

RQ 2.2 Summary We were not able to identify a clear
pattern that specific representations are more common
for specific types of tasks with one exception: text-code
tasks frequently call for token-based methods. Aside
from this, software engineering researchers have tested
different combinations of representations and tasks, and
no clear consensus what the ideal way to address any
specific task (except text-code tasks) has emerged yet.

7 | MAIN ATTRIBUTES – CROSS
ANALYSIS

We now discuss the interplay of all three dimensions of this
study—tasks, DL approach, and code representation approach,
answering RQ3. In the previous sections, we have separately
analysed the three dimension task, DL model, and code rep-
resentation approach. To answer RQ3 and get deeper insights
into the current trends in the field, we now investigate all three
dimensions together. Results of this analysis are summarised in
Table 4.

LSTM is the most commonly used model for code‐code
tasks, using both tree‐ and token‐based representations as

TABLE 4 Analysis of the main attributes

F I GURE 1 6 Usage of graph‐based representation for specific code‐
code tasks

F I GURE 1 7 Usage of graph‐based representation for specific code‐
prediction tasks
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well as, to a certain extent, autoencoders. In contrast, LSTM
and autoenconders are almost equally frequently used for code‐
text tasks. LSTM and autoencoders go hand to hand in solving
sequential problems by treating the code as a sequence of to-
kens (using a token‐based representation) or sequence of
nodes (in the tree‐based representation). Hence, sequential
models, such as LSTM, are the most appropriate approach for
such a problem. The sequential model needs to be encapsu-
lated into an encoder‐decoder model because for a code‐text
task, it is necessary to encode the code consistently through
one model in order to generate natural language sequences
from the corresponding source code. Attention mechanisms
are used to dynamically select the distribution over the com-
bined representations while decoding or encoding is selecting
the relevant path in the AST [85].

Unsurprisingly, GNN is the most commonly used archi-
tecture in conjunction with a graph representation in the ma-
jority of SE tasks. In contrast, no common DL models can be
identified for text‐code tasks across all the representations.
Instead, various different models are used across the studies in
our dataset. This is because the text that represents the input in
a text‐code task can be treated using natural language pro-
cessing (NLP) techniques, which according to literature, all DL
models work properly on.

As for code‐prediction tasks, CNN is the most dominant
model in conjunction with a tree‐based representation, while
LSTM is most commonly used for a token‐based representa-
tion. This difference is rooted in the different goals underlying
tasks in the code‐prediction group—in these tasks, the goal is
not to generate code as in code‐code and text‐code tasks, or
generating text as in code‐text tasks. Much more, code‐
prediction tasks tend to deal with classical DL prediction
problems, that is, classification and regression. For instance,
bug or vulnerability detection is a binary classification problem
to decide whether or not the code includes a bug or vulnera-
bility. The same is true in performance prediction, where a
specific performance value is predicted as a regression problem.

RQ 3 Summary We analysed the retrieved frameworks from
the viewpoint of the main three dimensions of our
study, software task, code representation approach, and
deep learning model applied. LSTM and autoencoders
are the most used deep learning for code-code and code-
text tasks using tree-based and token-based representa-
tions. While GNN is the most used model with graph
representation with most of the SE tasks. For code-
prediction, CNN with tree-based representation and
LSTM with token-based representation are the most
common techniques used in the studies.

8 | ANALYSIS OF HYBRID
APPROACHES

In this section, wewill answerRQ4by exploring frameworks that
address either multiple SE tasks or which use multiple repre-
sentations. We refer to such studies as using a hybrid approach.

8.1 | Hybrid software tasks within one
framework

In this section, we address RQ4.1 and identify characteristics
and main properties of frameworks that solve multiple SE
tasks simultaneously. No study in our dataset is general in the
sense that it is able to addresses all SE tasks.

8.1.1 | Solving many tasks with one framework

Bui et al. [10] propose an approach that integrates three
different tasks—it tackles code similarity detection as a code‐
code task, code search as text‐code tasks, and code summa-
risation as a code‐text task. This study is singular in that it
combines text‐code tasks with other SE tasks. The proposed
method is a self‐supervised learning framework for source
code modelling designed to mitigate the need for labelled data
for different SE tasks. The key innovation here is that the
source code model is trained to detect the similarity and
dissimilarity across code snippets. This study also makes use of
a hybrid representation approach, by merging an AST‐based
strategy with a token‐based approach. The representation ap-
proaches are used in the encoder component of the discussed
system. Hence, well‐know AST‐based code modelling tech-
niques, such as Code2vec [44], TBCNN [3] are used besides
token‐based approaches by handling the source code as a
sequence of tokens using a neural machine translation (NMT)
baseline. Those techniques utilise node type and token infor-
mation to initialise AST nodes. The hybrid representation
approach will be discussed in more detail in Section 8.2.
Throughout this approach, various encoders are used, and the
choice of encoder depends on the task.

8.1.2 | Frameworks that solve two tasks

Besides the aforementioned study, we find that three other
approaches tackle combinations of code‐code and code‐text
tasks. Cvitkovic et al. [60] design a framework that solves
code completion as a code‐code task and identifier generation
as a code‐text task. They use ASTs to represent the source
code. This tree is augmented with semantic information, such
as data– and control–flow to eventually obtain an augmented
AST as a directed multigraph. The augmented AST is then
further augmented by adding a Graph Structured Cache. They
add a node to the augmented AST for each token in the input
instance. Then, all the nodes are vectorised to be processed
than with the graph neural network.

Kang et al. [86] evaluate the generalisability of the
Code2vec modelling technique by applying it along with a
sequential model to address code clone detection as a code‐
code task as well as code summarisation as a code‐text task.
Then, they compare the results obtained from these techniques
with a task‐specific baseline. In this study, the authors do not
focus on the overall effectiveness of the methods. Instead, they
evaluate if the use of Code2vec can improve the performance
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of the baselines. Based on their results, the authors claim that
no improvements had been achieved by applying Code2vec.

Code summarisation is also investigated through one
framework proposed by Wei et al. [87] that is generalised to
solve programme synthesis as a text‐code task. They use a
token‐based approach for code representation. The proposed
framework consists of three main parts: a code summarisation
model, a programme synthesis model, and dual constraints.
The code summarisation and programme synthesis models
both rely on a sequence‐to‐sequence neural network and an
encoder‐decoder attached with attention mechanism between
encoding and decoder. To leverage the contextual information
within the word embedding, a token‐based, bi‐directional
LSTM is used as a unit in the encoder. Another LSTM is
also used in the decoder. Dual constraints are used by adding
regularisation terms in the loss function to constrain the duality
between two models, which are enlightened by the probabilistic
correlation and the symmetry of attention weights between
code summarisation and programme synthesis models.

Finally, four studies design solutions that are transferable
across code‐code and code prediction tasks [21, 81–83]. Three
of those proposed frameworks that tackle programme repair as
code‐code tasks and bug detection as code prediction tasks.
These tasks are related in the sense that a bug is first detected
in the code, which is subsequently fixed through programme
repair. Hence, it makes sense to have one solution that ad-
dresses these tasks simultaneously. In the same context, one of
those studies [83] uses a hybrid code representation approach
by combining tree‐ and graph‐based approaches. Thus, code is
parsed into an AST to capture the programme's syntactic
structure; then, the leaf nodes are connected with SuccToken
edges. Additionally, the value of nodes that store the content of
the leaf nodes is added with special semantic ValueLink edges
connecting them together. Based on the study, the ultimate aim
of introducing this additional set of nodes is to provide a
name‐independent strategy for code representation and
modification. After representing the programme as a graph, a
GNN is used to map the graph into a fixed dimension vector
space. An LSTM is then trained to locate the bug through a
sequence of graph transformations. That means that, given a
buggy programme modelled by a graph structure, the pro-
posed framework makes a sequence of predictions, including
the position of bug nodes and corresponding graph edits to
produce a fix.

The other related approaches [81, 82] use only a token‐
based approach combined with LSTM to locate and repair
the bug in the programme. Moreover, the fourth study in this
group [21] defines an AST‐based neural network for source
code representation in order to solve code‐clone detection as a
code‐code task and code classification as a code‐prediction
task. This study discusses the problem of the long depth of
the AST, which causes a long dependency between the
sequence of nodes, leading to vanishing problems when
injected into the sequential model. Thus, the tree is divided
into a sequence of small statement trees. Those trees are
encoded to be used with a bidirectional RNN model to
leverage the naturalness of statements to achieve the tasks.

Statement trees are constructed using the preorder traversal
algorithm.

It is interesting to observe that no study in our dataset
proposes a framework that addresses a combination of code‐
text and code‐prediction tasks, nor combinations of code‐
prediction and text‐code tasks.

RQ 4.1 Summary The integration between multiple tasks
within one framework relies on the relatedness between
these tasks. However, there currently appears to be no
truly general framework for DL in software engineer-
ing, which could be applied independently of the tackled
software tasks.

8.2 | Hybrid representation approaches

Some studies have utilised a hybrid approach for code repre-
sentation to capture more information on the source code.
This is often promising as tree‐based approaches capture
syntactical information, graph‐based approaches are better at
retaining semantics, and token‐based approaches preserve
lexical information.

Table 5 summarises how often different types of code rep-
resentation approaches are used alone or in conjunction. The
diagonal elements represent the frequency of the frameworks
that have used a single representation approach, while the non‐
diagonal elements represent the frequency of the frameworks
that have used hybrid representations. Seven studies [5, 7, 21, 42,
67, 88, 89] combined representations from all three groups. The
most common hybrid approach is a combination of token‐ and
tree‐based approaches, used by 25 studies, or almost a fourth of
our dataset, in total (note that 18 approaches combine only tree‐
and token‐based representation, plus the seven studies that use
all three). Combinations of tree‐ and graph‐based approaches
are also fairly popular, used by 16 studies in total.

Particularly interesting are the seven studies that have used
all three representation approaches in conjunction. For
example, Hua and Li et al. [7, 42] present work on bug
detection. The two approaches start with constructing AST
representations of the source code in order to locate sensitive
point‐like object construction, method invocation, expression
statement, conditional statement, and loop statements. Sensi-
tive points are the syntax characteristics where most 'simple'
bugs manifest. Then, Word2Vec [20], a token‐based repre-
sentation approach, is employed by taking all of the AST nodes
of a method as the input and generating a learned vector
representation for each given AST node. This vector

TABLE 5 Frequency of combinations of (types of) representation
approaches

All = 7 Token Tree Graph

Token 25 18 4

Tree 32 9

Graph 5
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representation is later used as input to the DL model. How-
ever, the local context of the method representation from AST
node representations is preserved by representing each path as
an ordered set of node vectors. Since the bug can be involved
in multiple methods, it is crucial to capture also the global
context by modelling the relations between different methods
through a dependency graph (a PDG). Thus, semantic infor-
mation in the source code, such as data and control flow, is
traced. Then, when the graphs are generated, different
embedding techniques for graphs are used on nodes, edges or
the entire graph. For example, Node2Vec [90] is used to vec-
torise the nodes.

Similarly, other studies that use all three representation
approaches are tackling code clone detection [5, 21, 67]. These
studies show that using a stream of identifiers to represent the
code, DL can effectively replace manual and hand‐crafted
feature engineering. Moreover, these works show that repre-
sentation of the code at different levels of abstraction (iden-
tifiers, AST, and CFG) can provide a different, yet orthogonal,
view of the same code fragment, thus enabling more reliable
detection of code similarities.

Sonnekalb and Li et al. [42, 89] investigate a combination
of all three main representation approaches for the task of
vulnerability detection. These studies claim that there is a need
to represent programs in a way that can adequately accom-
modate the syntax and semantic information related to vul-
nerabilities. This enables multiple kinds of neural networks to
detect various kinds of vulnerabilities.

RQ 4.2 Summary 62 (60%) frameworks of the retrieved
studies have used only one type of representation
approach, while 31 (30%) studies have combined repre-
sentations from two groups. Seven (7%) studies utilised
representations of all three main groups in conjunction.

9 | GAPS IN THE LITERATURE

In this section, we will discuss perceived limitations, research
gaps, and challenges that we derived from the retrieved studies,
addressing RQ5.

� Lack of Topic Coverage: Even though we have found DL
to be applied to a wide variety of SE tasks, some crucial
tasks appear to be underrepresented. For example, we have
identified only one or two studies each tackling performance
prediction, code smell detection, or traceability. This is
surprising, as these tasks could profit substantially from an
investment in DL. Taking performance prediction as an
example, performance is often seen as a crucial non‐
functional property of software systems, and traditional
performance engineering is challenging [91] and error‐prone
[92]. A deeper investment in DL in the style of some code
clone detection or programme repair studies seems prom-
ising in these domains.

� Lack of Generalisability: According to Figure 6, DLmodels
can be used in two phases—in the data preparation and

preprocessing phase for learning the representation of code
(representation learning), and then again in the learning and
validation phase to achieve the SE task. In principle, repre-
sentation learning is independent of the tackled SE task.
Transfer learning [93] could be used to generalise and reuse
pre‐trained models for representation learning to different
tasks. In other application domains of DL (such as computer
vision or NLP), transfer learning has led to generally useful
models such as DenseNET [94] or BERT [95]. We observe a
lack of such models in software engineering. However, we
made the observation in this study that most of the proposed
approaches are highly domain and problem‐dependent. Thus,
very few retrieved studies are applied to different SE tasks.
Very few solutions are transferable or easily adapted to other
SE problems. There are some approaches that explicitly
present generalised SE representations [44, 85]. However,
these approaches are for fixed code units, such as tokens,
statements, or functions. They are not sufficiently flexible to
generate encoding and embeddings for different units. Thus,
the learned code representation may not be effective for a
multitude of tasks. Two studies in our dataset already attempt
to provide such a generalised representation model [4, 10].
We argue that this is an important area of future research that
should be a focal point for future investigations.

� Lack of Industrial Data: Unsurprisingly, the vast majority
of approaches in our dataset are trained and tested on open‐
source projects extracted from platforms, such as GitHub.
However, validation of the resulting models on industrial
data is rare. This is understandable especially in supervised
learning model, which requires annotated datasets of
considerable size. Annotations often need to be manually
labelled by humans according to a specific downstream task.
To address this challenge, and connecting to the previous
point, recent research uses self‐supervised learning [4, 10] to
leverage unlabelled data to pre‐train code representations
which are reusable for building general models that are
suitable for various downstream tasks. While the type of
data that led to this challenge was not an explicit dimension
that we coded for this study, it became abundantly clear
during the review that virtually all analysed studies are based
on open source data, published data sets (which are often
also constructed based on open‐source data), or in some
cases artificial data.

RQ 5 Summary We conclude that the core research gaps
currently prevalent in the literature relate to a lack of
coverage for some relevant SE tasks, a lack of the
application of transfer learning, and a lack of valida-
tion based on industrial data.

10 | DISCUSSION

� Towards AST‐Based Neural Networks: As our work
shows, token‐based approaches are common in software
engineering literature. These approaches tend to either
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treat the code as a token sequence or bags of tokens, or
they rely on latent semantic indexing (LSI) and latent
dirichlet allocation (LDA) to represent the code. The
problem of those token‐based approaches is that they treat
the source code as a natural language. To improve these
approaches, code syntax and semantics need to be taken
into account [96]. Some existing work [3, 22, 23] provide
strong evidence that syntactical knowledge contributes
positively and leads to better representations than tradi-
tional token‐based methods. We speculate that this is the
reason why ASTs are used in so many different ap-
proaches. Through the AST, researchers can easily capture
lexical as well as syntactical information. Hence, many
research works try to combine ASTs with deep learning,
which is referred to as AST‐based neural networks. Theses
approaches combine ASTs with Recursive Neural networks
(RvNN) [22], tree‐based CNNs [3], or tree LSTMs [23].

� The Limitations of Tree‐based Approaches: Despite the
effectiveness of such tree‐based neural network approaches
in extracting both lexical and syntactical information, there
are limitations. Similar to long texts in NLP, tree‐based
neural models are vulnerable to the gradient vanishing
problem, where the gradient becomes vanishingly small
during the training (especially when the tree is very large and
deep, which it often is for real‐life source code). Hence,
traversing and encoding the entire AST tree in a bottom up
way [22, 23] or using a sliding window technique [3] may
lose long‐term context information [21]. Another limitation
of AST‐based neural networks is that those approaches
transform the AST or present it as full binary trees to
improve simplicity and efficiency. However, this in turn
destroys the original syntactic structure of the source code
and makes the AST even deeper. Moreover, the transformed
and deeper AST reduces the capability of neural network
models to capture more real and complex semantics [21].
Finally, some SE tasks require not only syntactical, but also
semantic information.

� Towards Graph‐based Code Representation: Due to the
problems of leveraging semantic information with AST‐
based approaches, more and more newer DL papers adopt
graph‐based representations, such as long‐term CFG and
Data Dependencies Graph (DDG). These representation
approaches can overcome some of the limitations of AST‐
based neural networks. Examples of such works are Zhao
et al. [25], who extract semantic features from the CFG of
represented code, Allamanis et al. [33], who consider the
long‐range dependencies induced by the same variable or
function in distant locations, or Tufano et al. [67], who
directly construct CFGs of code fragments.

� The Limitations of Graph‐Based Approaches: However,
graph‐based representation is not with challenges either.
The drawback of CFGs is that they lack data flow infor-
mation. Furthermore, most CFGs only contain control
flows between code blocks and exclude the low‐level syn-
tactic structure within code blocks [59]. Another drawback
of CFGs is that in some programming languages, CFGs are
much harder to obtain than ASTs. Nevertheless, Henkel

et al. [97] show that embeddings learned from (mainly) se-
mantic abstractions provide nearly triple the accuracy of
those learned from (mainly) syntactic abstractions. Ulti-
mately, many solution approaches choose to use a syntactic
representation [75], because it was shown to be useful as a
representation for modelling programming languages in
machine learning models. It was also shown that they are
more expressive than n‐grams and manually designed fea-
tures [44]. Other solutions use approaches based on se-
mantic context [98] in which programme elements are graph
nodes and semantic relations are edges in the graph. Due to
the gap between syntax (e.g., tokens or ASTs) and the se-
mantics of a procedure in a programme, the abstractions of
traces obtained from symbolic execution of a programme
are also used as a representation for learning word embed-
dings [97].

Based on the aforementioned discussion and the ongoing
developments and current promising research directions, we
expect a move towards more graph‐based code representation
as these representation models make it easier to learn semantic
information. However, graph‐based approaches are not
without challenges, and more research in this direction will be
needed.

11 | CONCLUSION

This study has presented a systematic mapping study on 103
primary studies that use code representation in the context of
DL for software engineering. Our mapping study has classified
the software task into four main categories depending on the
input and output of the DL model (code‐code, code‐
prediction, code‐text, and text‐code). Our study showed that
code‐code and code‐prediction are the most addressed soft-
ware tasks. We have also observed that tree‐based and token‐
based approaches are the most common representation ap-
proaches applied in the investigated studies. However, we have
also observed that there is a trend towards hybrid represen-
tations (which combine multiple different representation ap-
proaches) as well as the preferred usage of graph‐based
representations in newer studies. We identify two primary
challenges in current literature: (1) there is a lack of general-
isability of the presented approaches to other tasks (i.e., there
are few attempts at transfer learning between tasks) and (2)
very few studies validate the proposed framework on industrial
datasets. We argue that these two problems constitute severe
threats to the practical usefulness of current code representa-
tion research in the field of software engineering.
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interpretable unsupervised algorithms
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syntax trees
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L. Li, H. Feng, W. Zhuang, N. Meng CCLearner: A Deep Learning‐Based Clone Detection
Approach
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T. Sonnekalb Machine‐Learning Supported Vulnerability Detection in
Source Code
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J. Henkel, S.K. Lahiri, B. Liblit, T. Reps Code Vectors: Understanding Programs Through Embedded
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FSE 2018 [97]

X. Hu, G. Li, X. Xia, D. Lo, Z. Jin Deep Code Comment Generation ICPC 2018 [116]

Z. Sun, Q. Zhu, L. Mou, Y. Xiong, G. Li A Grammar‐Based Structural CNN Decoder for Code
Generation
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Learning
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R. Wang, H. Zhang, G. Lu, L. Lyu, C. Lyu Fret: Functional Reinforced Transformer With BERT for
Code Summarization

IEEE Access 2020 [118]

V. Murali, L. Qi, S. Chaudhuri, C. Jermaine Neural Sketch Learning for Conditional Program Generation ICLR 2017 [119]

A. Svyatkovskiy, Y. Zhao, S. Fu Pythia: AI‐assisted Code Completion System SIGKDD 2019 [120]

W. Wang, G. Li, B. Ma, X. Xia, Z. Jin Detecting Code Clones with Graph Neural Network and
Flow‐Augmented Abstract Syntax Tree

SANER 2020 [121]
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Transformer

ACL 2021 [122]

Z. Li, D. Zou, S. Xu, X. Ou, H. Jin, S. Wang, Z. Deng VulDeePecker: A Deep Learning‐Based System for
Vulnerability Detection
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J. Li, Y. Wang, M.R. Lyu, I. King Code Completion with Neural Attention and Pointer
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JICAI 2018 [123]

M. Pradel, K. Sen Deep Learning to Find Bugs arXiv 2017 [124]

M. White, M. Tufano, C. Vendome Deep Learning Code Fragments for Code Clone Detection ASE 2016 [22]

L. Mou, G. Li, L. Zhang, T. Wang, Z. Jin Convolutional Neural Networks over Tree Structures for
Programming Language Processing

AAAI 2016 [3]

G. Lin, W. Xiao, J. Zhang, Y. Xiang Deep Learning‐Based Vulnerable Function Detection ICICS 2020 [125]

S. Iyer, I. Konstas, A. Cheung, L. Zettlemoyer Summarizing Source Code using a Neural Attention Model ACL 2016 [126]

H. Wei, M. Li Supervised Deep Features for Software Functional Clone
Detection by Exploiting Lexical and Syntactical
Information in Source Code

AAAI 2017 [23]

V. Raychev, M. Vechev, E. Yahav Code completion with statistical language models SIGPLAN 2014 [127]

N. Marastoni, R. Giacobazzi, M. Dalla Preda A Deep Learning Approach to Program Similarity MASES 2018 [65]

C. Xie, X. Wang, C. Qian, M. Wang A Source Code Similarity Based on Siamese Neural Network Applied Science 2020 [128].

Y. Wang, W. Cai, P. Wei A deep learning approach for detecting malicious JavaScript
code

SCN 2016 [66]

S. Wang, T. Liu, L. Tan Automatically Learning Semantic Features for Defect
Prediction

2016 ICSE [129]

M. Yasunaga, P. Liang Graph‐based, Self‐Supervised Program Repair from
Diagnostic Feedback

ICML 2020 [70]

M. Tufano, C. Watson, G. Bavota, M.D. Penta An Empirical Study on Learning Bug‐Fixing Patches in the
Wild via Neural Machine Translation

TOSEM 2019 [130]

H. Wei, M. Li Supervised deep features for software functional clone
detection by exploiting lexical and syntactical information
in source code

JICAI 2017 [23]

H.K. Dam, T. Tran, T. Pham A deep language model for software code arXiv 2016 [131]

M. Vasic, A. Kanade, P. Maniatis, D. Bieber Neural program repair by jointly learning to localize and repair ICLR 2018 [81]

M. Pradel, K. Sen DeepBugs: A Learning Approach to Name‐Based Bug
Detection

OOPSLA 2018 [132]

R. Russell, L. Kim, L. Hamilton, T. Lazovich Automated Vulnerability Detection in Source Code Using
Deep Representation Learning

ICMLA 2018 [133]

K. Wang, Z. Su Learning Blended, Precise Semantic Program Embeddings PLDI 2020 [134]

E.A. Santos, J.C. Campbell, D. Patel Syntax and Sensibility: Using Language Models to Detect and
Correct Syntax Errors

SANER 2018 [82]

B. Wei, G. Li, X. Xia, Z. Fu, Z. Jin Code Generation as a Dual Task of Code Summarization NeurIPS 2019 [87]

M. White, M. Tufano, M. Martinez Sorting and Transforming Program Repair Ingredients via
Deep Learning Code Similarities

SANER 2019 [135]
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H. Yu, W. Lam, L. Chen, G. Li, T. Xie Neural Detection of Semantic Code Clones Via Tree‐Based
Convolution

ICPC 2019 [136]

P. Yin, G. Neubig A Syntactic Neural Model for General‐Purpose Code
Generation

ACL 2017 [137]

J. Zeng, K. Ben, X. Li, X. Zhang Fast Code Clone Detection Based on Weighted Recursive
Autoencoders

IEEE Access 2019 [138]

M. White, C. Vendome Toward deep learning software repositories MSR 2015 [139]

J. Zhang, X. Wang, H. Zhang, H. Sun A Novel Neural Source Code Representation Based on
Abstract Syntax Tree

ICSE 2019 [21]

M. Tufano, C. Watson, G. Bavota Deep Learning Similarities from Different Representations of
Source Code

MSR 2018 [67]

J. Zhang, X. Wang, H. Zhang, H. Sun Retrieval‐based Neural Source Code Summarization ICSE 2020 [58]

L. Mou, G. Li, Z. Jin, L. Zhang, T. Wang TBCNN: A tree‐based convolutional neural network for
programming language processing

arXiv 2014 [140]

L. Mou, G. Li, L. Zhang, T. Wang, Z. Jin Convolutional Neural Networks over Tree Structures for
Programming Language Processing

AAAI 2016 [3]

M. Zhou, J. Chen, H. Hu, J. Yu, Z. Li DeepTLE: Learning Code‐Level Features to Predict Code
Performance before It Runs

APSEC 2019 [141]

M. Allamanis, H. Peng, C. Sutton A Convolutional Attention Network for Extreme
Summarization of Source Code

ICML 2016 [142]

G. Zhao, J. Huang DeepSim: deep learning code functional similarity FSE 2018 [25]

Y. Wan, Z. Zhao, M. Yang, G. Xu, H. Ying, J. Wu Improving Automatic Source Code Summarization via Deep
Reinforcement Learning

ASE 2018 [143]

Y. Zhou, S. Liu, J. Siow, X. Du, Y. Liu Devign: Effective Vulnerability Identification by Learning
Comprehensive Program Semantics via Graph Neural
Networks

NeurIPS 2019 [144]

B List of Venue Acronyms

Acronyms Venue

AAAI Association for the Advancement of Artificial Intelligence

ACL Association for Computational Linguistics

ASE International Conference on Automated Software Engineering

FSE Fast Software Encryption

ICLR International Conference on Learning Representations

ICML International Conference on Machine Learning

ICMLA International Conference on Machine Learning and Applications

ICPC International Conference on Program Comprehension

ICSE International Conference on Software Engineering

IJCAI International Joint Conference on Artificial Intelligence

MSR Mining Software Repositories

NeurIPS Neural Information Processing Systems

PACMPL Proceedings of the ACM on Programming Languages

PLDI Programming Language Design and Implementation

SANER International Conference on Software Analysis, Evolution and Reengineering
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C SE Tasks and Related Papers
C.1 Main SE Tasks and Related Papers

Title Code‐code Code‐text Text‐code Code‐prediction
code2vec: Learning Distributed Representations of Code ✓

code2seq: Generating Sequences from Structured Representations of Code ✓

Generative Code Modelling with Graphs ✓

A Transformer‐based Approach for Source Code Summarization ✓

Cross‐Language Learning for Program Classification using Bilateral Tree‐Based Convolutional
Neural Networks

✓

Self‐Supervised Contrastive Learning for Code Retrieval and Summarization via Semantic‐
Preserving Transformations

✓ ✓ ✓

Semantic Code Repair using Neuro‐Symbolic Transformation Networks ✓

Learning to Represent Programs with Graphs ✓

Learning‐Based Recursive Aggregation of Abstract Syntax Trees for Code Clone Detection ✓

DeepFix: Fixing Common C Language Errors by Deep Learning ✓

When Deep Learning Met Code Search ✓

CODIT: Code Editing with Tree‐Based Neural Models ✓

FTCLNet: Convolutional LSTM with Fourier Transform for Vulnerability Detection ✓

InferCode: Self‐Supervised Learning of Code Representations by Predicting Subtrees ✓

SEQUENCER: Sequence‐to‐Sequence Learning for End‐to‐End Program Repair ✓

DeepWukong: Statically Detecting Software Vulnerabilities Using Deep Graph Neural Network ✓

On the Effectiveness of Deep Vulnerability Detectors to Simple Stupid Bug Detection ✓

A general path‐based representation for predicting program properties ✓

Neural Code Comprehension: A Learnable Representation of Code Semantics ✓

Source Code Level Word Embeddings in Aiding Semantic Test‐to‐Code Traceability ✓

Open Vocabulary Learning on Source Code with a Graph‐Structured Cache ✓ ✓

VulDeeLocator: A Deep Learning‐based Fine‐grained Vulnerability Detector ✓

Fault Localization with Code Coverage Representation Learning ✓

SySeVR: A Framework for Using Deep Learning to Detect Software Vulnerabilities ✓

Retrieval‐Augmented Generation for Code Summarization via Hybrid GNN ✓

Statically Identifying XSS using Deep Learning ✓

PROGRAML: GRAPH‐BASED DEEP LEARNING FOR PROGRAM OPTIMIZATION
AND ANALYSIS

✓

STRUCTURED NEURAL SUMMARIZATION ✓

Neural Attribute Machines for Program Generation ✓

Hoppity: Learning graph transformations to detect and fix bugs in programs. ✓ ✓

Functional Code Clone Detection with Syntax and Semantics Fusion Learning ✓

Improved Automatic Summarization of Subroutines via Attention to File Context ✓

Code‐to‐Code Search Based on Deep Neural Network and Code Mutation ✓

Comparative Code Structure Analysis using Deep Learning for Performance Prediction ✓

PRE‐TRAINED CONTEXTUAL EMBEDDING OF SOURCE CODE ✓

Path‐based function embedding and its application to error‐handling specification mining ✓

Neural Attribution for Semantic Bug‐Localization in Student Programs ✓
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A P P END I X (Continued)

Title Code‐code Code‐text Text‐code Code‐prediction

Deep Representation Learning for Code Smells Detection using Variational Auto‐Encoder ✓

DeepBalance: Deep‐Learning and Fuzzy Oversampling for Vulnerability Detection ✓

Modelling Functional Similarity in Source Code with Graph‐Based Siamese Networks ✓

MPT‐embedding: An unsupervised representation learning of code for software defect
prediction

✓

funcGNN: A Graph Neural Network Approach to Program Similarity ✓

Semantic Clone Detection Using Machine Learning ✓

Assessing the Generalizability of code2vec Token Embeddings ✓ ✓

TypeWriter: Neural Type Prediction with Search‐Based Validation ✓

Improving Bug Detection via Context‐Based Code Representation Learning and Attention‐
Based Neural Networks

✓

Fast and Memory‐Efficient Neural Code Completion ✓

Learning to Spot and Refactor Inconsistent Method Names ✓

NL2Type: Inferring JavaScript Function Types from Natural Language Information ✓

PathPair2Vec: An AST path pair‐based code representation method for defect prediction ✓

STYLE‐ANALYZER: fixing code style inconsistencies with interpretable unsupervised
algorithms

✓

Software Defect Prediction via Convolutional Neural Network ✓

Cross‐language clone detection by learning over abstract syntax trees ✓

CCLearner: A Deep Learning‐Based Clone Detection Approach ✓

Machine‐Learning Supported Vulnerability Detection in Source Code ✓

Deep Code Search ✓

Code Vectors: Understanding Programs Through Embedded Abstracted Symbolic Traces ✓

Deep Code Comment Generation ✓

A Grammar‐Based Structural CNN Decoder for Code Generation ✓

Improving Code Search with Co‐Attentive Representation Learning ✓

Fret: Functional Reinforced Transformer With BERT for Code Summarization ✓

Neural Sketch Learning for Conditional Program Generation ✓

Pythia: AI‐assisted Code Completion System ✓

Detecting Code Clones with Graph Neural Network and Flow‐Augmented Abstract Syntax Tree ✓

SIT3: Code Summarization with Structure‐Induced Transformer ✓

VulDeePecker: A Deep Learning‐Based System for Vulnerability Detection ✓

Code Completion with Neural Attention and Pointer Networks ✓

Deep Learning to Find Bugs (With focus on name‐based bug detectors) ✓

Deep Learning Code Fragments for Code Clone Detection ✓

Convolutional Neural Networks over Tree Structures for Programming Language Processing ✓

Deep Learning‐Based Vulnerable Function Detection: A Benchmark ✓

Summarizing Source Code using a Neural Attention Model ✓

Supervised Deep Features for Software Functional Clone Detection by Exploiting Lexical and
Syntactical Information in Source Code

✓

Code completion with statistical language models ✓

(Continues)
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A P P END I X (Continued)

Title Code‐code Code‐text Text‐code Code‐prediction

A Deep Learning Approach to Program Similarity ✓

A Source Code Similarity Based on Siamese Neural Network ✓

A deep learning approach for detecting malicious JavaScript code ✓

Automatically Learning Semantic Features for Defect Prediction ✓

Graph‐based, Self‐Supervised Program Repair from Diagnostic Feedback ✓

An Empirical Study on Learning Bug‐Fixing Patches in the Wild via Neural Machine Translation ✓

Supervised deep features for software functional clone detection by exploiting lexical and
syntactical information in source code

✓

A deep language model for software code ✓

Neural program repair by jointly learning to localize and repair ✓ ✓

DeepBugs: A Learning Approach to Name‐Based Bug Detection ✓

Automated Vulnerability Detection in Source Code Using Deep Representation Learning ✓

Blended, precise semantic program embeddings ✓

Syntax and Sensibility: Using Language Models to Detect and Correct Syntax Errors ✓ ✓

Code Generation as a Dual Task of Code Summarization ✓ ✓

Sorting and Transforming Program Repair Ingredients via Deep Learning Code Similarities ✓

Neural Detection of Semantic Code Clones Via Tree‐Based Convolution ✓

A Syntactic Neural Model for General‐Purpose Code Generation ✓

Fast Code Clone Detection Based on Weighted Recursive Autoencoders ✓

Toward deep learning software repositories ✓

A Novel Neural Source Code Representation Based on Abstract Syntax Tree ✓ ✓

Deep Learning Similarities from Different Representations of Source Code ✓

Retrieval‐based Neural Source Code Summarization ✓

TBCNN: A tree‐based convolutional neural network for programming language processing ✓

Convolutional Neural Networks over Tree Structures for Programming Language Processing ✓

DeepTLE: Learning Code‐Level Features to Predict Code Performance before It Runs

A Convolutional Attention Network for Extreme Summarization of Source Code ✓

DeepSim: deep learning code functional similarity ✓

Improving Automatic Source Code Summarization via Deep Reinforcement Learning ✓

Devign: Effective Vulnerability Identification by Learning Comprehensive Program Semantics
via Graph Neural Networks

✓

C.2 Code–Code Tasks and Related Papers

Title
Code clone
detection Traceability

Code
similarity
detection

Program
repair

Fixing
format

Code
completion

Compiler
analysis

Program
generation

Generative Code Modelling with Graphs ✓

Self‐Supervised Contrastive Learning for Code
Retrieval and Summarization via Semantic‐
Preserving Transformations

✓
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A P P END I X (Continued)

Title
Code clone
detection Traceability

Code
similarity
detection

Program
repair

Fixing
format

Code
completion

Compiler
analysis

Program
generation

Learning‐Based Recursive Aggregation of Abstract
Syntax Trees for Code Clone Detection

✓

DeepFix: Fixing Common C Language Errors by
Deep Learning

✓

CODIT: Code Editing with Tree‐Based Neural
Models

✓ ✓

InferCode: Self‐Supervised Learning of Code
Representations by Predicting Subtrees

✓ ✓

SEQUENCER: Sequence‐to‐Sequence Learning
for End‐to‐End Program Repair

✓

Source Code Level Word Embeddings in Aiding
Semantic Test‐to‐Code Traceability

✓

Open Vocabulary Learning on Source Code with a
Graph‐Structured Cache

✓

PROGRAML: GRAPH‐BASED DEEP
LEARNING FOR PROGRAM
OPTIMIZATION AND ANALYSIS

✓

Neural Attribute Machines for Program Generation ✓

Hoppity: Learning graph transformations to detect
and fix bugs in programs.

✓

Functional Code Clone Detection with Syntax and
Semantics Fusion Learning

✓

Modelling Functional Similarity in Source Code
with Graph‐Based Siamese Networks

✓

funcGNN: A Graph Neural Network Approach to
Program Similarity

✓

Semantic Clone Detection Using Machine Learning ✓

Assessing the Generalizability of code2vec Token
Embeddings

✓

Fast and Memory‐Efficient Neural Code
Completion

✓

STYLE‐ANALYZER: fixing code style
inconsistencies with interpretable unsupervised
algorithms

✓

Cross‐language clone detection by learning over
abstract syntax trees

✓

CCLearner: A Deep Learning‐Based Clone
Detection Approach

✓

Code Vectors: Understanding Programs Through
Embedded Abstracted Symbolic Traces

✓

A Grammar‐Based Structural CNN Decoder for
Code Generation

✓

Neural Sketch Learning for Conditional Program
Generation

✓

Pythia: AI‐assisted Code Completion System ✓

Detecting Code Clones with Graph Neural
Network and Flow‐Augmented Abstract Syntax
Tree

✓

(Continues)
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A P P END I X (Continued)

Title
Code clone
detection Traceability

Code
similarity
detection

Program
repair

Fixing
format

Code
completion

Compiler
analysis

Program
generation

Code Completion with Neural Attention and
Pointer Networks

✓

Deep Learning Code Fragments for Code Clone
Detection

✓

Supervised Deep Features for Software Functional
Clone Detection by Exploiting Lexical and
Syntactical Information in Source Code

✓

Code completion with statistical language models ✓

A Deep Learning Approach to Program Similarity ✓

A Source Code Similarity Based on Siamese Neural
Network

✓

Graph‐based, Self‐Supervised Program Repair
from Diagnostic Feedback

✓

An Empirical Study on Learning Bug‐Fixing
Patches in the Wild via Neural Machine
Translation

✓

Supervised deep features for software functional
clone detection by exploiting lexical and
syntactical information in source code

✓

A deep language model for software code ✓

Neural program repair by jointly learning to localize
and repair

✓

Syntax and Sensibility: Using Language Models to
Detect and Correct Syntax Errors

✓

Sorting and Transforming Program Repair
Ingredients via Deep Learning Code
Similarities

✓

Neural Detection of Semantic Code Clones Via
Tree‐Based Convolution

✓

A Syntactic Neural Model for General‐Purpose
Code Generation

✓

Fast Code Clone Detection Based on Weighted
Recursive Autoencoders

✓ ✓

Toward deep learning software repositories ✓

A Novel Neural Source Code Representation Based
on Abstract Syntax Tree

✓

Deep Learning Similarities from Different
Representations of Source Code

✓ ✓

DeepSim: deep learning code functional similarity ✓

C.3 Code Prediction Tasks and Related Papers

Title
Source code
classification

Code
smell
detection

Error
handling

Bug
detection

Malicious
behaviour
detection

Vulnerability
detection

Performance
prediction

Type
signature
prediction

Cross‐Language Learning for Program
Classification using Bilateral Tree‐
Based Convolutional Neural Networks

✓
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A P P END I X (Continued)

Title
Source code
classification

Code
smell
detection

Error
handling

Bug
detection

Malicious
behaviour
detection

Vulnerability
detection

Performance
prediction

Type
signature
prediction

Semantic Code Repair using Neuro‐
Symbolic Transformation Networks

✓

FTCLNet: Convolutional LSTM with
Fourier Transform for Vulnerability
Detection

✓

DeepWukong: Statically Detecting
Software Vulnerabilities Using Deep
Graph Neural Network

✓

On the Effectiveness of Deep Vulnerability
Detectors to Simple Stupid Bug
Detection

✓

Neural Code Comprehension: A Learnable
Representation of Code Semantics

✓

VulDeeLocator: A Deep Learning‐based
Fine‐grained Vulnerability Detector

✓

Fault Localization with Code Coverage
Representation Learning

✓

SySeVR: A Framework for Using Deep
Learning to Detect Software
Vulnerabilities

✓

Statically Identifying XSS using Deep
Learning

✓

Hoppity: Learning graph transformations
to detect and fix bugs in programs

✓

Comparative Code Structure Analysis using
Deep Learning for Performance
Prediction

✓

PRE‐TRAINED CONTEXTUAL
EMBEDDING OF SOURCE CODE

✓

Path‐based function embedding and its
application to error‐handling
specification mining

✓

Neural Attribution for Semantic Bug‐
Localization in Student Programs

✓

Deep Representation Learning for Code
Smells Detection using Variational
Auto‐Encoder

✓

DeepBalance: Deep‐Learning and Fuzzy
Oversampling for Vulnerability
Detection

✓

MPT‐embedding: An unsupervised
representation learning of code for
software defect prediction

✓

TypeWriter: Neural Type Prediction with
Search‐Based Validation

✓

Improving Bug Detection via Context‐
Based Code Representation Learning
and Attention‐Based Neural Networks

NL2Type: Inferring JavaScript Function
Types from Natural Language
Information

✓

(Continues)
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A P P END I X (Continued)

Title
Source code
classification

Code
smell
detection

Error
handling

Bug
detection

Malicious
behaviour
detection

Vulnerability
detection

Performance
prediction

Type
signature
prediction

PathPair2Vec: An AST path pair‐based
code representation method for defect
prediction

✓

Software Defect Prediction via
Convolutional Neural Network

✓

Machine‐Learning Supported Vulnerability
Detection in Source Code

✓

VulDeePecker: A Deep Learning‐Based
System for Vulnerability Detection

✓

Deep Learning to Find Bugs (With focus
on name‐based bug detectors)

✓

Convolutional Neural Networks over Tree
Structures for Programming Language
Processing

✓

Deep Learning‐Based Vulnerable Function
Detection: A Benchmark

✓

A deep learning approach for detecting
malicious JavaScript code

✓

Automatically Learning Semantic Features
for Defect Prediction

✓

Neural program repair by jointly learning to
localize and repair

✓

DeepBugs: A Learning Approach to
Name‐Based Bug Detection

✓

Automated Vulnerability Detection in
Source Code Using Deep
Representation Learning

✓

Syntax and Sensibility: Using Language
Models to Detect and Correct Syntax
Errors

✓

A Novel Neural Source Code
Representation Based on Abstract
Syntax Tree

✓

TBCNN: A tree‐based convolutional
neural network for programming
language processing

✓

Convolutional Neural Networks over Tree
Structures for Programming Language
Processing

✓

DeepTLE: Learning Code‐Level Features
to Predict Code Performance before It
Runs

✓

Devign: Effective Vulnerability
Identification by Learning
Comprehensive Program Semantics via
Graph Neural Networks

✓
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C.4 Code‐Text and Related Papers

Title Identifier generation Code summarisation

code2vec: Learning Distributed Representations of Code ✓

code2seq: Generating Sequences from Structured Representations of Code ✓

A Transformer‐based Approach for Source Code Summarization ✓

Self‐Supervised Contrastive Learning for Code Retrieval and Summarization via Semantic‐
Preserving Transformations

✓

Learning to Represent Programs with Graphs ✓

A general path‐based representation for predicting program properties ✓

Open Vocabulary Learning on Source Code with a Graph‐Structured Cache ✓

Retrieval‐Augmented Generation for Code Summarization via Hybrid GNN ✓

STRUCTURED NEURAL SUMMARIZATION ✓ ✓

Improved Automatic Summarization of Subroutines via Attention to File Context ✓

Assessing the Generalizability of code2vec Token Embeddings ✓

Learning to Spot and Refactor Inconsistent Method Names ✓

Deep Code Comment Generation ✓

Fret: Functional Reinforced Transformer With BERT for Code Summarization ✓

SIT3: Code Summarization with Structure‐Induced Transformer ✓

Summarizing Source Code using a Neural Attention Model ✓

Blended, precise semantic program embeddings ✓

Code Generation as a Dual Task of Code Summarization ✓

Retrieval‐based Neural Source Code Summarization ✓

A Convolutional Attention Network for Extreme Summarization of Source Code ✓

Improving Automatic Source Code Summarization via Deep Reinforcement Learning ✓

C.5 Text‐Code and Related Papers

Title Program synthesis Code search

Self‐Supervised Contrastive Learning for Code Retrieval and Summarization via Semantic‐
Preserving Transformations

✓

When Deep Learning Met Code Search ✓

Code‐to‐Code Search Based on Deep Neural Network and Code Mutation ✓

Deep Code Search ✓

Improving Code Search with Co‐Attentive Representation Learning ✓

Code Generation as a Dual Task of Code Summarization ✓
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Abstract—The landscape of deep learning has vastly expanded
the frontiers of source code analysis, particularly through the
utilization of structural representations such as Abstract Syntax
Trees (ASTs). While these methodologies have demonstrated
effectiveness in classification tasks, their efficacy in regression
applications, such as execution time prediction from source code,
remains underexplored. This paper endeavours to decode the
behaviour of tree-based neural network models in the context
of such regression challenges. We extend the application of
established models—tree-based Convolutional Neural Networks
(CNNs), Code2Vec, and Transformer-based methods—to predict
the execution time of source code by parsing it to an AST.
Our comparative analysis reveals that while these models are
benchmarks in code representation, they exhibit limitations
when tasked with regression. To address these deficiencies, we
propose a novel dual-transformer approach that operates on both
source code tokens and AST representations, employing cross-
attention mechanisms to enhance interpretability between the
two domains. Furthermore, we explore the adaptation of Graph
Neural Networks (GNNs) to this tree-based problem, theorizing
the inherent compatibility due to the graphical nature of ASTs.
Empirical evaluations on real-world datasets showcase that our
dual-transformer model outperforms all other tree-based neural
networks and the GNN-based models. Moreover, our proposed
dual transformer demonstrates remarkable adaptability and
robust performance across diverse datasets.

Index Terms—Graph Neural Networks (GNNs), Tree-Based
Neural Networks (TreeNN), Transformers.

I. INTRODUCTION

Deep learning models have widely used in the source code
analysis for various tasks such as classification of source
code [1]–[3], detection of code clones [4]–[6], identification
of bugs [7]–[9], and generation of code summaries [10]–[12].

Source code can be represented as textual format, thereby
encapsulating the lexical content of the code [13]. Through
the textual representation of the source code we can extract
the lexical information. For that aim, most traditional ap-
proaches to processing source code often adopt string-based

pattern matching, rule-based model transformation, and bag-
of-words [14]. However, these methods treat code fragments as
plain texts, which ignore the underlying semantic information
in source code, resulting in poor performance.

Source code can be represented as a tree throughout the
abstract syntax tree (AST) [13]. Thus, the code can be parsed
to the tree directly without prior execution. AST representation
is abstract and does not include all available details, such as
punctuation and delimiters. Theoretically, ASTs can be used
to illustrate the syntactic structure of source code, such as the
function name and the flow of the instructions (for example,
in an if or while construct).

Source code can also be represented as a graph which
explains the semantic information from the source code [13].
The graph-structured representations can only be extracted
via the intermediate representation or bytecode [15] (e.g.
control flow graphs which describe the sequence in which the
instructions of a program will be executed [16], data flow
graphs which follow and tracks the usage of the variables
through the program [16], call flow graphs which captures the
relation between a statement which calls a function and the
called function [17]), which means that the code fragments
have to be compiled successfully. However, the graphs may
contribute to enriching code representations. Unfortunately,
arbitrary code fragments or incomplete code snippets usually
lose the import libraries or dependency packages, making the
compilation fail. Such a limitation may make a large number
of labelled code snippets unavailable for training, hindering
the application of graph representations in practice [18].

That is why, in our study, we will focus on trees as they are
easier to extract since we just need to parse the source code.

Recently, some approaches combined neural networks and
ASTs to constitute tree-based neural networks (TNNs) [19].
Given a tree, TNNs learn the vector representation by
recursively computing node embeddings in a bottom-up
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way. Popular TNN models are the Recursive Neural Net-
work (RvNN) [20], Tree-based convolutional neural networks
(TBCNN) [3], and Tree-based Long Short-Term Memory
(Tree-LSTM) [21]. However, most TBNN approaches tackle
a classification problem for the source code but not regression
tasks. Regression tasks such as source code performance
prediction (predicting the execution time for the application
prior to running it) can give the developer an early indication
of the runtime behaviour of their source code. Samoaa et
al. [22] indicate that trying the TNNs approaches for regression
tasks will lead to poor efficiency compared to classification
tasks. That said, these solutions are not generic enough for
any source code analysis tasks. Thus, to understand the
behaviour of TBNN models in regression tasks, we design
an analytical framework that uses the benchmark TBNN
models for source code analysis to prove the claim that these
models are efficient in classification tasks but in a regression
context. The TBNN models that are used in our framework are
code2vec [23], TBCNN [3], and Transformer-based networks
over AST(TBAST) [18], taking into account that we have
to make some changes in the architecture of these models
to fit the regression tasks. Additionally, we explore various
GNN architectures, focusing on neighbourhood information
sampling and aggregation within the AST, to further enrich
our analysis framework.

To address the lack of efficiency of these TBNN models in
a regression context, we develop our model based on cross-
attention dual transformers, which utilize sequences of source
code tokens and AST nodes. By employing cross-attention
mechanisms between the two transformers, our model aims
to elucidate the influence of individual source code tokens on
AST nodes, enhancing the understanding of code semantics.

Then, we analyse the behaviour of each type of architecture
(convolution, sequence, and GNN) for different levels of infor-
mation: node level (for every node in the AST) as in TBCNN,
GNNs, and sequential transformers or path level (a path in
AST, which is a sequence of nodes) as in code2vec. Since we
have a regression value for each source code program, we have
to map each AST to the regression value. Thus, the AST has to
be represented as one vector. For that aim, we will aggregate
the node and path representations through the models into one
continuous vector. To increase the reliability, we use two dif-
ferent real-world datasets of performance measurements. The
first dataset (OSSBuild) is real build data collected from the
continuous integration systems of four open-source systems.
The second (HadoopTests) is a larger dataset which we have
collected ourselves by repeatedly executing unit tests from the
Hadoop open-source system in a controlled environment.

The key findings of our experiments show that our
dual-transformers model consistently outperformed traditional
TBNN and GNN models across various metrics, including
Mean Squared Error (MSE), Mean Absolute Error (MAE),
and Pearson correlation. This superiority was observed in both
dataset contexts (OssBuilds and Hadoop) and under differ-
ent experimental setups, such as varying training sizes and
cross-dataset transferability. In addition, The dual-transformers
model demonstrated remarkable adaptability and robust perfor-
mance across diverse datasets. This model effectively handled

the complexity and variability of datasets differing in size and
composition, indicating their potential for general application
not only in source code analysis but also in other tree data
domains. The study also underscored how the characteristics
of datasets, such as the diversity of the data and the structure of
ASTs, significantly affect the performance of neural network
models. This was evident from the varying performances of
models on the OssBuilds dataset, which comprises data from
multiple projects, compared to the Hadoop dataset, which is
more homogeneous.

The aforementioned key findings highlight the potential of
our study in understanding the behaviour of different types
of neural network architectures for regression tasks. Our
contributions are manifold and address several gaps in the
current landscape of tree-based neural network methodologies
for regressions:

1) Novel Transformer-Based Model for Tree Learning:
We addressed the inefficiency of different used models
for tree and regression by designing and implementing
a model-centric AI for employing both code tokens and
tree nodes in the transformer based on cross-attention.

2) Development of Specialized Tree Datasets: We pro-
pose new tree datasets designed to be directly usable by
researchers, facilitating further exploration and valida-
tion of tree-based models.

3) Novel Framework for Analyzing the Behaviour of
Different Tree-Based Neural Networks Models : We
provide the research community with an open-source
framework that merges all TBNN models with our dual-
transformers model. So, researchers can directly use
this framework for different tasks and research. The
code files are available on GitHub https://github.com/
petersamoaa/Tree based NN Error analysis, and the
data files are available on Zenodo [24]

II. BACKGROUND

A. Abstract syntax trees

Abstract Syntax Trees (ASTs) offer a hierarchical represen-
tation of source code that abstracts away from the specific
syntactic form, focusing instead on the underlying structure
and logic of the code. This representation discards superficial
elements like punctuation, concentrating on the nodes that
signify the fundamental constructs of programming languages,
such as variables, operators, and control structures.

An AST encapsulates the syntactic structure of code, where
each node represents a construct occurring within the source
code [25]. The tree’s edges outline the relationship between
these constructs, effectively mapping out the syntax rules of
the language. The root of the tree often represents the entire
program, with leaves corresponding to atomic elements like
literals or variable names and internal nodes representing
operator or control statements that dictate the flow of the
program [13].

Transforming source code into an AST involves parsing,
where the code is analyzed according to the grammar of the
programming language, and its structure is broken down into
a tree that reflects the hierarchical composition of the code’s
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elements. This process facilitates various code analysis tasks
by providing a structured and navigable representation of the
code, enabling more sophisticated and accurate analyses than
linear source code examination.

ASTs are instrumental in various applications, from code
compilation and optimization to more advanced analyses like
static code analysis, refactoring, and understanding program
behaviour. By providing a structured view of code, ASTs allow
tools and developers to examine the abstract properties of the
program without getting bogged down by syntactic details
irrelevant to the analysis at hand.

In the context of programming language analysis, especially
with the advent of machine learning techniques, ASTs serve as
a crucial bridge between source code and its semantic under-
standing. They enable the application of advanced analytical
models that can learn from the structural patterns of code to
perform tasks such as bug detection, code summarization, and
even automated code generation [13].

B. Motivation Example

To have a deeper understanding of the AST, this section
explains by example how the source code can be represented
as AST. Thus, we investigate Java source code files (see
Listing 1).

Listing 1. A Simple JUnit 5 Test Case
package org . myorg . w e a t h e r . t e s t s ;

import s t a t i c
org . j u n i t . j u p i t e r . a p i . A s s e r t i o n s . a s s e r t E q u a l s ;

import org . myorg . w e a t h e r . WeatherAPI ;
import org . myorg . w e a t h e r . F l a g s ;

p u b l i c c l a s s WeatherAPITes t {

WeatherAPI a p i = new WeatherAPI ( ) ;

@Test
p u b l i c vo id t e s t T e m p e r a t u r e O u t p u t ( ) {

double cur ren tTemp = a p i . cu r ren tTemp ( ) ;
F l a g s f = a p i . g e t F r e e z e F l a g ( ) ;
i f ( cu r ren tTemp <= 3 . 0 d )

a s s e r t E q u a l s ( F l a g s . FREEZE , f ) ;
e l s e

a s s e r t E q u a l s ( F l a g s .THAW, f ) ;
}

}

In this example, a single test case testTemperature-
Output() is presented that tests a feature of an (imaginary)
API. As common for test cases, the example is short and
structurally relatively simple. Much of the body of the test
case consists of invocations to the system-under-test and calls
of JUnit standard methods, such as assertEquals.

A (slightly simplified) AST for this illustrative example is
depicted in Figure 1. The produced AST does not contain
purely syntactical elements, such as comments, brackets, or
code location information. We make use of the pure Python
Java parser javalang1 to parse each test file and use the node
types, values, and production rules in javalang to describe our
ASTs.

1https://pypi.org/project/javalang/

testTemperatureOutput

DECL

double =

currentTemp CALL

currentTemp

DECL

… IF

PRED

<=

currentTemp LIT

3.0d

IF-BLOCK

CALL

assertEquals ARGS

Flags.FREEZE f

ELSE-
BLOCK

CALL

assertEquals ARGS

Flags.THAW f

CU

WeatherAPITest

PACKAGE

… IMPORT

…
CLASS

DECL

WeatherAPI =

api CONSTR

WeatherAPI

api

Fig. 1. Simplified abstract syntax tree (AST) representing the illustrative
example presented in Listing 1. Package declarations, import statements, as
well as the declaration in Line 15 are skipped for brevity.

III. RELATED WORK

The application of deep learning techniques to tree-
structured representations of source code has garnered con-
siderable attention within the research community. Mou et al.
[3], [26] introduced a novel approach leveraging tree-based
Convolutional Neural Networks (CNNs) to perform convo-
lutional computations on Abstract Syntax Trees (ASTs) for
code classification tasks. Similarly, Zhu et al. [27] employed
tree-based Long Short-Term Memory (LSTM) networks to
encode AST pairs into continuous vectors, facilitating code
clone detection by measuring similarities.

Further exploring tree-based neural networks, Zhang et al.
[19] utilized Recursive Neural Networks (RvNNs) to process
ASTs at the path level, targeting classification objectives.
Concurrently, While et al. [20] applied RvNNs to analyze
ASTs at the node level for classification purposes, a method
paralleled by Wei et al. [21] through the use of Labeled AST
(LAST) structures.

Innovatively, Zhang et al. [28] introduced a transformer-
based model that incorporates tree-based position embeddings
to represent the nodes within ASTs, enhancing the classifica-
tion of source code by learning from code tokens.

Beyond classification, the generation of source code has also
been explored. A novel pre-trained model, TreeBERT [29],
adapts the BERT architecture to understand programming
languages through AST analysis, focusing on path-level node
position embeddings for code summarization tasks. Yang et
al. [30] further this exploration by proposing the use of multi-
modal transformers, analyzing ASTs at the node level for code
summarization.

In the realm of regression tasks, the work of Samoaa
et al. [22] stands out by applying Graph Neural Networks
(GNNs) to augmented ASTs, representing a pioneering effort
in leveraging tree-based neural network models for regression
in source code analysis.
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Despite the proliferation of deep learning methodologies
for analyzing source code through AST representations, there
remains a gap in the literature concerning the comparative
analysis of different architectural approaches, particularly in
the context of regression tasks. This study aims to bridge this
gap by examining the behaviour and efficacy of various tree-
based neural network models in regression scenarios.

IV. ANALYTIC FRAMEWORK

According to Samoaa [13], the majority of the deep-
learning-based approaches for source code follow the same
pipeline as in Figure 2. Thus, the approaches start with parsing
the code into AST through the AST parser. Our study uses a
Python Java parser javalang2 as a parser that produces AST
from the source code. AST represent the syntactic features.
Then, deep learning models like recurrent neural networks
(RNNs) or convolutional neural networks (CNNs) are used to
encode the nodes of AST into vectors for downstream tasks
like classification and regression.

These approaches have three major limitations: 1) RNN
models inevitably suffer from the gradient vanishing problem,
meaning that the gradients become vanishingly small values
during model training, especially in the context of usage of
AST which is very deep in most cases [31]; 2) CNN models
cannot capture the long-distance dependency information from
sequential nodes of tokens in AST due to the size limitation of
the sliding windows, which scan only a few nodes/tokens at a
time [31]; 3) apart from using the simplistic lexical features,
the approaches for AST processing that recursively traverse
entire trees from bottom to top may produce longer sequential
inputs than the textual inputs, consume large amounts of
computational resources and destroy the syntactical structures
existing in AST [18]

Thus, based on the abovementioned limitations, we will use
a transformer as a competitor for sequential models as well
as the basis of our approach since also the transformer is the
most mature of sequential models for the following reasons:

• Handling Long Dependencies: Transformers leverage
self-attention mechanisms. This allows them to weigh
the importance of different parts of the input sequence
directly, regardless of the distance between elements [32],
making them well-suited for the hierarchical and complex
structures of ASTs.

• Parallelization: Transformers do not process data se-
quentially as RNNs do. Instead, they can process entire
data sequences in parallel during training, significantly
speeding up the learning process. This is particularly
advantageous when dealing with the large and intricate
structures of ASTs, where computational efficiency is
paramount.

• Flexibility in Capturing Structural Information: The
self-attention mechanism in transformers can easily adapt
to the structured nature of ASTs, capturing both the local
and global context within the tree. This flexibility allows
for a more nuanced understanding of code semantics

2https://pypi.org/project/javalang/

compared to the fixed window size of CNNs or the
sequential nature of RNNs.

• Scalability: Transformers are highly scalable and capable
of handling large input sequences without significantly
dropping performance. This makes them ideal for source
code analysis, where ASTs can vary widely in size and
complexity.

AST Parser AST
Parse

TBNN/GNN

Fig. 2. Abstracted General Code Representation and DL Models in Software
Engineering.

Despite its mentioned limitation, we will also use CNN in
our framework to have diverse architecture types of neural
networks.

V. DUAL TRANSFORMER MODEL

Most models use attention except the TBCNN. The main
novelty of our work through the designing and developing
of our approach, as well as the comparison with benchmark
models, is the understanding that attention mechanism over
multiple contexts is needed for embedding programs into a
continuous space, and the use of this embedding to predict
properties of a whole code snippet.

Our Dual-Transformer model is designed to integrate struc-
tural and lexical information within the source code to predict
execution time. As illustrated in Figure 3, the architecture
consists of two parallel transformer encoders: the NLEncoder
for processing source code tokens and the ASTEncoder for
processing AST node that the outputs of both encoders are
integrated via a cross-attention mechanism, which allows the
model to jointly consider textual and structural information.

A. NL-Encoder

The NL-Encoder serves to encode textual information from
source code tokens. Input tokens xcode are transformed into
embeddings Ecode via a learned embedding matrix Wcode,
combined with positional encodings Pcode to retain sequential
information:

Ecode = Wcode · xcode + Pcode (1)

These embeddings then pass through a series of transformer
blocks, each comprising a multi-head self-attention mechanism
and a position-wise feed-forward network. For the ith block,
the output Oi is computed as follows:

O′
i = LayerNorm(Ecode + MultiHead(Ecode, Ecode, Ecode))

(2)
Oi = LayerNorm(O′

i + FFN(O′
i)) (3)

Where LayerNorm denotes layer normalization, MultiHead
denotes the multi-head self-attention mechanism and FFN
represents the feed-forward network. The embeddings are
subsequently refined by transformer layers, with the output
of the final layer being denoted as Ocode.
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Embedding Layer

Positional
Encoding

Multi-Head
Attention

Add & Norm

Feed Forward

Add & Norm

Embedding Layer

Positional
Encoding

Multi-Head
Attention

Add & Norm

Feed Forward

Add & Norm

Cross Attention

Add & Norm

Input: Source Code 
Tokens Input: AST Nodes

Linear

Regressor 

Fig. 3. The architecture of the Dual-Transformer model. The framework
features two transformer encoders: NLEncoder for source code tokens and
ASTEncoder for AST nodes, each with layers for embedding, multi-head
attention, and feed-forward networks, complemented by add & norm layers
for stabilization. Their outputs are merged via cross-attention and passed to
a linear regressor for error prediction, leveraging both textual and syntactical
insights.

B. AST-Encoder

The ASTEncoder parallels the NLEncoder in structure but
operates on the AST’s nodes. Similar to the NLEncoder,
AST node inputs xast are embedded into vectors East and
supplemented with positional encoding:

East = Wast · xast + Past (4)

These embeddings are then processed through analogous
transformer blocks, yielding a structured representation of the
code’s syntax as Oast.

C. Attention Mechanisms

The crux of our model lies in the cross-attention mechanism
that bridges the NLEncoder and ASTEncoder. For each pair
of encoded sequences Ocode and Oast, cross-attention is
computed as:

CrossAttention(Ocode, Oast)

= Attention(OcodeW
Q
cross, OastW

K
cross, OastW

V
cross)

= softmax

(
(OcodeW

Q
cross)(OastW

K
cross)

T

√
dk

)
OastW

V
cross

(5)

Where the learned weight matrices WQ
cross, WK

cross, and
WV

cross are central to the model’s ability to integrate the
outputs of the NLEncoder and ASTEncoder. These matrices
transform the final layer outputs of the encoders into the

queries (Q), keys (K), and values (V) needed for the attention
calculation. This allows each encoder to attend to the outputs
of the other, integrating semantic and syntactic information
into a unified representation.

D. Regression Head

At the top of the model, a regression head is applied to
integrate the representation (z) of the output of ASTEncoder
for error prediction:

ŷ = Linear(ReLU(Linear(z))) (6)

Where z represents the result produced by the first token
”[CLS]” from the ASTEncoder, which is designed to summa-
rize the overall context of the input sequence.

VI. OTHER GNN AND TBNN MODELS

This section introduces the benchmark models against
which our dual transformers model is evaluated. This includes
discussing GNN-based models, a convolutional model lever-
aging tree structures, a sequential model transformer-based,
and the path-attention mechanism employed by code2vec.
Each approach offers a unique perspective on source code
analysis through AST, setting the stage for a comprehensive
comparative study.

A. Graph Learning Approach

Graph Neural Networks have demonstrated promise in var-
ious real-world applications [33]–[40]. Two primary models
have played a pioneering role in the field, establishing the
foundational frameworks for two key approaches to graph
processing: the recurrent model proposed by Scarselli et
al. [41] and the feedforward model introduced by Micheli
[42]. Notably, the feedforward approach has evolved into the
prevailing method [43]–[47].

In this section, we will explain the graph neural network
architectures that we used in our experiment. The models
accept the AST as an input and predict a scalar execution
time value.

a) GCN (Graph Convolutional Network): GCNs [43]
leverage the concept of convolutional operations on graph-
structured data. The model updates the representation of a
node by aggregating the features of its neighbours.

H(l+1) = σ(D̃− 1
2 ÃD̃− 1

2H(l)W (l)) (7)

Where H(l) is the matrix of node features at layer l, Ã =
A+IN is the adjacency matrix A with added self-connections
IN , D̃ is the degree matrix of Ã, W (l) is the weight matrix
for layer l, and σ is a non-linear activation function.

b) GAT (Graph Attention Network): GAT [44] introduces
the attention mechanism to graph neural networks. It computes
the hidden representations of each node by attending to its
neighbours, following a self-attention strategy.

αij =
exp(LeakyReLU(aT [Whi||Whj ]))∑

k∈N (i) exp(LeakyReLU(aT [Whi||Whk]))
(8)
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h′
i = σ


 ∑

j∈N (i)

αijWhj


 (9)

Where hi is the feature vector of node i, W is a shared
linear transformation, a is the attention mechanism’s learn-
able weight, || denotes concatenation, and αij represents the
attention coefficient between nodes i and j.

c) GraphSAGE (Graph Sample and Aggregation):
GraphSAGE [46] generates embeddings by sampling and
aggregating features from a node’s local neighbourhood.

h′
i = σ (W · MEAN({hi} ∪ {hj ,∀j ∈ N (i)})) (10)

Where hi is the feature vector of node i, N (i) is the set
of its neighbours, and W is the weight matrix associated with
the aggregator function.

d) GIN (Graph Isomorphism Network): GIN [47] is
designed to capture the power of the Weisfeiler-Lehman
graph isomorphism test. It aggregates neighbour information
to update node representations, aiming to distinguish graph
structures.

h′
i = MLP


(1 + ϵ) · hi +

∑

j∈N (i)

hj


 (11)

Where hi represents the feature vector of node i, ϵ is a
learnable parameter or a fixed scalar, and MLP denotes a
multi-layer perceptron.

Since all baselines are used for classification, we changed
the models to fit the regression tasks.

B. Tree-based CNN (TBCNN)

TBCNN models [3] are designed to process the structured
data of an AST by leveraging convolutional layers tailored
for tree structures. This approach involves several key compo-
nents:

• Representation Learning for AST Nodes: Each AST
node is represented as a distributed vector capturing the
symbol features.

p⃗ ≈ tanh

(∑

i

liWcode,i · c⃗i + bcode

)
(1)

Where:
p⃗ is the parent node’s vector representation. li is a
coefficient based on the subtree’s leaf count. Wcode, i is
learned weight matrices. c⃗i and x⃗i represent the children
nodes’ vectors.

• Coding Layer: This layer encodes the representation of
a node by aggregating the features of its children through
a learned transformation.

p⃗ = Wcomb1·p⃗+Wcomb2·tanh
(∑

i

liWcode,i · c⃗i + bcode

)

(2)
where: Wcomb1 and Wcomb2 are learned weight ma-
trices.

• Tree-based Convolutional Layer: A set of convolutional
filters or kernels is applied over the AST to capture the
hierarchical structure of the code.

y = tanh

(∑

i

Wconv,i · x⃗i + bconv

)
(3)

where Wconv, i is learned weight matrices. bcode and
bconv are bias terms. y is the output vector after applying
the convolution operation.

• Dynamic Pooling: This layer aggregates the convolu-
tional features from different parts of the AST to handle
varying sizes and shapes.

• The ”Continuous Binary Tree” Model: It addresses
the challenge of AST nodes having varying numbers of
children by considering each subtree as a binary tree
during convolution.

This representation captures the essence of how TBCNNs
operate on ASTs to learn meaningful representations of source
code for various tasks such as program classification and pat-
tern detection. However, we modified the model’s architecture
to fit regression tasks.

C. code2vec Path-Attention Model

The code2vec model operates on the principle of transform-
ing code snippets into a distributed vector representation. It
achieves this by embedding the paths and terminal nodes of
AST and using an attention mechanism to identify and aggre-
gate the most relevant features. The model can be decomposed
into several components:

• Embedding Vocabularies: Two embedding matrices,
value vocab ∈ R|X|×d and path vocab ∈ R|P |×d,
where |X| is the number of unique AST terminal node
values and |P | is the number of unique AST paths
observed during training. The embedding size d is a
hyperparameter typically ranging between 100 and 500.

• Context Vectors: A path-context bi is a triplet ⟨xs, pj , xt⟩
representing the start and end tokens of a path in the AST
and the path itself. Each component of bi is mapped to
its embedding and concatenated to form a context vector
ci ∈ R3d:

ci = embedding⟨xs, pj , xt⟩
= [value vocab[s], path vocab[j], value vocab[t]] ∈ R3d

(12)

• Fully Connected Layer: Each context vector ci is
transformed by a fully connected layer with weights
W ∈ Rd×3d and a tanh non-linearity to produce a
combined context vector c̃i:

c̃i = tanh(W · ci) (13)

• Attention Mechanism: The attention mechanism com-
putes a weighted average of the combined context vectors
c̃i, using an attention vector a ∈ Rd which is learned
during training. The attention weight αi for each c̃i is
computed using the softmax function:
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αi =
exp(c̃⊤i · a)∑n
j=1 exp(c̃

⊤
j · a) (14)

• Aggregated Code Vector: The final code vector v ∈ Rd

representing the entire code snippet is calculated as a
weighted sum of the combined context vectors:

v =
n∑

i=1

αi · c̃i (15)

The model learns to assign an appropriate amount of atten-
tion to each path context, effectively capturing the semantics
of the code snippet. The final code vector can be used for
various downstream tasks, such as method name prediction,
with the attention weights offering insight into the model’s
decision process.

D. Transformer-based Networks for AST

This approach splits the deep ASTs into smaller subtrees
that aim to exploit syntactical information in code statements.
Then, the model gets the sequence of nodes of each subtree to
eventually have a sequence of nodes of a sequence of subtrees.
Thus, the transformer-based models are particularly adept at
considering the sequential nature of code through the use of
positional embeddings and self-attention mechanisms, drawing
inspiration from their success in natural language processing
tasks. This model utilizes multiple layers of self-attention and
feed-forward networks to process data. The model can be
mathematically described as follows:

• Multi-Head Self-Attention: The self-attention mech-
anism allows the model to weigh the importance of
different tokens within the input sequence differently.
This is done using queries (Q), keys (K), and values
(V ), which are derived from the input embedding matrix
X ∈ Rn×d:

Q = XWQ, K = XWK , V = XWV , (16)

where WQ,WK ,WV ∈ Rd×d are parameter matrices.
The output of the attention function for a single head is
computed as:

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V, (17)

where dk is the dimension of the keys.
In the case of multi-head attention, the above computation
is done in parallel for each head, and the outputs are
concatenated and linearly transformed:

MultiHead(Q,K, V ) = Concat(head1, . . . , headh)W
O,

(18)
where each head is computed as headi =
Attention(QWQ

i ,KWK
i , V WV

i ) and WO is another
parameter matrix.

• Position-wise Feed-Forward Networks: Each trans-
former block contains a position-wise feed-forward net-
work, which applies two linear transformations with a
ReLU activation in between:

FFN(x) = max(0, xW1 + b1)W2 + b2, (19)

where W1,W2 and b1, b2 are parameters of the layers.
• Layer Normalization and Residual Connections: Each

sub-layer in a transformer, including self-attention and
feed-forward networks, has a residual connection around
it followed by layer normalization:

LayerNorm(x+ Sublayer(x)). (20)

• Output Layer: The output of the transformer is typically
taken from the first token’s representation and passed
through a final dense layer for classification tasks:

o = softmax(x0W + b), (21)

Where x0 is the transformed embedding of the first token
and W, b are parameters of the output layer.

VII. EXPERIMENT

A. Experiment Settings

In this experiment setup, all GNN-based models consist of
two convolution layers with hidden dimensions of 40 and 30,
followed by two linear layers. To facilitate graph prediction,
node representation pooling was employed by concatenating
mean and max global pooling techniques. Batch normalization
and dropout techniques were applied for training regulariza-
tion. All models were implemented using PyTorch-Geometric
[48].

To standardize our experimental conditions across various
utilised models, including TreeCNN, Code2Vec, Transformer-
Based, and Dual-Transformer, we trained each for hundred
epochs five times with different initialization seeds at a learn-
ing rate of 1 × 10−4 and a batch size of four. However,
each model requires specific parameters to function optimally.
For example, the TreeCNN model uses a node representation
embedding size of 100 and a hidden layer size of 300.
The Code2Vec model, employing a pre-trained version, was
initially trained with 200 distinct contexts and had extensive
vocabulary sizes for tokens and paths, set at 1,301,136 and
911,417, respectively, with an embedding size of 128.

We assess both scaled-down (small) and fully scaled ver-
sions (large) for the Transformer models. The scaled-down
version includes a single transformer block with 768 hidden
units, eight self-attention heads, and a maximum sequence
length of 2,048 tokens, while the fully scaled version consists
of 12 transformer blocks. The implementation of Transformer
models utilized the Huggingface library.

By maintaining consistent training epochs, learning rates,
and batch size across models and adjusting configurations to
meet each model’s architectural requirements, our experiment
aims to deliver a balanced and comprehensive evaluation of
models’ performance across various metrics.
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B. Dataset Collection

In our experiments, to increase reliability, we use two dif-
ferent real-world datasets of performance measurements. The
first dataset (OSSBuild) is real build data collected from the
continuous integration systems of four open-source systems.
The second (HadoopTests) is a larger dataset we have collected
ourselves by repeatedly executing the unit tests of the Hadoop
open-source system in a controlled environment. A summary
of both datasets is provided in Table I. In the following
subsections, we provide some additional information about
each of the two datasets that we used in the experimental
studies.

1) OSSBuild Dataset: In this dataset (originally used in
Samoaa et al. [22]), information about test execution times in
production build systems was collected for four open-source
projects: systemDS, H2, Dubbo, and RDF4J. All four projects
use public continuous integration servers containing (public)
information about the project’s builds, which we harvested for
test execution times as a proxy of performance in summer
2021. Basic statistics about the projects in this dataset are
described in Table I (top). ”Files” refers to the number of unit
test files we collected execution times for, ”Runs” is the (total)
number of executions of files we extracted data for, whereas
”Nodes” and ”Vocab.” indicate the resulting trees. Prior to
parsing the test files, we remove code comments to reduce the
number of nodes in each tree (by construction, irrelevant). We
notice that across 922 ASTs, we have almost 867,000 nodes
with 36880 distinct labels as vocabs.

2) HadoopTests Dataset: To address limitations with the
OSSBuilds dataset (primarily the limited number of files for
each individual project in the dataset) [49], we additionally
collected a second dataset for this study. We selected the
Apache Hadoop framework since it entails a large number of
test files (2895) of sufficient complexity. We then executed all
unit tests in the project five times, recording the execution du-
ration of each test file as reported by the JUnit framework (in
millisecond granularity). As an execution environment for this
data collection, we used a dedicated virtual machine running
in a private cloud environment, with two virtualized CPUs
and 8 GByte of RAM. Following performance engineering
best practices, we deactivated all other non-essential services
while running the tests. Statistics about the HadoopTests
dataset are described in Table I (bottom). Since we have more
files in HadoopTests, there are more nodes. Thus, ASTs for
HadooptTests have almost 5 million nodes and almost 139,000
vocabs.

To better understand our dataset, Table II shows the average
statistics of the input ASTs. In particular, we report the average
number of nodes (|V |), the average number of edges (|E|),
the diameter, and density. The data in Table II reveals key
structural features of the ASTs in our datasets. The near-equal
count of nodes (|V |) and edges (|E|) underscores the tree-like
nature of ASTs, where most nodes are directly connected to
only one parent. The substantial diameters indicate deep trees,
suggesting complex nested code structures. Low-density points
to sparse connectivity, emphasizing the depth over breadth
in these ASTs, which could affect the performance of neural

models that process such hierarchical data.

VIII. RESULTS

In this section, we delineate the performance outcomes of
our proposed model alongside those of competing frameworks,
scrutinized from three distinct angles: initial efficacy across
the OssBuilds and Hadoop datasets on a standard data split,
variations in model efficiency with increasing sizes of training
data, and the adaptability of models through cross-dataset
transferability assessments. The evaluation metrics include
MSE, MAE, and Pearson correlation coefficient (Cor.), with
lower MSE and MAE values indicating better performance
and a higher correlation coefficient signifying a stronger
relationship between predicted and actual execution times.

A. Models Performance Evaluation

This section presents a comprehensive analysis of our
experimental results, comparing the performance of various
models on the standard split of datasets. Thus, for five different
seeds, we split the data into 80% used for training and the rest
20% for testing, and then we report the average results across
the seeds.

a) GNN models: As presented in Table VIII-A, among
the GNN architectures, GraphSage exhibits superior perfor-
mance on the OssBuilds dataset, with the lowest MSE of
0.06 and MAE of 0.20, alongside a commendable correlation
of 0.68. However, on the Hadoop dataset, all GNN models
demonstrate relatively similar MSE scores of 0.06 (except for
GAT). As for MAE and Correlation scores, both GCN and
GraphSage have similar scores, 0.21 and 0.52, respectively,
with GraphSage maintaining a slight edge in standard devia-
tion(STD). It is worth mentioning that the GIN model performs
well for the Hadoop dataset with the best MAE score.

b) TBNN Models: Transitioning to the TBNN competi-
tors, TreeCNN TreeCNN emerges as a strong contender in
all metrics (particularly in Pearson correlation), showcasing
the best scores among TBNN models for both datasets, with
the lowest MSE of 0.03, an MAE of 0.13 and the highest
correlation score of 0.57 on the OssBuilds dataset and 0.02,
0.12, and 0.57 for MSE, MAE, and Pearson correlation On
the Hadoop dataset. It is worth mentioning that Code2Vec is a
good competitor with a very small margin of difference from
TreeCNN in both datasets, especially for error metrics. As for
transformer-based, it achieves the worst results, especially in
the large setting on the OssBuilding dataset, explaining that the
model is too complex for this dataset. In contrast, the efficiency
of the same model with the same setting is improving in the
Hadoop dataset, which is the larger dataset with more complex
trees.

c) Our Dual-Transformer Model: Our proposed Dual-
Transformer model (in both large and small settings) signif-
icantly outperforms both the GNN architectures and TBNN
competitors across all metrics on both datasets. It achieves the
best MSE of 0.01 and 0.02 and an outstanding MAE of 0.08
and 0.09 on the OssBuilds dataset, coupled with a remarkable
correlation of 0.85 and 0.83 for small and large settings,
respectively. Although the Hadoop dataset shares the best MSE
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TABLE I
OVERVIEW OF THE OSSBUILDS AND HADOOPTESTS DATASETS.

Project Description Files Runs Nodes Vocab.
sysDS Apache ML for Data Science lifecycle 127 1321 114904 3205
H2 Java SQL DB 194 1391 432375 18326
Dubbo Apache Remote Procedure Call framework 123 524 77142 4505
RDF4J Scalable RDF 478 1055 242673 10844
(OSSBuilds) Tot. 922 4291 867094 36880
Hadoop Apache framework for big data 2895 24348 5090798 138952

Fig. 4. Real vs predicted values Each panel reports the real (y-axes) and predicted (x-axes) values for each model. Each pair that is real-predicted is
represented as a blue point, while the dashed red line shows a linear regression model fitted to the data.

TABLE II
AVERAGE STATISTICS OF THE INPUT TREES.

Dataset |V | |E| Diameter Density
OSSBuilds 875 874 17 0.015
HadoopTests 1490 1489 19 0.006

score of 0.02 with TreeCNN, its MAE of 0.12 and 0.11,
as well as the correlation of 0.67 and 0.72, is unparalleled,
underscoring its superior predictive capability and efficiency
in capturing the underlying complexities of source code.

d) Models’ Prediction Trending Analysis: In Figure 4, a
correlation chart is presented for the OssBuilds dataset, each
panel depicting a distinct model. The figure clearly indicates
that the GNN-based models struggle to predict real values
accurately. Notably, it appears that all GNN-based models
exhibit a tendency to predict values that are either close to
one or close to zero. The Transformer-based, TreeCNN, and
Code2Vec models encounter challenges in predicting larger
values. While our model also faces difficulty in predicting
larger values, however, it outperforms the other approaches.

e) Conclusion: These results in Table VIII-A underscore
the efficacy of our Dual-Transformer approach, particularly in
its ability to harness the syntactic and semantic intricacies of
ASTs for source code analysis. The significant improvement
in correlation coefficients highlights the model’s adeptness at
understanding the nuanced relationships within the code, mak-
ing it a promising tool for developers seeking early insights
into the potential execution characteristics of their programs.
When compared with transformer-based models, our dual
transformer has displayed superior performance, which can

be attributed to its specialized architecture designed to handle
dual input modalities. On the other hand, the Transformer-
based model may not effectively capture the interplay between
different types of input data, such as textual and struc-
tural representations in programming code. Furthermore, the
transformer-based model may have limitations in dealing with
extended sequence lengths compared to the dual transformer.

GNN models seem to be the second-best regarding Pearson
scores for both datasets ( except for TreeCNN in Hadoop).
However, both error metrics for code2vec and TreeCNN mod-
els are better for both datasets compared with GNN models.

Regarding trending results for the models between Oss-
Building and Hadoop, only the TreeCNN model has an upward
trend. In contrast, the scores for the rest of the models have
decreased in the Hadoop dataset compared to OssBuilding.

In conclusion, the empirical evidence strongly supports
adopting our dual transformer model for the regression task.
By effectively leveraging both the lexical and syntactic fea-
tures of the source code, our approach establishes a new state-
of-the-art performance, paving the way for future research in
this domain.

B. Assessing Model Efficiency Across Incremental Training
Data Sizes

Given the expense associated with data collection, this
section delves into the effectiveness of our and other models
when trained on a reduced dataset. Specifically, we employ
random selection to allocate 20%, 40%, and 60% of the dataset
for training the models, while a fixed 20% of the remaining
portion is designated for testing. Through the outcomes shown
in Table IV, we observed distinct patterns of performance
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TABLE III
TEST MSE, MAE, AND PEARSON CORRELATION FOR BOTH DATASETS TREES

OssBuilds Hadoop
MSE MAE Cor. MSE MAE Cor.
↓ ↓ ↑ ↓ ↓ ↑

GCN 0.07±0.02 0.21±0.03 0.65±0.04 0.06±0.02 0.21±0.03 0.52±0.05

GAT 0.07±0.01 0.23±0.02 0.61±0.03 0.09±0.01 0.25±0.02 0.38±0.07

GIN 0.08±0.01 0.21±0.01 0.60±0.04 0.06±0.003 0.20±0.01 0.50±0.04

GraphSage 0.06±0.01 0.20±0.02 0.68±0.02 0.06±0.01 0.21±0.02 0.52±0.03

Code2Vec 0.03±0.003 0.14±0.01 0.44±0.11 0.03±0.002 0.14±0.01 0.28±0.05

TreeCNN 0.03±0.002 0.13±0.004 0.51±0.03 0.02 ± 0.001 0.12±0.01 0.57±0.03

Transformer-Based (small) 0.09±0.04 0.25±0.07 0.45±0.15 0.08±0.0.03 0.24±0.06 0.27±0.06

Transformer-Based (large) 0.46±0.25 0.56±0.20 0.30±0.10 0.05±0.01 0.17±0.03 0.40±0.07

Dual-Transformer (small) 0.01 ± 0.002 0.08 ± 0.006 0.85 ± 0.02 0.02 ± 0.01 0.12±0.03 0.67±0.04

Dual-Transformer (large) 0.02±0.006 0.09±0.02 0.83±0.03 0.02±0.004 0.11±0.01 0.72±0.03

adaptation as the models were exposed to increasing propor-
tions of the dataset.

a) GNN models: For the OssBuilds dataset, GNN models
generally demonstrated an expected trend: improvements in
MSE(except for GIN), MAE (except for GIN and GraphSage),
and Pearson correlation (except GCN, GIN) as the training
data size expanded from 20% to 60%. Except for GIN, all
other GNN models have stability in MSE score in the training
data size of 40% to 60%. Moreover, the GAT model also has
stability in MAE for both 20% and 40% of training data.

For the Hadoop dataset, GNN models tend to have better
error metrics (except for GAT) across all sizes used in training.
However, the opposite is true when it comes to Pearson’s score.
Similar to OssBuids, there is some stability in error metrics
scores as in GIN in 20% and 40% and GraphSage in 40%
and 60% sizes of training data. As for GCN, the MAE is
stable across all training seizes. As for GAT, we got the same
MSE score when we used 20% and 40% for training. Despite
the stability in error metrics most of the time, the prediction
correlation of Pearson correlation still changes through the
different sizes, which justifies the importance of adding more
data for training. Thus, notably, GNN-based models benefit
from more extensive data to better capture the structural
nuances of the ASTs. However, their performance plateaus,
suggesting a limit to how much simply increasing data can
benefit these models without corresponding adjustments in
model complexity or architecture

b) TBNN Models: For the OssBuilds dataset, the TBNN
models show varying degrees of sensitivity to the amount of
training data. Code2Vec and TreeCNN exhibit stable perfor-
mance in terms of MSE and MAE across different training
sizes, but Pearson correlation shows a slight increase, indicat-
ing better alignment between predicted and actual values with
more data. Transformer-based models, both small and large,
display inconsistent performance, with significant fluctuations
in MSE and MAE and only modest improvements in Pearson
correlation, suggesting instability in their learning process with
varied data sizes.

In the Hadoop dataset, TBNN models follow a similar trend.
Code2Vec and TreeCNN maintain stable error metrics, while
the Pearson correlation improves as more training data is
provided. The Transformer-Based models show less stability,
with large variations in MSE, MAE, and Pearson correlation
across different training sizes. This instability indicates that

Transformer-Based models might require more fine-tuning or
adjustments in their architecture to better handle varied data
sizes.

c) Our Dual-Transformer Model: The Dual-Transformer
models, our proposed approach, show robust performance
improvements across all metrics as the training data size
increases. For the OssBuilds dataset, both small and large
variants of the Dual-Transformer model exhibit significant
decreases in MSE and MAE and substantial increases in
Pearson correlation, reaching 0.82 with 60% training data. This
indicates the model’s ability to effectively utilize additional
training data to enhance predictive accuracy and correlation
alignment.

Similarly, in the Hadoop dataset, the Dual-Transformer
models demonstrate consistent performance gains. The MSE
and MAE decrease steadily, and the Pearson correlation shows
marked improvement, reaching 0.73 with 60% training data.
This consistent improvement across different data sizes under-
scores the effectiveness of the Dual-Transformer architecture
in handling complex regression tasks on ASTs, leveraging the
added data to refine its predictive capabilities.

d) Conclusion: The analysis across incremental training
data sizes reveals that while GNN models benefit from in-
creased data, their performance gains plateau. TBNN mod-
els show varying degrees of stability, with Code2Vec and
TreeCNN being more resilient to changes in data size.

The overall error values for the Hadoop dataset were gen-
erally smaller than the OssBuilds dataset (except for GAT).
On the other hand, Pearson Correlation scores are better for
OssBuilds for all models except TreeCNN, suggesting that
Hadoop’s complexity and tree structures might pose additional
challenges in prediction. Despite this, the Dual-Transformer
model consistently outperformed other models, reaffirming
its adaptability and efficiency in handling complex trees. In
addition, it demonstrates robust scalability and effectiveness
in leveraging additional data to enhance predictive accuracy
and correlation, making them well-suited for regression tasks
for trees. It is worth mentioning that the Dual-Transformer
model can be satisfied with 40% of training data to achieve the
best performance when it comes to the Hadoop dataset. Still,
it consistently needs more data to be utilised in training in
OssBuilds, which contains samples from 4 different projects.

These findings underscore the critical importance of data
volume in training neural network models for source code
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TABLE IV
TEST MSE, MAE, AND PEARSON CORRELATION ACROSS DIFFERENT TRAINING DATA SIZES FOR BOTH DATASETS

OssBuilds
20% 40% 60%

Model MSE MAE Cor. MSE MAE Cor. MSE MAE Cor.
GCN 0.09±0.02 0.26±0.03 0.51±0.07 0.08±0.01 0.23±0.03 0.63±0.03 0.08±0.01 0.22±0.02 0.62±0.05

GAT 0.08±0.005 0.23±0.02 0.52±0.04 0.07±0.005 0.23±0.02 0.57±0.02 0.07±0.004 0.22±0.02 0.59±0.04

GIN 0.09±0.01 0.24±0.02 0.49±0.06 0.07±0.01 0.21±0.009 0.57±0.05 0.09±0.02 0.24±0.04 0.56±0.08

GraphSage 0.08±0.007 0.24±0.02 0.58±0.005 0.07±0.01 0.22±0.03 0.64±0.03 0.07±0.01 0.23±0.03 0.65±0.04

Code2Vec 0.03±0.002 0.15±0.006 0.33±0.08 0.03±0.002 0.15±0.01 0.35±0.11 0.03±0.002 0.15±0.01 0.39±0.07

TreeCNN 0.03±0.001 0.15±0.005 0.32±0.06 0.03±0.001 0.15±0.003 0.40±0.05 0.03±0.003 0.14±0.01 0.46±0.05

Transformer-Based (small) 0.13±0.04 0.29±0.05 0.37±0.08 0.14±0.09 0.30±0.10 0.39±0.12 0.09±0.05 0.25±0.07 0.34±0.22

Transformer-Based (large) 0.56±0.47 0.61±0.17 0.18±0.11 0.60±0.26 0.62±0.14 0.13±0.12 0.34±0.06 0.45±0.03 0.26±0.05

Dual-Transformer (small) 0.02±0.004 0.10±0.01 0.79±0.04 0.01±0.003 0.09±0.007 0.84±0.03 0.02±0.01 0.10±0.03 0.82±0.05
Dual-Transformer (large) 0.02±0.004 0.11±0.01 0.71±0.04 0.02±0.002 0.09±0.005 0.79±0.05 0.01±0.002 0.09±0.01 0.82±0.02

Hadoop
20% 40% 60%

Model MSE MAE Cor. MSE MAE Cor. MSE MAE Cor.
GCN 0.07±0.01 0.22±0.02 0.42±0.12 0.08±0.02 0.22±0.03 0.50±0.03 0.07±0.01 0.22±0.02 0.52±0.06

GAT 0.09±0.02 0.25±0.02 0.17±0.17 0.09±0.009 0.24±0.1 0.19±0.09 0.11±0.04 0.27±0.04 0.17±0.22

GIN 0.07±0.02 0.22±0.03 0.36±0.14 0.07±0.01 0.22±0.02 0.46±0.06 0.06±0.006 0.20±0.009 0.48±0.09

GraphSage 0.07±0.003 0.22±0.009 0.35±0.08 0.06±0.008 0.21±0.02 0.57±0.09 0.06±0.01 0.21±0.02 0.55±0.08

Code2Vec 0.04±0.003 0.13±0.006 0.38±0.04 0.03±0.003 0.14±0.01 0.24±0.04 0.03±0.001 0.13±0.004 0.38±0.06

TreeCNN 0.02±0.003 0.12±0.002 0.44±0.03 0.02±0.001 0.12±0.006 0.51±0.02 0.02±0.001 0.11±0.001 0.53±0.01

Transformer-Based (small) 0.09±0.05 0.23±0.08 0.26±0.16 0.10±0.04 0.26±0.07 0.34±0.11 0.07±0.04 0.21±0.07 0.38±0.17

Transformer-Based (large) 0.28±0.09 0.42±0.07 0.14±0.05 0.08±0.01 0.22±0.02 0.29±0.07 0.09±0.06 0.24±0.10 0.34±0.02

Dual-Transformer (small) 0.02±0.002 0.11±0.008 0.70±0.04 0.02±0.005 0.11±0.02 0.72±0.03 0.02±0.005 0.11±0.02 0.68±0.02

Dual-Transformer (large) 0.02±0.007 0.13±0.02 0.67±0.03 0.02±0.002 0.10±0.007 0.72±0.01 0.02±0.002 0.09±0.008 0.73±0.01

analysis. They also highlight the Dual-Transformer model’s
superiority in adapting to varied training sizes while maintain-
ing robust performance, marking it as a promising approach
for efficient source code analysis.

C. Cross-Dataset Transferability

In this section, we explore the models’ performance in an
inductive scenario, where they are trained on one dataset and
tested on another dataset [50]. The results, shown in Table V,
unfold distinct patterns of performance across the GNN-based
models, TBNNs, and our Dual-Transformer model. Due to the
differing scales of the machines used to collect the datasets
(since the hardware used is one of the factors that affect
the execution time), it was imperative to adapt the model
to each specific context. To this end, we initially trained the
model on one dataset and subsequently fine-tuned it using a
small subset of the other dataset to optimize its parameters.
This fine-tuning process involved using incremental portions
of the test dataset—specifically 10%, 20%, and 30%—to refine
the model’s ability to generalize across different operational
conditions. The efficacy of the fine-tuning was then evaluated
by testing the model on 20% of the test dataset, which is
fixed across all portions, ensuring a consistent assessment
framework across all experimental conditions. This method-
ological approach allowed us to rigorously assess the model’s
adaptability and performance across datasets characterized by
diverse computational environments.

When we trained the models on Hadoop and fine-tuned
and evaluated on Ossbuilds, models exhibited relatively
stable MSE and MAE across all fine-tuning portions (ex-
cept for the small version of our dual transformer model),
indicating a capacity to maintain consistent error rates when

transferring knowledge from a larger (Hadoop) to a smaller
dataset (OssBuilds). Pearson correlation showed gradual im-
provement as the fine-tuning portion increased (except for
a small model of transformed-based), highlighting a modest
but positive adaptation. The Dual-Transformer models demon-
strated the best performance, with significant improvements in
correlation and error rates, making them the most adaptable
across dataset sizes. Since the error metrics are slightly better
for the large version of our dual transformer, the prediction
correlation score for the small version, however, is largely
better across the usage of all potions of fine-tuning. Con-
versely, the Transformer-Based models struggled the most,
especially in larger configurations, showing limited correlation
improvements and variable error rates, suggesting challenges
in adapting to the smaller dataset’s nuances. It is worth
mentioning that GNN models show more efficient predictions
since the Pearson correlation score is better than all other
TBNN models. However, this is also the case regarding the
error metrics. Compared to other experiments, TBNN, we see
a huge decrease in error metrics compared to the previous
experiments. However, the error metrics of GNN are somehow
stable across all our experiments. As for our model, only the
MAE metric increased.

In the scenario where OssBuilds was used for training
and Hadoop for fine-tuning and evaluation, all models
generally showed better MSE and MAE scores compared to
the previous setting, especially for TBNN models since both
code2vec and TreeCNN competing our model, particularly
with a small portion of test data used for fine-tuning. That said,
when we train TBNN models on trees for different projects, the
models can easily generalized to other trees. However, Pearson
correlation is still an issue for these models. GNN models have
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TABLE V
TRANSFERABILITY TEST MSE, MAE, AND PEARSON CORRELATION FOR BOTH DATASETS

Train Set = Hadoop & Test Set = OssBuild
10% 20% 30%

Model MSE MAE Cor. MSE MAE Cor. MSE MAE Cor.
GCN 0.08±0.01 0.23±0.02 0.47±0.02 0.08±0.01 0.22±0.03 0.51±0.02 0.08±0.01 0.22±0.03 0.53±0.02

GAT 0.09±0.01 0.26±0.02 0.35±0.20 0.08±0.01 0.24±0.03 0.40±0.21 0.08±0.01 0.24±0.03 0.41±0.19

GIN 0.08±0.01 0.24±0.02 0.51±0.02 0.08±0.01 0.22±0.02 0.54±0.02 0.07±0.01 0.21±0.02 0.55±0.02

GraphSage 0.08±0.01 0.25±0.02 0.51±0.02 0.08±0.01 0.23±0.03 0.55±0.02 0.08±0.01 0.23±0.03 0.56±0.02

Code2Vec 0.20±0.01 0.37±0.02 0.21±0.09 0.20±0.01 0.37±0.02 0.30±0.10 0.19±0.02 0.36±0.02 0.33±0.09

TreeCNN 0.21±0.01 0.39±0.01 0.14±0.07 0.20±0.005 0.38±0.01 0.25±0.05 0.19±0.005 0.37±0.01 0.32±0.03

Transformer-Based (small) 0.24±0.07 0.39±0.05 0.40±0.10 0.34±0.13 0.44±0.10 0.40±0.17 0.24±0.03 0.40±0.04 0.35±0.15

Transformer-Based (large) 0.64±0.35 0.90±0.60 0.02±0.09 0.88±0.48 0.82±0.04 0.07±0.04 0.42±0.78 0.68±0.41 0.15±0.07

Dual-Transformer (small) 0.11±0.02 0.26±0.02 0.47±0.07 0.08±0.02 0.23±0.02 0.56±0.10 0.06±0.01 0.20±0.01 0.65±0.09
Dual-Transformer (large) 0.05±0.005 0.17±0.006 0.15±0.05 0.04±0.006 0.16±0.01 0.23±0.04 0.03±0.01 0.15±0.04 0.42±0.06

Train Set = OssBuilds & Test Set = Hadoop
10% 20% 30%

Model MSE MAE Cor. MSE MAE Cor. MSE MAE Cor.
GCN 0.07±0.01 0.22±0.01 0.43±0.05 0.07±0.01 0.21±0.01 0.46±0.04 0.09±0.02 0.24±0.03 0.44±0.05

GAT 0.10±0.01 0.25±0.01 0.37±0.03 0.09±0.01 0.24±0.1 0.43±0.02 0.09±0.01 0.25±0.02 0.44±0.01

GIN 0.09±0.03 0.24±0.03 0.42±0.06 0.08±0.02 0.23±0.03 0.46±0.05 0.07±0.02 0.22±0.02 0.47±0.04

GraphSage 0.07±0.01 0.22±0.01 0.45±0.04 0.07±0.01 0.22±0.01 0.48±0.03 0.06±0.004 0.21±0.005 0.52±0.02

Code2Vec 0.005±0.0005 0.06±0.003 0.16±0.07 0.004±0.002 0.06±0.005 0.38±0.03 0.005±0.0002 0.06±0.004 0.38±0.05

TreeCNN 0.005±0.0004 0.06±0.003 0.30±0.04 0.005±0.001 0.06±0.004 0.38±0.03 0.004±0.0003 0.05±0.001 0.43±0.02

Transformer-Based (small) 0.04±0.01 0.16±0.03 0.04±0.09 0.08±0.05 0.23±0.09 0.11±0.12 0.04±0.03 0.16±0.07 0.14±0.07

Transformer-Based (large) 0.26±0.02 0.41±0.02 0.11±0.06 0.15±0.08 0.31±0.10 0.06±0.02 0.14±0.04 0.31±0.05 0.12±0.07

Dual-Transformer (small) 0.006±0.005 0.06±0.03 0.62±0.03 0.004±0.001 0.05±0.006 0.64±0.05 0.004±0.001 0.05±0.006 0.61±0.06

Dual-Transformer (large) 0.005±0.002 0.06±0.01 0.56±0.09 0.003±0.002 0.04±0.001 0.67±0.03 0.003±0.0004 0.05±0.004 0.67±0.03

slightly similar error metrics; however, the correlation score is
decreasing ( except for GAT). That is reasonable since GNN
models mainly learn based on the tree’s structure throughout
collecting information from the neighbour nodes. Although
transformer-based is still the worst model in terms of Pearson
score, the error metrics have improved hugely, especially for
the small version of the model, which puts this version in
a better position compared to GNN. The large version of
transformer-based is generally still the worst in all metrics.
Our model is still the best model, even in this scenario, with
significantly better errors and correlation scores than Hadoop’s
usage in the training. We also observe in this scenario that
with increased fine-tuning, GraphSage and TreeCNN are stable
across the portions. The improvement in the models in this
scenario shows that when we train the models on diverse trees(
since OssBuild contains four projects with four different trees),
we can have a better generalization compared to training the
models on a large but not diverse tree ( as in Hadoop, where
all trees come from one project).

IX. DISCUSSION

The analysis of our experimental results, particularly focus-
ing on the Pearson correlation coefficients and error metrics
(MSE and MAE), reveals insightful trends in the performance
of various models applied to trees. Remarkably, our model
demonstrates superior performance compared to other methods
in all preceding experiments.

Based on Sections V, VI, we can differentiate the learning
of the models into two categories: 1) GNNs and TreeCNN,
which learn based on the structure of the tree without any
interest in the tokens of the nodes. 2) The rest of the models
use the sequence of tokens of the nodes for learning. The
first category of models looks at the topological structure of

the tree. Whereas the second category focuses on the exact
sequence of tokens of the tree node (e.g., class definition,
control statement, method declaration, etc.) Thus, in this
section, we will comment on the results we observed in the
previous section.

A. Our transformer model vs the competitor

The Dual-Transformer’s design, which incorporates cross-
attention between the token-level transformer and the tree
node-level transformer, allows for a richer representation of
the source code by highlighting the interaction between lexical
and syntactic features. This nuanced representation is likely
the reason for the observed improvement in performance.
In contrast, the baseline Transformer-Based model, which
operates solely on the tree, does not capture the lexical context
to the same extent, thereby limiting its effectiveness for the
regression task.

B. GNN part

GNN-based approaches consistently underperform com-
pared to our model. The failure of GNNs in learning mean-
ingful representations is attributed to the inherent topological
structure of trees. Table II reveals that the average network
diameter is 17 and 19 for OssBuilds and Hadoop, respectively.
The elevated diameter poses a significant challenge for GNN-
based methods, necessitating deeper networks. However, this
exacerbates well-known issues such as over-smoothing [51]
and over-squashing [52].

C. Attention mechanism

The application of attention mechanisms across differ-
ent models unveils varied outcomes. Our Dual-Transformer
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model, leveraging cross-attention, consistently outperforms
other approaches, underscoring the efficacy of attention in
distilling relevant features from both token sequences and AST
node sequences. In contrast, the GAT model exhibits a mixed
performance, ranking well on the OssBuilds dataset but falling
short on the Hadoop dataset. This inconsistency highlights the
potential sensitivity of attention-based GNNs to the underly-
ing dataset characteristics. Interestingly, the TreeCNN model,
which does not employ attention, demonstrates resilience
across datasets, suggesting that attention mechanisms, while
powerful, are not a panacea and may introduce complexity
that does not always translate to improved performance.

D. Level of Inforamtion

The distinction between node-level and path-level infor-
mation processing is another critical factor in our analysis.
Except for code2vec, which operates at the path level, all other
models process information at the node level. This distinction
might contribute to the unique positioning of code2vec in
the performance spectrum, indicating that the granularity of
analysis (node vs. path) can significantly influence model
outcomes.

E. Error Analysis and Pearson correlation score

It is noteworthy to highlight that the MAE, MSE, and Pear-
son correlation capture distinct aspects. To elaborate, MAE
offers an assessment of error magnitude, disregarding their
direction. Conversely, MSE accentuates larger errors through
the squaring operation, rendering it sensitive to outliers. Lastly,
Pearson correlation gauges the linear relationship between two
variables, providing a measure of the strength and direction of
the linear association between predicted and actual values.

1) Mean Squared Error (MSE) and Mean Absolute
Error (MAE) primarily measure the accuracy of pre-
dictions in terms of error magnitude. Both metrics are
direct measures of the average errors made by the model:

• MSE gives a higher weight to larger errors due
to the squaring of each term. This makes it more
sensitive to outliers or large deviations from the true
values.

• MAE provides a straightforward arithmetic mean of
absolute errors, thus not disproportionately penaliz-
ing larger errors compared to smaller ones.

When MSE and MAE remain stable across different
training data sizes, it suggests that the overall magnitude
of errors does not significantly change as more data is
used for training. This could imply that adding more
training data under these conditions does not necessarily
improve the model’s ability to predict more accurately in
terms of error reduction. It might suggest that the model
has reached a plateau in learning from the additional data
where the average error remains consistent.

2) Pearson Correlation, on the other hand, measures the
strength and direction of a linear relationship between
the predicted and actual values. An increase in the
Pearson correlation as training data size increases could
indicate several things:

• As more data is available for training, the model
may be getting better at capturing underlying pat-
terns that influence both the scale and trend of the
predictions relative to actual outcomes. This doesn’t
necessarily mean that the model is becoming more
precise in a point-by-point prediction (as indicated
by stable MSE and MAE), but rather that it is
improving in aligning the direction and trends of
its predictions with the actual values.

• A higher Pearson correlation means the model’s
predictions are better aligned with the actual values’
variability, even if the absolute errors (magnitude of
errors) aren’t improving. This could be critical in
applications where understanding the direction of
changes is more important than the exact errors.

Therefore, the observed pattern—stable MSE and MAE but
increasing Pearson correlation—suggests that while the pre-
cision of the model in absolute terms does not improve
with more data, the model’s ability to capture the relative
movements or trends in the data improves. This distinction is
crucial in scenarios where the relationship dynamics between
predicted and actual values are more significant than the sheer
accuracy of point predictions. It highlights the model’s grow-
ing capacity to reflect the true data structure in its predictions
over increasing the size of the dataset.

F. Datasets properties

Dataset characteristics play a pivotal role in model per-
formance. The OssBuilds dataset, with its diversity stem-
ming from four distinct projects, ostensibly presents a more
challenging environment for models due to the variability in
code patterns and AST structures. However, models generally
perform better on this dataset compared to Hadoop, which,
despite its larger size, consists of samples from a single
project. This counterintuitive result may be attributed to the
complexity of Hadoop’s ASTs, particularly their depth and
diameter, which could pose difficulties for models, especially
GNNs, in effectively capturing and propagating information
across the tree structure.

G. Transferability across different datasets

The cross-dataset transferability results highlight the chal-
lenges inherent in generalizing models trained on one source
code dataset to another. Most models exhibited a decrease
in performance when applied to an unfamiliar dataset, un-
derscoring the specificity of learned patterns to the training
data’s structure and semantics. However, the TreeCNN model
and our Dual-Transformer showcased notable resilience, with
the latter demonstrating a promising balance between error
metrics and correlation, especially on the Hadoop dataset. This
suggests that models with sophisticated attention mechanisms,
like the Dual-Transformer, may possess an inherent advantage
in capturing more generalizable features of source code, tran-
scending dataset-specific idiosyncrasies.
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H. models’ efficiency across incremental training data sizes

The exploration into model efficiency with varying sizes of
training data revealed an expected trend: model performance
generally improved as the amount of training data increased.
This trend underscores the importance of data volume in
model training, particularly for complex models like GNNs
and Transformers, which require substantial data to effectively
learn and generalize from the intricate structures of ASTs. The
consistent performance improvement of our Dual-Transformer
model across incremental training sizes further emphasizes its
robustness and the effectiveness of its architectural design in
leveraging larger datasets for enhanced source code analysis.

I. Conclusion

In summary, our findings illuminate the multifaceted nature
of source code analysis using machine learning models. The
interplay between model architecture (especially the use of at-
tention mechanisms), the level of information granularity, and
dataset characteristics significantly influences performance.
These insights not only contribute to our understanding of the
strengths and limitations of various approaches but also pave
the way for future research aimed at optimizing model design
and data preprocessing techniques for enhanced source code
analysis.

X. CONCLUSION

In this study, we provided an analytical framework to
examine the performance of tree-based neural network models
in regression tasks. At the heart of our investigation was
the introduction of an innovative model predicated on a
dual-transformer architecture. This model was meticulously
evaluated against an array of models grounded in Graph Neural
Network (GNN) and Tree-Based Neural Network (TBNN)
paradigms. The rigour of our experimental methodology, ap-
plied to two distinct real-world datasets, firmly establishes the
dual-transformer model as a superior contender, outshining
its counterparts across various error metrics and Pearson
correlation indices.

A recurrent theme observed across the evaluated models
was the prevalent incorporation of attention mechanisms and
a node-level analytical approach within tree structures. This
observation accentuates the pivotal role of attention in effec-
tively navigating the structural intricacies inherent in our case
study tree.

The contributions of this paper are twofold. Firstly, it
introduces a potent model that redefines the benchmark for
regression tasks within the realm of source code analysis.
Secondly, it facilitates a nuanced comparative analysis of tree-
based neural network models, thereby bolstering the under-
standing of their efficacy and broadening their applicability in
practical settings.

Furthermore, the research underscores the Dual-Transformer
model’s prowess in accurately forecasting source code exe-
cution times. By leveraging a dual encoder framework that
intricately captures the nuances of source code tokens and
AST nodes, our model demonstrates a marked improvement
over conventional tree-based neural network approaches. This

finding signifies the untapped potential of advanced deep
learning architectures in the field of source code analysis,
setting a promising direction for future inquiries.
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Abstract. Predicting the performance of production code prior to
actual execution is known to be highly challenging. In this paper, we
propose a predictive model, dubbed TEP-GNN, which demonstrates
that high-accuracy performance prediction is possible for the special case
of predicting unit test execution times. TEP-GNN uses FA-ASTs, or
flow-augmented ASTs, as a graph-based code representation approach,
and predicts test execution times using a powerful graph neural net-
work (GNN) deep learning model. We evaluate TEP-GNN using four
real-life Java open source programs, based on 922 test files mined from
the projects’ public repositories. We find that our approach achieves a
high Pearson correlation of 0.789, considerable outperforming a baseline
deep learning model. Our work demonstrates that FA-ASTs and GNNs
are a feasible approach for predicting absolute performance values, and
serves as an important intermediary step towards being able to predict
the performance of arbitrary code prior to execution.

Keywords: Performance · Software testing · Machine learning

1 Introduction

Performance is a critical quality property of many real-live software systems.
Hence, performance modeling and analysis have gradually become an increas-
ingly important part of the software development life-cycle. Unfortunately, pre-
dicting the performance of real-life production code is well-known to be a difficult
problem – predicting the absolute execution time of applications based on code
structure is challenging as it is a function of many factors, including the under-
lying architecture, the input parameters, and the application’s interactions with
the operating system [22]. Consequently, works that attempted to predict abso-
lute performance counters (e.g., execution time) for arbitrary applications from
source code generally report poor accuracy [19,21].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
D. Taibi et al. (Eds.): PROFES 2022, LNCS 13709, pp. 464–479, 2022.
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However, recent research has shown that predicting performance characteris-
tics is indeed possible in more specialized contexts, via the application of modern
machine learning architectures. For example, Guo et al. successfully predict the
execution time of a specific untested configuration of a configurable system [6,7],
Samoaa and Leitner have shown that the execution time of a benchmark with
specific workload configuration can be predicted [24], and Laaber et al. have
shown that a categorical classification of benchmarks into high- or low-variability
is feasible [12].

In this work, we demonstrate that another context where performance pre-
diction is possible is the prediction of execution times of functional tests. Test
execution times are crucial in agile software development and continuous inte-
gration. While individual test cases might have short execution times, software
products often have thousands of test cases, which makes the total execution
time in the build process high. Researchers have been working on solutions to
speed up the testing process by optimizing the code or prioritizing test cases
[4,11,18,28]. The goal of this study is to provide the developers with predic-
tions of the execution times of their test cases, and consequently giving them an
early indication of the time required to run the cases in the build process. We
believe that this would support decisions regarding code optimization and test
case selection in early stages of the software life-cycle.

Graphs are mathematical structures used to model pairwise relations between
objects. A graph can be used to model a wide number of different domains, rang-
ing from biology [9], face-to-face human interactions [17] and software. Indeed,
we propose an approach dubbed TEP-GNN (Test Execution Time Prediction
using Graph Neural Networks) that makes use of structural features of test cases
(the abstract syntax tree, AST). We enrich the AST with various types of edges
representing data and control flow. Following Wang and Jin, we refer to this
resulting graph as flow-augmented abstract syntax trees (FA-AST) [30]. We use
a graph neural network (GNN) model, GraphConv [20], on the resulting FA-
ASTs. We train and test our model on a dataset collected from four well-known
open source projects hosted on GitHub: H2 database1, a relational database,
RDF4J 2, a project for handling RDF data, systemDS3, an Apache project to
manage the data science life cycle, and finally the Apache remote procedure call
library Dubbo4. As labelled ground truth data, we collect 922 real test execution
traces from these projects’ publicly available build systems.

We conduct experiments with our TEP-GNN model to answer the following
research questions:

– RQ1: How accurately can the absolute execution time of a test file consisting
of one or multiple test cases be predicted using FA-ASTs and GNNs?

1 https://github.com/h2database/h2database.
2 https://github.com/eclipse/rdf4j.
3 https://github.com/apache/systemds.
4 https://github.com/apache/dubbo.
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– RQ2: Does our usage of GraphConv improve execution time prediction
compared to a baseline using Gated Graph Neural Networks (GGNN), as
frequently used in previous software engineering research [1,5]?

Our results show that using TEP-GNN, test execution time can be predicted
with a very high prediction accuracy (Pearson correlation of 0.789). Further,
we show that our usage of GraphConv indeed improves the model significantly
over GGNN. We conclude that test execution times can indeed be predicted
using GNN models with high accuracy, even based on performance counters that
have been collected “in the wild” by real projects (as opposed to performance
measurements collected on a dedicated performance testing machine). The main
novelty of our work lies in the application of a rarely used way of graph-encoding
source code (FA-AST), combined with a powerful GNN model (GraphConv), to
the problem of performance prediction. Even though test cases are shorter and
structurally simpler than arbitrary programs, we see our results as an important
stepping stone towards the prediction of the performance of arbitrary software
systems prior to execution.

2 The TEP-GNN Approach

In this section, we introduce TEP-GNN. We first provide a general overview
of the model and discuss the problem addressed in this paper, followed by a
detailed discussion of the main components of TEP-GNN (FA-ASTs and the
machine learning pipeline based on the GraphConv [20] higher order GNN).

Fig. 1. Schematic overview of the main phases of TEP-GNN.

2.1 Approach Overview

Our goal in this paper is to predict the execution time of test cases based on
static code information alone, i.e., without access to prior benchmarking of the
test case or dynamic analysis data. The general procedure of our TEP-GNN
approach is sketched in Fig. 1. To process a test file, we first parse it into its AST.
Next, we build a graph representation (FA-AST) by adding edges representing
control and data flow to the AST. We then initialize the embeddings of FA-AST
nodes and edges before jointly feeding a vectorized FA-AST into a GNN.

2.2 Problem Definition

Given a test file (source code containing test cases) Ci and the corresponding
run-time value Xi (execution time of all test cases in the file), for a set of test
files with known execution times we can build a training set D = (Ci,Xi). We
aim to train a deep learning model for learning a function φ that maps a test
file Ci to a feature vector v mapped to the corresponding value Xi.
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2.3 Building Flow-Augmented Abstract Syntax Trees

Recent studies [25] emphasize the importance of the code representation when
using deep learning in software engineering. Hence, and given the complex-
ity of predicting performance, prediction based on the syntactical information
extracted from ASTs alone is not sufficient to achieve high-quality predictions.
In TEP-GNN, the basic structural information provided by the AST is enriched
with semantic information representing data and control flow. Consequently, the
tree structure of the AST is generalized to a (substantially richer) graph, encod-
ing more information than code structure alone. This idea is based on the earlier
work by Wang and Jin [30], who have also introduced the term FA-AST for this
kind of source code representation.

1 package org . myorg . weather . t e s t s ;
2
3 import s t a t i c
4 org . j u n i t . j u p i t e r . ap i . As s e r t i on s . a s s e r tEqua l s ;
5 import org . myorg . weather . WeatherAPI ;
6 import org . myorg . weather . Flags ;
7
8 pub l i c c l a s s WeatherAPITest {
9

10 WeatherAPI api = new WeatherAPI ( ) ;
11
12 @Test
13 pub l i c void testTemperatureOutput ( ) {
14 double currentTemp = api . currentTemp ( ) ;
15 Flags f = api . getFreezeFlag ( ) ;
16 i f ( currentTemp <= 3.0d)
17 as s e r tEqua l s ( Flags .FREEZE, f ) ;
18 e l s e
19 as s e r tEqua l s ( Flags .THAW, f ) ;
20 }
21 }

Listing 1.1. A Simple JUnit 5 Test Case

AST Parsing. We demonstrate our approach for constructing FA-ASTs for
test files using the example of a Java JUnit 5 test case (see Listing 1.1). In this
example, a single test case testTemperatureOutput() is presented that tests
a feature of an (imaginary) API. As common for test cases, the example is
short and structurally relatively simple. Much of the body of the test case con-
sists of invocations to the system-under-test and calls of JUnit standard meth-
ods, such as assertEquals. We speculate that these properties make predicting
test execution time a more tractable problem than predicting performance of
general-purpose programs, which previous authors have argued to be extremely
challenging [19,21].

A (slightly simplified) AST for this illustrative example is depicted in Fig. 2.
The produced AST does not contain purely syntactical elements, such as com-
ments, brackets, or code location information. We make use of the pure Python
Java parser javalang5 to parse each test file, and use the node types, values, and
production rules in javalang to describe our ASTs.
5 https://pypi.org/project/javalang/.
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testTemperatureOutput

DECL

double =

currentTemp CALL

currentTemp

DECL

IF

PRED

<=

currentTemp LIT

3.0d

IF-BLOCK

CALL

assertEquals ARGS

Flags.FREEZE f

ELSE-
BLOCK

CALL

assertEquals ARGS

Flags.THAW f

CU

WeatherAPITest

PACKAGE
IMPORT CLASS

DECL

WeatherAPI =

api CONSTR

WeatherAPI

api

Fig. 2. Simplified abstract syntax tree (AST) representing the illustrative example pre-
sented in Listing 1.1. Package declarations, import statements, as well as the declaration
in Line 15 are skipped for brevity.

Capturing Ordering and Data Flow. In the next step, we augment this
AST with different types of additional edges representing data flow and node
order in the AST. Specifically, we use the following additional flow augmentation
edges, in addition to the AST child and AST parent edges that are produced
readily by AST parsing:

FA Next Token (b):
This type of edge connects a terminal node (leaf) in the AST to the next

terminal node. Terminal nodes are nodes without children. In Fig. 2, an FA Next
Token edge would be added, for example, between WeatherAPI and api.

FA Next Sibling (c):
This connects each node (both terminal and non-terminal) to its next sibling,

and allows us to model the order of instructions in an otherwise unordered graph.
In Fig. 2, such an edge would be added, for example, connecting the first usage
of api and with the CONSTR node (representing a Java constructor call).

FA Next Use (d):
This type of edge connects a node representing a variable to the place where

this variable is next used. For example, the variable api is declared in Line 10
in Listing 1.1, and then used next in Line 14.

Figure 3 shows an example augmenting the AST in Fig. 2 (and, consequently,
the example test case in Listing 1.1). Solid black lines indicate the AST parent
and child relationships (for simplicity indicated through a single arrow, read from
top to bottom). Red dashed arrows refer to the new edges added to represent the
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Fig. 3. Flow-Augmented AST (FA-AST) for the example presented in Listing 1.1. Solid
lines represent AST parent and child edges, and dashed lines different types of flow
augmentations. (Color figure online)

data and control flow in the FA-AST, with letter codes indicating the edge type.
Terminal nodes are connected with FA Next Token edges (b), modelling the
order of terminals in the test case. Similarly, the ordering of siblings is modelled
using FA Next Sibling edges (c). Finally, data flow is modelled by connecting
each variable to their next usage via FA Next Use edges (d). Edge types (e),
(f), and (i) represent a control flow statement, which will be discussed in the
following. Multiple edges of different types are possible between the same nodes.
For example, the terminal nodes Flags.FREEZE and f are connected via both,
an FA Next Token (b) and an FA Next Sibling (c) edge.

Capturing Control Flow. In a second augmentation step, we now add further
edges representing the control flow in the test cases. We currently support if
statements, while and for loops, as well as sequential execution. We currently do
not support switch statements or do-while loops, as these are less common in test
cases. Test files containing these elements will still be parsed successfully, but
these control flow constructs will not be captured by the FA-AST. Specifically,
the following further edges are added: An overview over the additional edges
introduced by these control flow statements is given in Fig. 4.

FA If Flow (e):
This type of edge connects the predicate (condition) of the if-statement with

the code block that is executed if the condition evaluates to true. Every if
statement contains exactly one such edge by construction.
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Fig. 4. Additional flow augmentations for different control flow constructs (Color figure
online)

FA Else Flow (f):
Conversely, this edge type connects the predicate to the (optional) else code

block.
FA While Flow (g):
A while loop essentially entails two elements - a condition and a code block

that is executed as long as the condition remains true. We capture this through
a FA While Flow (g) edge connecting the condition to the code block, and an
FA Next Use (d) edge in the reverse direction. The latter is used to model the
next usage of a loop counter.

FA For Flow (h):
For loops are conceptually similar to while loops. We use FA For Flow (h)

edges to connect the condition to the code block, and an FA Next Use (d) edge
in the reverse direction. Similar to the modelling of while-loops, FA Next Use
(d) relates to the usage (typically incrementing) of a loop counter.

FA Next Statement Flow (i):
In addition to the control flow constructs discussed so far, Java of course also

supports the simple sequential execution of multiple statements in a sequence
within a code block. FA Next Statement Flow edges (i) are used to represent this
case. Different from the constructs discussed so far, a code block can contain an
arbitrary number of children, and the FA Next Statement Flow edge is always
used to connect each statement to the one directly following it.

Referring back to Fig. 3, two types of control flow annotations are visible -
the modelling of the if-statement in lines 16 to 19 of the test case on the right-
hand side, and various sequential executions (FA Next Statement flow (i)) edges.
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Further note how flow annotation adds a large number of edges to even a very
small AST, transforming the syntax tree into a densely connected graph. This
rich additional information can be used in the next step by our GNN model to
predict highly accurate test execution times.

2.4 GNN Model for Test Execution Time Prediction

Once the FA-AST graph has been built for a test file using the three steps
discussed above, we use a higher order GNN model to predict the execution
time of the Java code. As Fig. 5 shows, we use a 3-layer higher order graph
convolution neural network to predict the execution time. Each layer is followed
by a ReLU activation function. Since GNN learns node embedding, we use global
max pooling to compute a graph embedding. Finally, the graph embedding goes
into two Linear layers with a ReLU and a sigmoid activation function to perform
the prediction of the test execution time. To train our model we use the mean
square error loss.

Fig. 5. Architecture of the GNN Model used in TEP-GNN.

3 Evaluation

We now present the results of an experimental evaluation of TEP-GNN based
on open source Java projects. As training and test data we make use of existing
test suite execution traces from the study subjects’ build systems. A replication
package containing the scripts used to implement the TEP-GNN approach, all
data used in the evaluation, as well as all analysis scripts, are available [8].

3.1 Dataset

Related studies in performance engineering frequently collect their own perfor-
mance data, for example by repeated execution of the projects on a researcher’s
laptop [26], in cloud virtual machines [13], or on controlled hardware [27]. To
increase the realism of the study we have chosen a different approach – we har-
vest existing execution traces from an open source build system (GitHub), and
extract test execution times from this public data. This data represents actual,
real-life test execution times. However, we do not have the option to collect more
data on-demand, and we do not know what precise hardware has been used to
collect the data.
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To collect the data, we searched for projects to serve as study subjects. We
applied the following selection criteria: (i) projects written in Java; (ii) available
on GitHub; (iii) include test results published on GitHub; and (iv) use GitHub
shared runners as build system.

Table 1. Overview of study subjects.

Project Description Files Runs Nodes Vocabulary size

systemDS Apache Machine Learning
system for data science lifecycle

127 1321 110651 3161

H2 Java SQL database 194 1391 405706 17972
Dubbo Apache Remote Procedure Call

framework
123 524 75787 4499

RDF4J Scalable RDF processing for
Java

478 1055 214436 10755

Total 922 4291 806580 36387

Based on these criteria, we selected four projects of diverse application
domains, i.e., databases, web servers, and data science life-cycle (systemDS, H2,
Dubbo, and RDF4J). These are depicted in Table 1. The first column shows the
project’s name, the second provides a brief description of the project. The third
column shows the number of distinct test files extracted from the project. As for
the fourth column, it shows the total number of runs performed in the testing job.
The last two columns show the total number of tokens in the entire project test files
and the vocabulary size (the number of distinct nodes in the graphs). We observe
that RDF4J, a triplestore database used in semantic web contexts [23], contains
more test files than the other projects. For the H2 relational database and sys-
temDS we were able to collect the most test runs. Finally, it should be noted that
H2 has the highest code density as measured by the number of nodes and the result-
ing vocabulary size by a wide margin. This indicates that H2 tests are generally
larger and more complex than the test cases in the other study subjects.

All data was extracted from GitHub-hosted runners, which are virtual
machines hosted by GitHub with the GitHub Actions runner application
installed. All shared runners can be assumed to use the same hardware resources,
which is available at GitHub’s website6 and each job runs in a fresh instance of
the virtual machine. Additionally, all jobs from which the data is extracted uses
the same operating system, specifically Ubuntu 18.04. This allows us to minimize
bias introduced by variations in execution environment or hardware.

For collecting test execution traces we looked at the latest successful action
workflow run for each project. We then extracted the run times from the test
report in the workflow, and mined the corresponding source code files from
the respective project repositories in order to feed them to the parser. For H2,

6 https://docs.github.com/en/actions/using-github-hosted-runners/about-github-
hosted-runners#supported-runners-and-hardware-resources.
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some test cases are run several times during the same build job. In these cases,
we recorded the average of the run times. As the execution times of tests can
vary dramatically between and within projects, to increase the efficiency of the
model training, we normalize each execution time to interval [0; 1]. Hence, our
final dataset includes distinct test files, each associated with one runtime value
between 0 and 1. Then after model training, we denormalize the runtime value
and present the results based on the original values.

Table 2. Occurrences of control flow nodes in each project

Control flow statement systemDS H2 Dubbo RDF4J

If Statement 166 1322 53 161
While Loop 2 222 3 22
ForStatement 196 1114 42 158
Block Statement 293 2900 116 395

Total 707 5612 214 736

Table 2 indicates how prevalent different control flow nodes were in the test
cases of our study subjects. For all projects, block statements are the most
frequent control flow construct, since sequential executions widely exist in nearly
all programs. For loops are substantially more common than while loops, and if
statements are also frequent. Do-while loops and switch statements, which are
currently unsupported by TEP-GNN, are both quite rare in the tests of our
subjects (not shown in the table).

3.2 Results

In this section, we investigate the results of applying TEP-GNN to our dataset,
answering RQ1 and RQ2 introduced in Sect. 1.

RQ1: Quality of Predictions. In order to answer the first research question,
we combine the collected data for all projects into one dataset entailing 922
code fragments and associated normalized execution times. After that, we apply
TEP-GNN as discussed in Sect. 2. For model training, we split the dataset into
train and test sets using 80% and 20%, respectively. Each network is trained
for 100 epochs. As optimizer we use Adam [10] with a learning rate = 0.001. To
evaluate the results of our model, we use a Pearson correlation metric, a measure
of linear correlation between two sets of data. In addition, as a loss function, we
use mean squared error, which is the average squared difference between the
estimated and actual values. All experiments have been executed in a machine
equipped with a GeForce 940MX graphics card and 16GB of RAM.

Results illustrate that our model trained on FA-AST is able to predict test
execution times with a very high accuracy, as can be seen in the Pearson cor-
relation (between predicted and actual execution times in the test data set) of
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0.789, and a mean squared error of 0.02. These results substantially outperform
the accuracy values reported in previous studies that attempted to predict abso-
lute software performance counters [19,21]. We argue that the key innovation
that enables this high accuracy is the combination of FA-AST as a powerful
code representation model and GraphConv as a modern GNN.

RQ2: Comparison of TEP-GNN Against a Baseline GNN. To validate
the suitability of our approach and the selected GNN model, we compare it to
a commonly used GNN baseline, called Gated Graph Neural Networks (GGNN)
[16]. GGNNs are widely used in studies that attempt to learn code semantics [1,
5]. We compare the methods at two levels – for the entire dataset (similar to the
analysis presented for RQ1) and at the level of individual projects.

Comparison for the Entire Dataset. We first apply both TEP-GNN and
the baseline method to the dataset consisting of all projects. Figure 6 depicts the
respective results. Our model outperforms the baseline, with a Pearson correla-
tion that is higher almost up to 0.1 (i.e., 0.789 versus 0.697). Hence, we conclude
that our model and GNN architecture is indeed more appropriate to predict the
execution time of test cases than a more standard GGNN approach.

Fig. 6. Comparison of TEP-GNN and a baseline (applying GGNN to the same FA-AST
graphs). Dot points show real (y axes) and predicted (x axes) denormalized (original)
execution times produced by our model. The dash line refers to the perfect prediction.

Analyzing the results, we observe that TEP-GNN is able to achieve highly
accurate predictions in most cases. However, there are rare outliers where our
prediction model misses by approximately 20%. The baseline GGNN method, on
the other hand, has a tendency to predict fairly uniform execution times between
102 and 103, almost independent of what the actually observed test execution
time is. Hence, it suffers from lower accuracy scores.

Comparison for Individual Projects. In the next step, we conduct a similar
analysis, but focused on individual projects. This study answers the question of
how well TEP-GNN works if trained on and used by a single project. Thus,
we train and test TEP-GNN and the baseline on each of the four projects
individually. The results for each project are depicted in Fig. 7.
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Fig. 7. Overview of TEP-GNN and the GGNN baseline trained for each individual
project.

We observe that in general the prediction quality is substantially lower if the
model is trained on individual projects, both for TEP-GNN and the baseline.
TEP-GNN still outperforms the baseline for each project, but only with negligi-
ble prediction performance differences in the case of H2 and Dubbo. For RDF4J,
which contains the largest number of test cases (and, consequently, the largest
number of graphs to learn from), the difference between our approach and the
baseline remains larger.

From these results we conclude that (a) TEP-GNN indeed outperforms
the baseline in all the settings we tested, but (b) our approach works best if
sufficient training graphs are available in comparison to the size of the graphs and
vocabulary (if graphs are complex and/or training data is sparse the difference
between our approach and the baseline is insignificant); (c) finally, we conclude
that both approaches appear to learn some transferable knowledge even when
training on graphs that originate from a different project.

4 Discussion

Our study results show that the accurate prediction of execution times of test
suites is possible. This gives developers an early indication of the time required
to run the cases in the build process, deciding in the process if techniques such
as test case selection are required.
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4.1 Lessons Learned

FA-ASTs are a promising approach to represent source code for perfor-
mance prediction. Unlike previous work [19,21,31], our goal in this study was
to treat performance prediction as a regression rather than a classification (slow
or fast) problem. Our results in Sect. 3.2 indicate that using flow augmentation
we are able to achieve good prediction quality. Furthermore, more information
could be added to the FA-AST, such as program dependency graphs. We spec-
ulate that this approach is also promising to predict the performance of more
complex, arbitrary code; however, more specific experiments in this direction
need to be carried out as future research.

GraphConv substantially outperforms the more common GGNN mod-
els in performance prediction as long as sufficient data is available.
As discussed in Sect. 3.2, our GraphConv based GNN model substantially outper-
forms GGNN, which is a currently commonly used graph neural network model
in software engineering research [1,5]. However, this is only true if sufficient data
is available – when training models for individual projects, we observed that, due
to the limited amount of training data available in these cases, the performance
difference between our GraphConv based model and the GGNN baseline was min-
imal. We conclude that, as long as sufficient data is available, GraphConv should
also be investigated in other software engineering contexts that make use of GNNs.

4.2 Threats to Validity

Internal Validity Threats. A key design choice in our study was the usage
of existing, real-world data from GitHub’s build system, rather than collecting
performance data ourselves (e.g., on a dedicated experiment machine). This has
obvious advantages with regards to the realism of our approach, but raises the
threat that our training and test data may be subject to confounding factors out-
side of our knowledge. In particular, prior research has shown that even identi-
cally configured cloud virtual machines can vary significantly in performance [14].
However, the high accuracy achieved by our prediction models indicates that this
is not a major concern with the data we used.

Another design choice was that we predict execution times for entire test
classes (files). More fine-grained predictions (e.g., for individual test cases) would
of course be doable. However, individual test cases often have very short execu-
tion times in relation to the precision with which build systems typically measure
execution times, and the resulting graphs would be very small. We argue that
our choice of test class granularity constitutes a good trade-off that is still useful
for developers.

External Validity Threats. An obvious question raised by our work is how
well the results reported in Sect. 3.2 would generalize to other projects. To mit-
igate this threat, we have chosen four relatively different Java projects as study
subjects following a diversity sampling strategy [2]. However, our study does not
allow us to conclude whether the TEP-GNN approach would generalize to other
programming languages or closed-source software.
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5 Related Work

Predicting Software Performance. Predicting the absolute value of perfor-
mance, such as execution time, based on the source code alone is challenging.
Hence, existing studies often struggle with poor prediction accuracy [19,21]. One
way to simplify the problem (and hence make it more tractable) is to convert it
into a classification problem. Examples of this approach include Zhou et al. [31],
who predict if a program from a programming competition website exceeds the
time limit, Ramadan et al. [22], who predict whether a performance change is
introduced by a code structure change, or Laaber et al. [12], who have shown
that a categorical classification of benchmarks into high- or low-variability is
feasible.

However, recent research has shown that predicting absolute performance
values can be feasible in more specialized contexts like Guo et al. in the context of
configurable system [6,7], and Samoaa and Leitner in the context of benchmark
with a specific workload configuration [24].

Graph Neural Networks for Software Engineering. Graph Neural Net-
works (GNNs) constitute an up-and-coming machine learning model in the con-
text of software engineering research [25]. Li et al. [16] use a GRU cell in gated
graph neural networks (GGNNs) for updating the nodes’ states. To evaluate their
model they run the model on a basic program and try to detect null pointers.

Phan et al. [29] use graph convolutional networks (GCNs) based on compiled
assembly code to detect defects on control flow graphs in C. Another application
of control flow graphs is using graph matching networks (GMN) between two
graphs of binary functions proposed by Li et al. [15]. Other researchers propose
the creation of program graphs based on the AST. Allamanis et al. [1] and
Brockschmidt et al. [3] use GGNN in C# for naming variables and generating
program expressions for code completion respectively.

6 Conclusion and Future Work

In this work, we provide the developers with predictions of the execution times
of their test cases, and consequently give them an early indication of the time
required to run the cases in the build process. We presented TEP-GNN, an effec-
tive method for predicting the execution time of Java test files. Our approach
leverages explicitly capturing control and data flow information as augmenta-
tions to the program AST. Further, our approach applies high order convolution
graph neural networks over this flow-augmented AST (FA-AST). By building
FA-AST using original ASTs and flow edges, our approach can directly capture
the syntax and semantic structure of test classes. Experimental results on four
diverse test subjects demonstrate that by combining graph neural networks and
control/data flow information, we can predict absolute test execution times with
high accuracy.

As the future work, we plan to further extent the FA-AST model currently
used by TEP-GNN, as well as explore other ways of program representation
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to capture more syntactic and semantic code features. Additionally, we plan to
apply our approach to the execution time of general-purpose programs rather
than test cases. Finally, we would like to extend our current labeled data set by
applying active learning to systematically increase the amount of training data.

Acknowledgements. This work received financial support from the Swedish
Research Council VR under grant number 2018-04127 (Developer-Targeted Perfor-
mance Engineering for Immersed Release and Software Engineering).
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ABSTRACT

In many domains, effectively applying machine learning models requires a large number of anno-
tations and labelled data, which might not be available in advance. Acquiring annotations often
requires significant time, effort, and computational resources, making it challenging. Active learning
strategies are pivotal in addressing these challenges, particularly for diverse data types such as graphs.
Although active learning has been extensively explored for node-level classification, its application
to graph-level learning, especially for regression tasks, is not well-explored. We develop a unified
active learning framework specializing in graph annotating and graph-level learning for regression
tasks on both standard and expanded graphs, which are more detailed representations. We begin with
graph collection and construction. Then, we construct various graph embeddings (unsupervised and
supervised) into a latent space. Given such an embedding, the framework becomes task agnostic
and active learning can be performed using any regression method and query strategy suited for
regression. Within this framework, we investigate the impact of using different levels of information
for active and passive learning, e.g., partially available labels and unlabeled test data. Despite our
framework being domain agnostic, we validate it on a real-world application of software performance
prediction, where the execution time of the source code is predicted. Thus, the graph is constructed
as an intermediate source code representation. We support our methodology with a real-world dataset
to underscore the applicability of our approach. Our real-world experiments reveal that satisfactory
performance can be achieved by querying labels for only a small subset of all the data. A key finding
is that Graph2Vec (an unsupervised embedding approach for graph data) performs the best, but only
when all train and test features are used. However, Graph Neural Networks (GNNs) are the most
flexible embedding techniques when used for different levels of information with and without label
access. In addition, we find that the benefit of active learning increases for larger datasets (more
graphs) and when the graphs are more complex, which is arguably when active learning is the most
important.

Keywords Graph Neural Networks · Active Learning · Graph Representation Learning
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1 Introduction

The effectiveness of machine learning applications often depends on the availability of a large quantity of high-quality
annotated and labelled data. Obtaining such data can be challenging and resource-intensive, particularly in scenarios
involving complex data structures like graphs. However, graph data presents unique challenges due to its non-linear and
interconnected nature, which complicates the annotation process. Annotating graphs often requires significant human
expertise and effort, particularly in large-scale or complex graph structures, which can be a bottleneck in the application
of machine learning.

Active learning strategies offer a solution to these challenges by focusing on the most informative and uncertain data
points for annotation, thereby reducing the amount of data that needs to be manually labelled while maintaining
high-quality learning outcomes [1]. This targeted approach can lead to more efficient use of resources and time, making
machine learning more accessible and feasible in real-world applications, for instance in image processing [2, 3, 4, 5],
recommender systems [6], driver behaviour identification [7], sound event detection [8], classification of driving time
series [9], reaction prediction in drug discovery [10], logged data analysis [11], medical analysis [12, 3], text processing
[13], and person re-identification [14].

Although active learning has been extensively studied in the context of node-level classification tasks [15, 16, 17, 18],
its application to graph-level learning, particularly for regression tasks, is not explored. Graph-level learning involves
understanding the properties and relationships of entire graphs, as opposed to individual nodes and is critical for tasks
such as graph regression, where predictions are made at the graph-level rather than at the node-level.

In many different domains, graphs can be expanded by adding more nodes and edges to improve the properties in
molecular graphs [19, 20, 21] or to update the knowledge representation in knowledge graphs [22, 23]. Despite the
importance of expanded graphs and their applications, the literature does not explore the resilience of active learning for
expanded graphs.

In this paper, we present a unified active learning framework tailored to graph-level learning for regression tasks on both
the standard graphs and an extension of them. The framework begins with the collection and construction of graphs,
followed by the generation of graph embeddings (both supervised and unsupervised) into a latent space. This approach
renders the framework task-agnostic, allowing for the application of any regression method and active learning query
strategy available in the literature. We explore the impact of utilizing different levels of information for active and
passive learning, such as partially available labels and unlabeled test data, as well as the training and testing features.
Although our framework is designed to be domain-agnostic, we validate its effectiveness on a real-world application:
software performance prediction. In this context, the execution time of the source code is predicted, with the graph
constructed as an intermediate representation of the source code. Our approach is supported by real-world experimental
results, which demonstrate that querying labels for only a small subset of the data can yield respectable performance.

As key findings, Graph2Vec outperforms all the other unsupervised and supervised embedding when the training
and testing features are used without accessing the labels. However, GNNs tend to be the more flexible and can
be used for all levels of information (i.e., it can utilize both labels and features of any available dataset). When the
graphs are expanded, Graph2Vec shows consistent effectiveness, whereas for GNNs we observe marginally worse
performance. As for active learning, we investigate common query strategies from the literature such as Coreset [5],
Query-by-Committee [24] and uncertainty selection based on Gaussian Processes [25]. We find that no active learning
query strategy consistently outperforms the others for all datasets, consistent with previous work on active learning [12].
In addition, we find that the benefit of active learning increases for larger datasets, in particular for the expanded versions
of the graphs (i.e., when the data is more complex). Arguably, this is when active learning is the most important.

The aforementioned key findings highlight the potential of our framework in improving the efficiency and accuracy of
machine learning applications for graph-level regression tasks. Our contributions are manifold and address several gaps
in the current landscape of graph-based learning methodologies:

1. Development of Specialized Graph Datasets: We propose new graph datasets designed to be directly usable
by researchers, facilitating further exploration and validation of graph learning techniques.

2. Novel Active Learning Framework on the Graph-Level: We introduce a flexible framework for active
learning applied to graph data in regression tasks. This approach is distinct in its focus on graph-level dynamics
rather than node-level interactions, filling a gap in existing literature.

3. Expanded Graphs Handling: Our framework is designed to efficiently handle expanded graphs, making it
particularly suitable for complex, large-scale graph structures.
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4. Investigation of the Impact of Additional Information: Our research extensively investigates how various
types of additional information can enhance the active learning process. This exploration is crucial for
understanding and maximizing the efficacy of active learning in complex scenarios.

5. Application to Software Performance Prediction: We utilize our active learning framework for real-world
software performance prediction. This novel approach not only propels AI forward in the domain of software
performance engineering, but it also provides an efficient and practical method for annotating and labeling
source code data.

6. Open-Source Active Learning Framework: We provide the research community with an open-source
implementation of our framework. This tool is versatile, supporting various settings and graph configurations,
thereby enhancing its utility for a broad range of applications. The code and the data are publicly available
at [26].

2 Background

In this section, we provide an overview of the fundamental concepts underlying our approach. We first introduce the
notion of graphs, then we present how source code can be represented as a graph. Later, those concepts are used to
explain our framework and to evaluate the predicted execution time of source code

2.1 Graphs

A graph is a mathematical structure used to model relational data across various domains such as social networks
[27, 28, 29], biological networks [30, 31], interaction networks [32, 33, 34], and mobility networks [35, 36]. It is
represented as a pair (V,E) where V is the set of vertices or nodes and E is the set of edges between the nodes,
E ⊆ {(u, v) | u, v ∈ V }. The graph can be undirected if it lacks self-loops and has a symmetric adjacency matrix,
or directed otherwise. A path P = {v1, . . . , vk} is an ordered sequence of connected nodes, with its length being the
number of nodes it contains, and the shortest path between two nodes is the path with the minimal length connecting
them. The node neighborhood of a node v in graph G = (V,E) is the set of nodes adjacent to v, and the degree of a
node is the number of its neighbors. The density of a directed graph is defined as Density = |E|

|V |(|V |−1) . A triad in a
graph is a subset of three connected nodes, classified as closed if it forms a triangle with three edges, otherwise open.

2.2 Source Code Representation

Different representations of code have been crafted for program analysis, aiming to understand program properties and
optimize them. While mainly used for analysis and optimization, these representations also help characterize code, as
explored in this study. Specifically, we delve into two fundamental representations: Abstract Syntax Trees (AST) and
Control Flow Graphs (CFG), which form the basis for our approach to predict the execution time.

Listing 1: Simple example of C source code (from [37]).
void foo ( ) {

i n t x = s o u r c e ( ) ;
i f ( x < MAX ) {

i n t y = 2*x ;
s i n k ( y ) ;

}
}

Abstract Syntax Tree (AST): Abstract syntax trees capture the nested structure of statements and expressions in
programs, abstracting away specific syntax. For example, in C, a comma-separated list of declarations yields the same
tree as two consecutive declarations. They are ordered trees with inner nodes representing operators and leaf nodes
representing operands. As an example, consider Figure 1(a) showing the AST for the code sample given in snippet 1
by [37]. While useful for basic transformations and identifying similar code, they lack explicit representation of control
flow and data dependencies, limiting their use in advanced code analysis tasks like detecting dead code or uninitialized
variables.
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Control Flow Graphs (CFG): A Control Flow Graph precisely outlines the sequence of code execution and the
conditions required for specific execution paths. Nodes represent statements and conditions, connected by directed
edges to signify control transfer. Unlike abstract syntax trees, these edges do not require a specific order. Predicate
nodes have two edges representing true or false outcomes. Figure 1(b) displays the CFG for the code in snippet 1
by [37]. Control flow graphs are widely used in reverse engineering for program comprehension, although they lack
data flow details despite depicting control flow.

Foo

x IF

int =

x CALL

source

PRED

<

x max

STMT

DECL CALL

int =

y *

2 x

sink ARG

y

(a) Abstract syntax tree (AST) for the code snippet in Listing 1 [37].

ENTRY

int x = source()

if (x< MAX)

int y = 2 * x

sink (y)

EXIT

true

false

a) Control flow graph (CFG)

int x = source()

Dx

sink (y)

int y = 2 * xif (x< MAX)

Dx

Dy
Ctrue

Ctrue

b) Program dependence graph (PDG)(b) Control Flow Graph (CFG) for the code
snippet in Listing 1 [37].

Figure 1: Example of Tree and Graph Representation for the code snippet in Listing 1 [37].

3 Related Work

Active Learning (AL) has been widely studied across various domains, including text [38] and image data [39], to
enhance data annotation processes and enable more practical AI applications.

Graph data presents a distinct challenge for active learning, especially within densely connected networks [40, 41].
However, the application of AL to graph-level tasks remains an unresolved area of research. Several approaches have
been proposed to address AL on node-level tasks. For instance, [18] introduced AGE, an active graph embedding
framework that operates at the node-level using uncertainty and representativeness as querying strategies. Similarly,
[17] developed a generic active learning framework that employs distance-based clustering. Both studies relied on
Graph Convolutional Networks (GCN) for node representation learning.

Reinforcement learning has also been leveraged to enhance the selection of informative nodes in graph-based active
learning. For example, the works in [16, 15] applied active learning to graph data using reinforcement learning. [16]
proposed a Graph Policy Network (GPA) for transferable active learning on graphs, formalizing the process as a Markov
decision process (MDP) and using reinforcement learning to identify the optimal query strategy. Conversely, [15]
presented BIGENE, a batch active learning method formulated as a cooperative multi-agent reinforcement learning
problem.

Multi-arm bandit strategies offer another perspective on active learning, optimizing node selection through strategic
exploration. For example, the works in [42, 43] investigated multi-arm bandits in an active learning setting. [42]
proposed ANRMAB, which uses Information Entropy, Node Centrality, and Information Density as querying strategies
for node-level labeling. Meanwhile, [43] introduced ActiveHNE, a heterogeneous network embedding method that
combines Network Centrality, Convolutional Information Entropy, and Convolutional Information Density as selection
strategies based on uncertainty and representativeness.
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Figure 2: Representation learning and Active Learning Strategies

Despite these advances, a few limitations remain common across these studies: they primarily used benchmark datasets
such as Citeseer, Cora, and Pubmed for validation; they employed semi-supervised learning; and they focused on the
node-level. Our approach diverges by utilizing real-world datasets, operating at the graph-level, incorporating both
supervised and unsupervised learning, and engaging with different graph sizes.

Our work is inspired by the study in [9], which introduced a flexible active learning framework for time series data.
This framework embeds the data into a latent space, allowing for the use of any machine learning model and active
learning strategy. Similarly, our research adopts this structure for graph data. However, we also conduct experimental
studies to systematically assess the performance of this framework at various levels of information. For more details
about our framework, see Section 4.

4 Learning Framework

In this section, we provide a detailed overview of our active learning framework. Figure 2 presents our framework for
active learning. Section 4.1 begins by explaining the general setup for active and passive learning given a graph dataset.
The remaining sections will then explain each of the components visualized in Figure 2.

4.1 Active and Passive Learning Procedure

We are given a dataset D of N source code files (represented as graphs, see next section). For active learning, we then
split this dataset into three parts, the initially labelled dataset L0, the initially unlabeled dataset U0 and a test set T .
The purpose of the test set is to be able to evaluate the active learning procedure. Active learning can be seen as an
iterative procedure where in each iteration i, one begins by training some regressor Ri based on the currently available
information, i.e., Li, Ui and possibly T .1 Then, the current regressor Ri is evaluated using the test set T . Then, a query
strategy is used to select the most informative batch B ⊆ Ui of data items from Ui based on information in the following
components: Ri, Li, Ui and T . Finally, the datasets are updated by setting Li+1 := Li ∪B and Ui+1 := Ui \ B. This is
repeated until a stopping criterion is met (e.g., if the labelling budget has been reached). In addition to active learning,
we conduct experiments in the passive setting, which corresponds to setting L = L0 and U0 = ∅. Then, one trains a
regressor R on L and makes predictions on T (i.e., the traditional supervised machine learning).

4.2 Transforming Source Code to Graphs

This section explains how to build the graphs from the source codes. As shown in Figure 3, we investigate Java source
code files. We represent the source code as an AST intermediate representation. To compress both semantic and
syntactical information, we augment the AST by adding edges that preserve both data and control the flow of the graphs.
Hence, we arrive at a flow-augmented AST (FA-AST) graph, a concept that we introduced in our earlier work [44].

Our motivation for augmenting the AST comes from recent studies [45], emphasising the importance of rich code
representation when using deep learning in software engineering. Hence, and given the complexity of predicting
performance, prediction based on the syntactical information extracted from ASTs alone is not sufficient to achieve
high-quality predictions. The AST’s basic structural information is enriched with semantic information representing
data and control flow. Consequently, the tree structure of the AST is generalized to a (substantially richer) graph,
encoding more information than the code structure alone.

1Note that here we assume for the test data only the data features might be available to be utilized, not the labels. Assume, for
example, a photographer has taken two sets of photos from the same objects. For the first set (i.e., the training dataset) she has the
image labels, but for the second set (i.e., the test dataset) only the images (without labels) are available. When training a classifier,
she may then use the test images as well, in addition to labeled training dataset.

5



Journal of Engineering Applications of Artificial Intelligence

AST Parser AST
Parse

FA-AST

Adding
Edges

Figure 3: Source Code to Graph Process

4.2.1 Motivation Example

To understand how the graphs are built, we will present an example for a Java code file and then explain in detail how
the FA-AST is built (see Listing 2).

Listing 2: A Simple JUnit 5 Test Case
package org . myorg . w e a t h e r . t e s t s ;

import s t a t i c
org . j u n i t . j u p i t e r . a p i . A s s e r t i o n s . a s s e r t E q u a l s ;

import org . myorg . w e a t h e r . WeatherAPI ;
import org . myorg . w e a t h e r . F l a g s ;

p u b l i c c l a s s WeatherAPITes t {

WeatherAPI a p i = new WeatherAPI ( ) ;

@Test
p u b l i c vo id t e s t T e m p e r a t u r e O u t p u t ( ) {

double cur ren tTemp = a p i . cu r ren tTemp ( ) ;
F l a g s f = a p i . g e t F r e e z e F l a g ( ) ;
i f ( cu r ren tTemp <= 3 . 0 d )

a s s e r t E q u a l s ( F l a g s . FREEZE , f ) ;
e l s e

a s s e r t E q u a l s ( F l a g s .THAW, f ) ;
}

}

AST Parsing In this example, a single test case testTemperatureOutput() is presented that tests a feature of
an (imaginary) API. As common for test cases, the example is short and structurally relatively simple. Much of the
body of the test case consists of invocations to the system-under-test and calls of JUnit standard methods, such as
assertEquals.

A (slightly simplified) AST for this illustrative example is depicted in Figure 4. The produced AST does not contain
purely syntactical elements, such as comments, brackets, or code location information. We make use of the pure Python
Java parser javalang2 to parse each test file and use the node types, values, and production rules in javalang to describe
our ASTs.

Capturing Ordering and Data Flow In the next step, we augment this AST with different types of additional edges
representing data flow and node order in the AST. Specifically, we use the following additional flow augmentation
edges, in addition to the AST child and AST parent edges that are produced readily by AST parsing:

• FA Next Token (b): This type of edge connects a terminal node (leaf) in the AST to the next terminal node.
Terminal nodes are nodes without children. In Figure 4, an FA Next Token edge would be added, for example,
between WeatherAPI and api.

• FA Next Sibling (c): This connects each node (both terminal and non-terminal) to its next sibling and allows us
to model the order of instructions in an otherwise unordered graph. In Figure 4, such an edge would be added,
for example, connecting the first usage of api and with the CONSTR node (representing a Java constructor call).

• FA Next Use (d): This type of edge connects a node representing a variable to the place where this variable is
next used. For example, the variable api is declared in Line 10 in Listing 2, and then used next in Line 14.

Figure 5 shows an example augmenting the AST in Figure 4 (and, consequently, the example test case in Listing 2).
Solid black lines indicate the AST parent and child relationships (for simplicity indicated through a single arrow, read

2https://pypi.org/project/javalang/
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testTemperatureOutput

DECL

double =

currentTemp CALL

currentTemp

DECL

… IF

PRED

<=

currentTemp LIT

3.0d

IF-BLOCK

CALL

assertEquals ARGS

Flags.FREEZE f

ELSE-
BLOCK

CALL

assertEquals ARGS

Flags.THAW f

CU

WeatherAPITest

PACKAGE

… IMPORT

…
CLASS

DECL

WeatherAPI =

api CONSTR

WeatherAPI

api

Figure 4: Simplified abstract syntax tree (AST) representing the illustrative example presented in Listing 2. Package
declarations, import statements, as well as the declaration in Line 15 are skipped for brevity.

from top to bottom). Red dashed arrows refer to the new edges added to represent the data and control flow in the
FA-AST, with letter codes indicating the edge type. Terminal nodes are connected with FA Next Token edges (b),
modelling the order of terminals in the test case. Similarly, the ordering of siblings is modelled using FA Next Sibling
edges (c). Finally, data flow is modelled by connecting each variable to their next usage via FA Next Use edges (d).
Edge types (e), (f), and (i) represent a control flow statement, which will be discussed in the following. Multiple edges
of different types are possible between the same nodes. For example, the terminal nodes Flags.FREEZE and f are
connected via both, an FA Next Token (b) and an FA Next Sibling (c) edge.
Capturing Control Flow In a second augmentation step, we now add further edges representing the control flow in
the test cases. We currently support if statements, while and for loops, as well as sequential execution. We currently do
not support switch statements or do-while loops, as these are less common. Java source code containing these elements
will still be parsed successfully, but these control flow constructs will not be captured by the FA-AST. Specifically, the
following further edges are added (see also Figure 6):

• FA If Flow (e): This type of edge connects the predicate (condition) of the if-statement with the code block
that is executed if the condition evaluates to true. Every if-statement contains exactly one such edge by
construction.

• FA Else Flow (f): Conversely, this edge type connects the predicate to the (optional) else code block.

• FA While Flow (g): A while loop essentially entails two elements - a condition and a code block that is
executed as long as the condition remains true. We capture this through a FA While Flow (g) edge connecting
the condition to the code block, and an FA Next Use (d) edge in the reverse direction. The latter is used to
model the next usage of a loop counter.
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Figure 5: Flow-Augmented AST (FA-AST) for the example presented in Listing 2. Solid lines represent AST parent
and child edges, and dashed lines different types of flow augmentations.

• FA For Flow (h): For loops are conceptually similar to while loops. We use FA For Flow (h) edges to connect
the condition to the code block, and an FA Next Use (d) edge in the reverse direction. Similar to the modelling
of while-loops, FA Next Use (d) relates to the usage (typically incrementing) of a loop counter.

• FA Next Statement Flow (i): In addition to the control flow constructs discussed so far, Java of course also
supports the simple sequential execution of multiple statements in a sequence within a code block. FA Next
Statement Flow edges (i) are used to represent this case. Different from the constructs discussed so far, a code
block can contain an arbitrary number of children, and the FA Next Statement Flow edge is always used to
connect each statement to the one directly following it.

Referring back to Figure 5, two types of control flow annotations are visible: the modelling of the if-statement in lines
16 to 19 of the test case on the right-hand side and various edges representing sequential executions (FA Next Statement
flow (i)). Further note how flow annotation adds a large number of edges to even a very small AST, transforming the
syntax tree into a sparse graph. This rich additional information can be used in the next step by our GNN model to
predict highly accurate test execution times.

4.3 Depth of FA-AST Parsing

One challenge with representing source code as graphs is that graphs tend to become very large. We address this
challenge by limiting how deeply we parse the AST. We investigate two alternatives:

• File-Level Parsing: in the first alternative, we parse the AST only on the level of individual Java source
files. References to Java constructs (e.g., classes, functions, etc.) not implemented in this file are turned into
leaf nodes (and not resolved further). This leads to graphs of manageable size and has the added benefit of
simplifying parsing, but evidently much expressive information is lost.

• System-Level Parsing: in the second alternative, the parser has access to all source code files of the study
subject system (e.g., all source code files of Hadoop when constructing FA-ASTs for Hadoop), and the all
references to classes or functions that are implemented in the study subject are resolved fully. External
dependencies or calls to the Java system library are not resolved, these remain represented as leaf nodes. This
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Figure 6: Additional flow augmentations for different control flow constructs

parsing strategy leads to substantially larger and more complex graphs, but has the benefit that more knowledge
about the performance of methods of the study subject is represented in the graph.

4.4 Graph Representation Learning

The graph structure of the data items in D yields a restriction on the types of regression models that can be used, and
thus the types of query strategies to use for active learning. Therefore, we investigate a number of unsupervised and
supervised approaches to constructing embeddings that can be used to project the graph data into a latent space where
any regression model (and thus query strategy) can be used. In this section, we outline each of the embeddings that we
investigate in this work.

Since our focus is on directed graphs, we use embedding algorithms compatible with directed graphs where the
adjacency matrix is not symmetric. For this purpose, we explore three main approaches: unsupervised embeddings
(based on Graph Neural Networks (GNNs) and shallow embedding algorithms), supervised embeddings (based on
GNNs) and manual embeddings (based on manually extracted graph features). Each of these categories are listed and
explained below.

4.4.1 Unsupervised embeddings.

Figure 7 illustrates the hierarchy of unsupervised embedding algorithms used. The hierarchy is inspired by [46]. We
have two main types of shallow embedding approaches: matrix factorization and skip-gram. In matrix factorization, we
use the Graph Representation (GR) approach [47] and Higher-Order Proximity Preserved Embedding (HOPE) [48],
both of which are compatible with directed graphs.

GR operationalizes matrix factorization to capture both local and global structural information within graphs. It does
this by first constructing k-step probability transition matrices for different lengths of walks in the graph, essentially
encoding the connectivity patterns at various scales. GR then applies matrix factorization to these transition matrices,
enabling the extraction of node embeddings that reflect the composite of these patterns.

HOPE, on the other hand, employs matrix factorization to preserve high-order proximities between nodes in a graph. It
constructs a similarity matrix based on certain measures of node similarity (such as the Katz Index or rooted PageRank)
that encapsulates higher-order connections beyond immediate neighbours. By factorizing this similarity matrix, HOPE
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Figure 7: Hierarchical structure of the different unsupervised graph embedding algorithms used in this study.

efficiently generates node embeddings that maintain the asymmetric transitive relationships, especially useful in directed
graphs, by focusing on scalable, low-rank approximations to handle large-scale graphs.

These algorithms operate at the node-level, resulting in an embedding array for each graph rather than a vector.
Therefore, we aggregate the embedding using mean and sum aggregation to represent the graph embeddings as vectors.
For skip-gram-related methods, we use DeepWalk [49], Node2Vec [50], both of which learn the embedding at the node-
level, and Graph2Vec which is the only method for the shallow embedding category that returns a vector representing
the embedding for the entire graph.

DeepWalk utilizes random walks to sample sequences of nodes from a graph analogously to sentences in a corpus. By
treating these sequences as "sentences," DeepWalk applies the skip-gram model to learn node embeddings that preserve
the neighbourhood structure of the graph. This approach effectively captures the local connectivity patterns around
each node, embedding them into a low-dimensional space that reflects the structural similarities between nodes.

Node2Vec builds upon the DeepWalk framework by introducing a flexible notion of a node’s neighbourhood. It achieves
this by parameterizing the random walks to balance between breadth-first sampling (capturing immediate neighbourhood
structures) and depth-first sampling (exploring more distant parts of the graph). This controlled exploration allows
Node2Vec to learn embeddings that can reflect both homophily and structural equivalences, thereby providing a more
nuanced representation of node relationships in the embedding space.

Graph2Vec creates Weisfeiler-Lehman tree features for nodes in graphs. A graph feature co-occurrence matrix is
decomposed to generate graph representations using these features.

According to [46], shallow embedding methods are applied to a finite set of input graphs and cannot be applied to
instances different from those used to train the model.

In addition to the shallow embeddings, we train GNNs (without labels) to compute unsupervised embeddings. We
employ three state-of-the-art GNN architectures, namely GCNConv [51], GraphSAGE [52] and GraphConv [53]. This
is done using the well-known autoencoder neural network architecture [54] (in combination with one of the mentioned
GNNs). In short, this works by training the corresponding GNN to reconstruct the input graphs. After training, an
embedding is extracted from the last layer of the corresponding GNN.

4.4.2 Supervised embeddings.

For supervised representation learning (embedding), we employ three state-of-the-art architectures, namely GCN-
Conv [51], GraphSAGE [52], and GraphConv [53]. These methods are explained in detail below.

• GCNs leverage the concept of convolutional operations on graph-structured data. The model updates a node’s
representation by aggregating its neighbours’ features.
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H(l+1) = σ(D̃− 1
2 ÃD̃− 1

2H(l)W (l)) (1)

Where H(l) is the matrix of node features at layer l, Ã = A + IN is the adjacency matrix A with added
self-connections IN , D̃ is the degree matrix of Ã, W (l) is the weight matrix for layer l, and σ is a non-linear
activation function.

• GraphSAGE (Graph Sample and Aggregation) generates embeddings by sampling and aggregating features
from a node’s local neighbourhood.

h′
i = σ (W · MEAN({hi} ∪ {hj ,∀j ∈ N (i)})) (2)

Where hi is the feature vector of node i, N (i) is the set of its neighbours, and W is the weight matrix
associated with the aggregator function.

• GraphConv (Spectral Graph Convolution) employs spectral graph convolutions by leveraging the graph
Laplacian’s eigenbasis. This approach efficiently captures the graph structure at different scales.

H(l+1) = σ
(
UΛ(l)UTH(l)W (l)

)
(3)

Where H(l) is the matrix of node features at layer l, U is the matrix of eigenvectors of the normalized graph
Laplacian L = IN −D− 1

2AD− 1
2 , Λ(l) is a diagonal matrix of spectral filters (parameters) at layer l, W (l) is

the weight matrix for layer l, and σ is a non-linear activation function.

Given this embedding, the active and passive learning is performed using the regression model introduced in Section
4.6. The reasons for this is to be consistent with the unsupervised embeddings (that will use the same regression model)
and because the performance turned out to be slightly better compared to the predictions made by the last (linear) layer
of the GNN.

4.4.3 Manual embedding

We also consider a manually constructed embedding by extracting a set of graph metrics for each of the graphs (data
items). Here, we represent each graph as a vector of metrics that are directly extracted from the graphs without learning.
Figure 8 shows a categorization of the extracted metrics. Below we list and explain each of the metrics.

1. Integration Metrics [55]: those metrics capture the spreading of information within the network. In particular:
• Characteristic Path Length: This metric represents the average shortest path length between all pairs of

nodes in the graph.
• Global Efficiency: It measures the average inverse shortest path length between all pairs of nodes in the

graph.
• Local Efficiency: Local efficiency is computed for each node as the global efficiency of its neighbourhood

subgraph and then averaged over all nodes.
2. Resilience Metrics [56]: These metrics assess the robustness of a graph and its ability to maintain its structure

and functionality despite changes or failures. In particular, we consider
• Assortativity Coefficient: this metric measures the correlation between the degrees of a node and its

neighbourhood.
3. Segregation Metrics [55]: they quantify the degree to which nodes in a graph tend to form tightly knit

communities or clusters. Two metrics related to this category are listed below.

• Global Clustering Coefficient (GCC) [57]: it is the number of closed triplets over the total number of
triplets.

GCC =
1

n

∑

v∈G

2T (v)

deg(v)(deg(v)− 1)

where T (v) is the number of triangles through node v.
• Transitivity: defined as 3#triangles

#triads .

4. Basic Graph Metrics: Basic graph metrics describe a graph’s fundamental structure, size, and connectivity.
In this category, we are inspired by [58]. Five related metrics related to this category are listed below as the
following:

11
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Figure 8: Hierarchy of graph-based metrics.

• Number of Nodes: The total number of nodes in the graph.

• Number of Edges: The total number of edges in the graph.

• Diameter: The diameter D is the shortest path length between the two most distant nodes in the network.

• Edge Density: The ratio of the actual number of edges to the maximum possible number of edges.

• Average Degree: The average number of degrees.

By considering these categories and their associated metrics, we can understand the graph’s properties comprehensively,
which can be valuable in various graph analysis and machine learning tasks.

4.5 Incorporating Different Information

When constructing the embeddings and performing the active/passive learning procedure outlined in Section 4.1, one
can utilize different levels of information about the datasets. We describe how this is done for active learning and
passive learning below. Let XA and Y A refer to the feature vectors and labels respectively of some generic dataset A.

4.5.1 Active Learning

For active learning we have three datasets: Li, Ui and T . In principle, the information that can be used to construct
the embeddings and perform the active learning are the labels and features of these datasets, i.e., XLi

, XUi
, XT ,

Y Li
, Y Ui

and Y T . As suggested by [59], it is important to separate the reported active learning results depending on
what information is used. For example, if one notices improved performance when using the features of the unlabeled
data items XUi

(through, e.g., semi-supervised learning) compared to not doing so, it is important not to fully credit
this improvement to the query strategy used. Partial credit must be given to the learning algorithm used since it was
able to effectively use the additional information. Note that for the active learning pipeline followed in this paper,
both the construction of the embedding and the active learning can utilize different levels of information (separately).
For simplicity, the active learning (given some embedding) is always done based on the training features and training
labels only (i.e., supervised training based on XLi and Y Li). However, for the construction of the embeddings, we
considered four different levels of information, each of which are listed and explained below. Note that we never use
Y T , i.e., the labels of the test dataset.

12
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• XLi , XUi and XT . This category is only applicable to the unsupervised embeddings (since the labels are not used).
In this case, we simply construct the embedding using all available features and then embed Li, and Ui and T into
the resulting latent space before performing the active learning.

• XLi and XUi . This category is only applicable to the unsupervised embeddings (since the labels are not used). For
the GNN based unsupervised embeddings it is straightforward. One begins by constructing an embedding using XLi

and XUi
. Given the embedding, Li, Ui and T can be projected into the resulting latent space before doing the active

learning. For the shallow embeddings this does not work since it is not possible to project new data items into the
resulting latent space (i.e., only the data items that were used to construct the latent space can be accessed in the
resulting latent space). Instead, we first construct an embedding based on XLi

and XUi
and access Li and Ui in the

resulting latent space. Then, we construct an embedding based on Li, Ui and T and access T in the resulting latent
space. It should be noted that in this case T is in a different (but hopefully similar) feature space compared to Li

and Ui. Finally, we consider the manual embedding to belong to this category since it does not use the test features
when it is constructed. However, it should be noted that it is not strictly the same, since for the manual embedding the
feature representation of each graph is only based on information in the graph itself (i.e., it is independent of all other
graphs).

• XLi and Y Li . This category is only applicable to the supervised embedding approach (based on GNNs) since it uses
the labels of Li. In this setting one simply performs supervised training of a GNN based on XLi and Y Li . Then, all
data is projected into the latent space of the last layer of the GNN before performing the active learning.

• XLi , Y Li and XUi . This category is only applicable to the supervised embedding approach (based on GNNs) since
it uses the labels of Li. This setting works identically to the previous category except that we also use pseudo-labels
for data items in Ui (i.e., semi-supervised learning). After some investigation, this category turned out to not lead to
improved performance for our datasets and models, and is therefore not reported in the results.

4.5.2 Passive Learning

The passive learning is conducted in a corresponding fashion to the active learning described above by simply setting
L = L0 and U0 = ∅.

4.6 Regression model

Given some graph embedding, we require a regression model to make predictions (either for passive learning or active
learning). Our framework is generic enough to utilize any regression model. In this project, we investigate Gaussian
Process Regressors (GPR). The reason is that GPRs are both powerful regressors while also providing an explicit
uncertainty model due to their probabilistic nature [60]. This uncertainty model allows us to define a natural acquisition
functions that can be used in an active learning setting. This is discussed more in the next section. We refer to [60] for
the mathematical details of GPRs.

4.7 Query Strategies for Active Learning

In this paper, we consider batch active learning [61]. In batch active learning, a batch of data points B ⊆ Ui is selected
in each iteration of the active learning procedure (instead of a single data point). This adds an extra level of complexity
in the construction of query strategies, because the selected batch B must contain data points that are jointly informative
(i.e., not redundant). With this in mind, we list and explain all query strategies (acquisition functions) used in the active
learning experiments below. All query strategies below are commonly investigated in active learning and are not specific
to graph data. This highlights the benefit of our framework: given a graph embedding, we can utilize any model (GPR
in our case) and any active learning query strategy suited for this model, none of which are specific to the graph data.

• Random: This corresponds to selecting a batch B ⊆ Ui uniformly at random, which is a common baseline
strategy.

• Coreset: This was originally introduced by [5], and has become a well established baseline method for
batch active learning. Intuitively, it aims to select a batch B ⊆ Ui that is maximally representative of
Ui while simultaneously being maximally different from the samples in Li (i.e., informative). In general,
representativeness is quantified based on distances in feature space. In our case, that corresponds to distances
in the latent space provided by the graph embeddings. We utilize the efficient k-Center-Greedy algorithm
described in the original work [5].

• Variance: This is based on the uncertainty estimations provided by the GPR. Due to the probabilistic nature of
GPRs, it can produce an estimate of the variance for every data point. Let σ(x) correspond to the variance of
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some data item x ∈ Ui (estimated by the GPR). A data point with large variance indicates the GPR is uncertain
about this data point, and may therefore be informative if labeled and included in the labeled data set. We can
then select the top-|B| data points from Ui according to σ(x): B∗ = argmaxB⊆Ui,|B|=B

∑
x∈B σ(x), where

B is the batch size.
• Query-by-committee (QBC): In general, this corresponds to fitting n estimators to (potentially bootstrapped)

subsets of the labelled data. Then, a prediction is made by each of the estimators for all the data items in
Ui. If the estimators disagree strongly about a data point x ∈ Ui, this indicates large uncertainty and thus
informativeness. In this paper, we employ QBC by training 10 GPR estimators on different bootstrapped
subsets of the training data Li. Let σi(x) be the variance of estimator i. We then compute the average
as σavg(x) = 1

10

∑10
i=1 σi(x). A batch is then selected as for the variance query strategy described above:

B∗ = argmaxB⊆Ui,|B|=B

∑
x∈B σavg(x).

Finally, variance and QBC are single-sample acquisition functions that do not explicitly consider the joint informative-
ness among the elements in a batch B. This may lead to redundancy in the batch, but has the benefit of avoiding the
combinatorial complexity of selecting an optimal batch, which is a common problem for batch active learning [61].
However, the work in [62] proposes a simple method for improving the batch diversity for single-sample acquisition
functions using noise. For both variance and QBC we utilize the power acquisition method. For variance, this cor-
responds to modifying σ(x) := log(σ(x)) + ϵ where ϵ ∼ Gumbel(0; 1), before selecting the top-|B| elements. This
works analogously for QBC. The adjusted versions of variance and QBC will be referred to as PowerVariance and
PowerQBC, respectively.

4.8 Limitations and Challenges

Despite the robustness of our framework through the usage of different embedding techniques, utilization of different
levels of information, and the investment in different selection methods of active learning, our framework does face
some challenges and limitations. This section outlines the main practical challenges and limitations of our proposed
framework:

• Access to Oracle: A pivotal challenge arises from the reliance on oracles to acquire labels. In our setting,
the oracle could correspond to software developers who execute code files in order to retrieve the execution
time. This means that expensive computational resources must be available, which adds a monetary cost, in
particular if cloud instances are utilized.

• Variability in Oracle Costs: In practice, we may have multiple oracles, i.e., multiple software developers
with different levels of experience and different access to computational resources. This means that a query to
each oracle may have different costs. However, in this paper, we assume we have only one oracle, where each
query incurs the same cost (as is common in previous work on active learning).

• Computational Resource Requirements: The comprehensive nature of our framework demands significant
computational resources for graph learning and executing active learning iterations. This is particularly
pronounced in supervised settings where re-training of the GNN model is required with each update to the
training set after label acquisition, thus intensifying time and resource consumption.

5 Experiments

In this section, we describe the experiments and present the results.

5.1 Research Objectives

This section outlines the principal research objectives explored through experiments on the proposed framework. Our
primary goal is to explore the application of active learning in the context of graph learning on a graph-level, with a
particular emphasis on directed sparse graphs. Nonetheless, it is posited that the framework holds potential applicability
to a broader spectrum of graphs, contingent upon the adaptation of embedding techniques suitable for variants such as
undirected graphs. In pursuit of these aims, the following research questions will guide our investigation:

• To what extent can active learning contribute to graph-level learning?
• Among the active learning query strategies evaluated, which demonstrate superior performance in conjunction

with specific embedding techniques?
• Are the results obtained through the framework robust and consistent when applied to expanded graphs?
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Table 1: Overview of the OSSBuilds and HadoopTests datasets.

Project Description Files Runs File-Level Parsing System-Level Parsing

Nodes Vocab. Nodes Vocab.

O
SS

B
ui

ld
s

systemDS Apache Machine Learning sys-
tem for data science lifecycle

127 1321 110651 3161 114904 3205

H2 Java SQL DB 194 1391 405706 17972 432375 18326

Dubbo Apache Remote Procedure Call
framework

123 524 75787 4499 77142 4505

RDF4J Scalable RDF processing 478 1055 214436 10755 242673 10844

Total 922 4291 806580 36387 867094 36880

H
ad

oo
pT

es
ts Hadoop Apache framework for process-

ing large datasets on clusters
2895 24348 4314360 135408 5090798 138952

5.2 Dataset Collection

In our experiments, to increase reliability, we use two different real-world datasets of performance measurements. The
first dataset (OSSBuild) is real build data collected from the continuous integration systems of four open-source systems.
The second (HadoopTests) is a larger dataset we have collected ourselves by repeatedly executing the unit tests of
the Hadoop open-source system in a controlled environment. A summary of both datasets is provided in Table 1. In
the following subsections, we provide some additional information about each of the two datasets that we used in the
experimental studies.

5.2.1 OSSBuild Dataset

In this dataset (originally used in [44]), information about test execution times in production build systems was collected
for four open-source projects: systemDS, H2, Dubbo, and RDF4J. All four projects use public continuous integration
servers containing (public) information about the project’s builds, which we harvested for test execution times as a
proxy of performance in summer 2021. Basic statistics about the projects in this dataset are described in Table 1 (top).
"Files" refers to the number of unit test files we collected execution times for, "Runs" is the (total) number of executions
of files we extracted data for, whereas "Nodes" and "Vocabulary Size" indicate the resulting graphs (for both file and
system-level parsing). Prior to parsing the test files, we remove code comments to reduce the number of nodes in each
graph (by construction irrelevant). We note that we have 60514 more nodes for system-level parsing and 493 new
vocabs.

5.2.2 HadoopTests Dataset

To address limitations with the OSSBuilds dataset (primarily the limited number of files for each individual project in
the dataset), we additionally collected a second dataset for this study. We selected the Apache Hadoop framework since
it entails a large number of test files (2895) of sufficient complexity. We then executed all unit tests in the project five
times, recording the execution duration of each test file as reported by the JUnit framework (in millisecond granularity).
As an execution environment for this data collection, we used a dedicated virtual machine running in a private cloud
environment, with two virtualized CPUs and 8 GByte of RAM. Following performance engineering best practices,
we deactivated all other non-essential services while running the tests. Statistics about the HadoopTests dataset are
described in Table 1 (bottom).

Since we have more files in HadoopTests, we have more added nodes to the system-level parsing setting. Thus 776438
nodes are added to the graphs in the system-level parsing, and we get 3544 more vocabs.

5.2.3 Dataset Selection Rationale

The selection of this dataset was guided by several considerations, underscoring its suitability for our research objectives:

• The dataset’s real-world origin enhances the credibility and applicability of our research findings and the
proposed framework.

• Its characteristics offer potential for generalization to diverse graph datasets.
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• Notably, existing research on active learning for graphs predominantly focuses on node-level tasks (classifica-
tion or regression). Our datasets provide the opportunity to investigate graph-level regression tasks, a field that,
to our knowledge, has not been extensively explored in the existing literature.

• The variation in graph sizes is particularly important for our research. It encompasses graphs derived from
file-level parsing, which can be further expanded through system-level parsing by incorporating additional
nodes, and edges. This aspect, especially in the context of active learning, represents a novel research direction
not explored in literature.

It is worth mentioning that our work provides a public and real-world graph dataset, enabling researchers to investigate
and use it in research. The dataset is publicly available at [26].

5.3 Analysis of Graphs

We want to annotate each source code file with the corresponding scalar value related to execution time. The source
code is represented as a graph. In particular, each graph represents a Java source code file (a JUnit test case). As
aforementioned, the base structure is a tree that is then extended to a graph adding edges representing program control
flow [44].

Table 2 shows the average statistics of the input graphs. In particular, we report the average number of nodes (|V |),
the average number of edges (|E|), the density, the average global clustering coefficient (GCC), the average number
of cycles and the average tree similarity. We define a simple function to measure how similar the graph is to a tree
(tree− sim) as the number of edges that have to be removed to convert the graph into a tree, i.e.,

tree− sim =
|E| − (|V | − 1)

(|V | − 1)(
|V |
2

− 1)

. (4)

The formula has to be interpreted as the number of edges of the graphs minus the number of edges of a tree with N
nodes, normalized. If the input graph is a tree, then we have that tree− sim is equal to 0, while if the graph is complete,
tree− sim is equal to 1.

Table 2: Average statistics of the input graphs of System Level Parsing.

Dataset type |V | |E| Diameter Density GCC tree− sim

OSSBuilds File-level 875 1679 14 0.014 0.16 0.007
System-level 940 1848 13 0.013 0.15 0.006

HadoopTests File-level 1490 1848 15 0.005 0.15 0.003
System-level 1734 3428 14 0.006 0.15 0.003

From Table 2, it is easy to see that the input graph has a high diameter. In fact, if we generate a random graph [63]
with the same number of nodes and the same density as the original ones, we obtain an average diameter of 2 and 4 for
OSSBuilds and HadoopTests, respectively. It is also easy to see that the input graphs are quite sparse. Finally, in both
datasets, the tree − sim is close to zero. Thus, we can conclude that input graphs are similar to trees. We report a
detailed analysis of the input graphs in appendix A.

5.4 Experimental Setup

In this section, we describe the experimental setup. Each experiment has been executed on a computer with four GPU
NVIDIA Tesla A40 with 48GB of memory, two CPU Xeon(R) Gold 6338, and DDR4 RAM of 256GB. However, the
framework can be executed on less powerful machines with longer execution times as a consequence.

We used the Scikit-learn [64] implementation of Gaussian Process Regressors with a Matern kernel. In the passive
setting, the hyperparameters of the Matern kernel were fine-tuned. For active learning, the hyperparameters of the
Matern kernel were fine-tuned in each iteration based on the currently available labelled data in Li. The GNN models
used for both supervised and unsupervised embeddings consist of three layers with 30 neurons each. Since each layer
learns a node representation, we compute the graph representation by concatenating the sum, average, and max of the
node representation, resulting in an embedding of 90 dimensions. The Adam optimizer [65] is employed with a learning
rate of 0.001, and the loss used is the Mean Squared Error.

We measure the quality of the predictions by computing the Pearson correlation score between the predicted value and
the real value. A larger Pearson correlation score implies better quality predictions. In B.3 we include results with the
Root Mean Squared Error (RMSE) metric.
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5.5 Results

In this section, we present the results of both the passive and active learning experiments. In Section 6 we discuss the
conclusions from the results in detail.

5.5.1 Passive Learning

To perform passive learning, we utilize a training set L and a test set T . For each embedding, we train a Gaussian
process (GP) using L and then use it to predict the execution time of all test data items in T . Additionally, all passive
learning results correspond to the average of 15 runs with different seeds, where for each method, the mean and standard
deviation (STD) values are reported.

We will show the results for file-level parsing and system-level parsing.

Table 3: Results for Unsupervised Embedding for graphs of File Level Parsing.

Train and Test Features Train Features
OSSBuilds HadoopTests OSSBuilds HadoopTests

Shallow
E

m
bedding

Graph2Vec 0.74 ± 0.03 0.74 ± 0.02 NA NA

GR mean 0.58± 0.03 0.50± 0.03 NA NA
sum 0.47± 0.05 0.46± 0.04 NA NA

HOPE mean 0.16± 0.05 0.06± 0.03 NA NA
sum 0.16± 0.05 0.37± 0.05 NA NA

DeepWalks mean 0.42± 0.05 0.47± 0.03 NA NA
sum 0.41± 0.05 0.46± 0.04 NA NA

Node2Vec mean 0.30± 0.06 0.20± 0.03 NA NA
sum 0.25± 0.07 0.40± 0.04 NA NA

GNN
GCNConv 0.47± 0.05 0.52± 0.04 0.46± 0.04 0.50± 0.04

GraphSAGE 0.44± 0.06 0.44± 0.04 0.42± 0.04 0.42± 0.04
GraphConv 0.48± 0.05 0.52± 0.04 0.47± 0.05 0.51± 0.03

File-Level Parsing In Section 4.5, we explained how different levels of information can be used when constructing
the embeddings. Table 3 displays the results for the unsupervised embeddings when they are constructed using: (i) both
train and test features (i.e., XL and XT , respectively); (ii) only train features (XL). As explained in Section 4.5.1, the
second option is not straightforward using shallow embeddings, as it will lead to the training data and test data being in
different feature spaces. Because of this, we do not include it in the table (it is marked as NA). However, we show the
results for this setting in B, with further explanation.

When utilizing both the training and testing features, Graph2Vec attains the highest scores with consistent average
scores for both datasets—0.74 each.

Graph2Vec provides an embedding for the entire graph by default, but the remaining shallow embedding methods are
on a node-level. Thus, in order to have the embedding for the entire graph, the embedding is aggregated using mean
and sum aggregation functions. For the shallow embeddings that operate on a node-level, we observe that GR performs
significantly better compared to the other methods for both datasets, where HOPE is the worst performing overall.

The results of shallow embeddings are more stable for HadoopTests since the STD is in the range of [0.02,0.05], which
is not the case for OSSBuilds when the STD range is [0.03,0.07]. This is reasonable because by looking at Table 1, we
can see that OSSBuilds contains four different projects for four different domains, which is not the case for HadoopTests,
where all code files are related to one project.

The performance of the GNN-based methods is slightly better when the test features are used in the embedding.
GraphConv is the best GNN model for both datasets in both cases. The unsatisfactory performance of GNNs is not
surprising, as unsupervised graph representation learning by GNNs requires vast data.

The results for the supervised embeddings based on the train features XL and train labels Y L are presented in Table 4.
The Pearson correlation obtained with GNNs is shown in the first rows, while the results obtained using the manual
embedding are reported in the last row. It is evident from the table that the performance of the GNN-based approaches
is superior to that of the manual embeddings for both datasets (except the GCN for OssBuilds, which is slightly worse
than manual embedding). Thus, GraphConv performs the best for OSSBuilds, with an average correlation score of 0.67
and STD of 0.02. In contrast, for HadoopTests, GraphSAGE and GraphConv have the highest average correlation score
of 0.68 and STD of 0.02 and 0.01, respectively.
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Table 4: Results for Supervised and Manual Embedding for graphs of File Level Parsing.

OSSBuilds HadoopTests

Supervised Embedding (GNN)
GCNConv 0.61± 0.04 0.66± 0.02

GraphSAGE 0.64± 0.03 0.68 ± 0.02
GraphConv 0.67 ± 0.02 0.68 ± 0.01

Manual Embedding 0.64± 0.05 0.61± 0.02

Overall, for passive learning, Graph2Vec with test features achieves the best score for both datasets and settings. The
reason why Graph2Vec performs well could be because our input graphs are similar to trees (see Section 5.3). In
fact, Graph2Vec explores a much deeper path within the input graph compared to GNN. On the other hand, GNNs in
a supervised setting deliver reasonable results for both datasets (unlike the unsupervised GNN embedding). This is
likely because the labels are utilized. The manual embedding also yields an acceptable score compared to the shallow
embeddings (except Graph2Vec).

System-Level Parsing This section examines the passive learning outcomes for System-Level parsing, where graphs
are expanded from their File-Level counterparts.

Table 5: Results for Unsupervised Embedding for graphs of System Level Parsing.

Train and Test Features Train Features
OSSBuilds HadoopTests OSSBuilds HadoopTests

Shallow
E

m
bedding

Graph2Vec 0.73 ± 0.03 0.75 ± 0.02 NA NA

GR mean 0.45± 0.04 0.47± 0.02 NA NA
sum 0.40± 0.05 0.43± 0.03 NA NA

HOPE mean 0.19± 0.07 0.06± 0.03 NA NA
sum 0.20± 0.08 0.35± 0.04 NA NA

DeepWalks mean 0.37± 0.06 0.44± 0.02 NA NA
sum 0.36± 0.06 0.43± 0.04 NA NA

Node2Vec mean 0.33± 0.06 0.42± 0.03 NA NA
sum 0.36± 0.06 0.42± 0.04 NA NA

GNN
GCNConv 0.41± 0.06 0.48± 0.03 0.44± 0.05 0.48± 0.03

GraphSAGE 0.37± 0.06 0.42± 0.04 0.38± 0.04 0.45± 0.05
GraphConv 0.43± 0.06 0.49± 0.03 0.44± 0.07 0.49± 0.03

Table 5 displays the results for the unsupervised embeddings based on both train and test features, as well as only train
features for GNN for System-Level parsing. Thus, looking at the results of Tables 5, we notice that Graph2Vec attains
the highest scores of 0.73 and 0.75 for the OSSBuilds and HadoopTests datasets, respectively, which is consistent with
the results obtained for File-Level Parsing. For both datasets, GR, DeepWalks, and Node2Vec with both aggregation
functions achieve a reasonable Pearson correlation score. On the other hand, HOPE remains the worst-performing
approach in terms of embedding quality. The results of shallow embeddings are more stable for HadoopTests since the
STD is in the range of [0.02,0.04], which is not the case for OSSBuilds when the STD range is [0.03,0.08].

For GNNs, the average score decreases by a small margin (especially for HadoopTests graphs) with/without test features
compared to the original graphs in File-Level Parsing.

Table 6: Results for Supervised and Manual Embedding for graphs of System Level Parsing.

Train Features
OSSBuilds HadoopTests

Supervised Embedding (GNN)
GCNConv 0.59± 0.04 0.64± 0.03

GraphSAGE 0.61± 0.04 0.67 ± 0.02
GraphConv 0.65 ± 0.04 0.66± 0.02

Manual Embedding 0.60± 0.04 0.59± 0.03

As for supervised results in Table 6, the results for all GNN-based models are slightly worse compared to the original
graphs in File-Level Parsing. The same is true regarding Manual Embedding. The reason for this might be that we have
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more nodes and edges with System-level parsing, which means more sparsity as well as more layers needed by the
GNN models to get more information from the new nodes.

5.5.2 Active Learning

Given an embedding, the active learning experiments were conducted as outlined in Section 4.1. We investigate different
sizes of the initially labelled dataset |L0| and the batch size |B|. Additionally, all active learning results correspond to
the average of 15 runs with different seeds, where the variance of the runs is indicated by a shaded colour.

The active learning experiments investigate three different graph embeddings (based on the passive learning results):
manual embedding, Graph2Vec (with test features) and GraphConv as the supervised (GNN) embedding. For each
embedding, we use the six query strategies outlined in Section 4.7 (i.e., random, coreset, variance, QBC, PowerVariance
and PowerQBC).

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 9: Active learning results for all embeddings for the OSSBuilds dataset (File Level Parsing) with |L0| = 100
and |B| = 50.

File Level Parsing Graphs In Figures 9 and 10 we show the active learning results for file level parsing for all
embeddings for the OSSBuilds and Hadoop datasets, respectively. We observe that random selection is a strong baseline
for both datasets. However, we see some benefit of the other query strategies indicating the usefulness of active learning.
This benefit is more clear for system level parsing (see below). In particular, we see the usefulness of PowerVariance and
PowerQBC (compared to their non-power versions). In terms of the embeddings, we see that the ranking is consistent
for all query strategies at all iterations of the active learning procedure. For OSSBuilds, Graph2Vec is the best, manual
embedding second best, and supervised embedding the worst. One exception to this is for the coreset query strategy,
where the supervised embedding outperforms the manual embedding in later iterations. For Hadoop, Graph2Vec is still
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 10: Active learning results for all embeddings for the HadoopTests dataset (File Level Parsing) with |L0| = 150
and |B| = 100.

the best, but the supervised embedding outperforms the manual embedding in later iterations (when more labeled data
is available).

System Level Parsing Graphs In Figures 11 and 12 we show the active learning results for file level parsing for all
embeddings for the OSSBuilds and Hadoop datasets, respectively. For the OSSBuilds dataset, we observe that QBC
and Variance perform slightly better than random. For Hadoop, we see that Variance significantly outperforms random
(in particular in later iterations) for the manual embedding. For Graph2Vec and the supervised embedding, we see that
random is consistently outperformed by the other query strategies. For the embeddings, we observe that Graph2Vec is
the best for both datasets. In addition, we observe that the manual embedding is better in early iterations, whereas the
supervised embedding eventually becomes better than the manual embedding (once sufficient labeled data is avaiable).

5.6 Experiment Limitation

In utilizing real-world graphs for source code representation, we posit that our framework is applicable across various
domains of directed graph data, including social networks and pharmacological graphs and others. While our framework
is primarily tailored for directed graphs, adaptations for undirected graph scenarios, particularly within supervised
embedding contexts, are conceivable. It is imperative, however, to acknowledge that the efficacy and relevance of
our findings may vary across different graph datasets. This variance can be attributed to inherent differences in graph
structure and characteristics. Our experimental graphs, as delineated in Table 2, are sparse, large, and complex. These
attributes may not be universally representative, suggesting that certain embedding techniques and query strategies
optimized for our dataset might not directly translate to or yield comparable results in dissimilar graph environments.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 11: Active learning results for all embeddings for the OSSBuilds dataset (System Level Parsing) with |L0| = 100
and |B| = 50.

6 Discussion

In this section, we comment on the results for both passive and active learning.

6.1 Passive Learning

In this section, we assess the resilience of embedding techniques as graphs in System-Level parsing evolve by
incorporating additional nodes and edges, thus providing insights into how these techniques perform under conditions
of increased graph complexity and size.

The resilience of unsupervised embedding techniques to the expanded version of graphs varies across the methods tested.
Graph2Vec exhibits strong resilience, showing minimal performance change despite increased graph complexity, which
suggests its effectiveness in scalable applications. GR and HOPE demonstrate some sensitivity to scale, with slight
to moderate performance declines, indicating potential limitations in more complex graph environments. DeepWalks
maintain performance levels but do not show improvements, suggesting stability rather than adaptability to larger scales.
The embedding quality for Node2Vec increased compared to the original graphs in File-Level parsing, and the opposite
for GR. That explains why Node2Vec performs better on graph data with more nodes and edges. Lastly, GNN models
(GCNConv, GraphSAGE, GraphConv) show a moderate decrease in performance in extended graphs compared to the
original graphs in File-Level parsing, suggesting that while they handle increased complexity, their efficacy slightly
diminishes as graph complexity increases. This analysis underlines the importance of carefully selecting embedding
techniques based on anticipated graph structure and complexity for optimal performance in scalable environments.
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Figure 12: Active learning results for all embeddings for the HadoopTests dataset (System Level Parsing) with
|L0| = 150 and |B| = 100.

As graphs expanded from File-Level to System-Level parsing, supervised and manual embedding techniques exhibited a
slight decline in performance. GCNConv, GraphSAGE, and GraphConv demonstrate robustness with minor reductions,
suggesting they manage increased complexity well, though effectiveness slightly diminishes in more complex settings.
Manual Embedding shows a more noticeable performance drop, indicating a greater sensitivity to graph complexity.
This trend highlights the need for cautious application as graph size and intricacy grow.

6.2 Active Learning

There are three main observations from the active learning results: (i) There is no single query strategy that consistently
outperforms the others across all settings, which is consistent with observations in other AL works [12]. However, there
is some indication that the coreset performs particularly well in conjunction with the supervised embedding (based
on deep GNN). This is logical considering that coreset was originally introduced for deep batch active learning [5];
(ii) The benefit of the different query strategies over random selection improves for the Hadoop dataset (compared to
OSSBuilds), and in particular for system level parsing. The reason is likely because Hadoop contains more data points
compared to OSSBuilds. In addition, for system-level parsing, we obtain more complex graphs. In other words, we
observe the increased benefit of (batch) active learning for larger and more complex datasets. In contrast, for small and
simple datasets, random selection becomes a very strong baseline. However, it can be argued that for small and simple
datasets, the use of active learning is not as important; (iii) The supervised embedding (based on GNN) is worse than
the manual embedding in early iterations but exceeds it in later iterations. This reflects our intuition since out of the
three embeddings considered for active learning, only the supervised embedding will update its latent space iteratively
as more labels become available. However, Graph2Vec still outperforms the supervised embedding when all labels are
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available. The main reason for this is likely (as discussed for the passive learning results) that Graph2Vec uses the test
features when constructing its latent space.

7 Conclusion

Our investigation of a unified active learning framework for annotating graphs at the graph-level has yielded several
significant insights. We found that unsupervised embedding techniques like Graph2Vec exhibit robust performance
when leveraging both training and testing features. However, supervised embeddings like GNNs offer greater flexibility
across various levels of information accessibility. Specifically, active learning strategies excel in environments with
larger, more complex datasets, underscoring the potential for these techniques in scaling to more extensive graph
structures. Reflecting on our research objectives, this study successfully demonstrates the application of active learning
to graph-level regression tasks, a relatively unexplored area. The ability of our framework to adapt to expanded graphs
and efficiently utilize computational resources highlights its practical relevance and potential for broad application. The
implications of our findings are profound for the domain of graph data analysis, particularly in enhancing the efficiency
of data annotation processes without compromising quality of the machine learning models trained on this data. This is
particularly relevant in fields where data complexity and volume pose significant challenges. However, the following
limitations of our work should be mentioned. First, the framework can be computationally demanding, in particular
when used in conjunction with GNN embeddings, since a GNN must be trained from scratch in each iteration. Second,
the obtained results are specific to the considered datasets and active learning strategies. Consequently, for future work,
we recommend further investigation into the scalability of the proposed active learning framework and the investigation
of more diverse datasets to broaden the applicability of our findings.
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A Graph analysis

In this section, we do a deeper investigation of the graph topology of our dataset.

A.1 Basic topology

Figure 13 displays node (Figure 13(a)) and edge (Figure 13(b)) distributions, respectively. The data indicate a minimal
disparity between file and system levels in terms of both statistics.
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Figure 13: Distributions of the number of nodes and edges in Hadoop (left) and OssBuild (right) for both file-level and
system-level settings.

The degree distribution, depicted in Figure 14, effectively captures the resemblance between the distributions of nodes
and edges.

A.2 Triangles

In network science, the concept of triangle closure, also known as the "friendship paradox", is a well-established
and widely recognized phenomenon. It has garnered significant attention and has been extensively studied in various
research works, highlighting its relevance and importance in numerous real-world applications. In particular, we explore
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Figure 14: Degree distribution in logarithmic scale of Hadoop (left) and OssBuild (right) for both file-level and
system-level.

the relationship between the graph and triangles through Transitivity[57] and Clustering Coefficient[66]. Transitivity is
defined as follows:

Transitivity = 3 · # of triangles
# of triads

(5)

On the other hand, the clustering coefficient is a metric associated with a given node u, and it refers to the degree to
which nodes in a graph tend to cluster together. The clustering coefficient of a node u is defined as follows:

Cu =
2 · T (u)

(deg(u)) · (deg(u)− 1)
(6)

Where T (u) is the number of triangles through node u, and deg(u) is the degree of node u. The Global Clustering
Coefficient (GCC) is the average among the clustering coefficient of all nodes. In summary, while both transitivity and
clustering coefficient capture the local clustering patterns in a network, transitivity focuses on the presence of triangles
and overall network connectivity, whereas the clustering coefficient specifically measures the density of connections
between neighboring nodes.

Figure 15 shows the transitivity (Figure 15(a)) and the global clustering coefficient (Figure 15(b)) distributions. Based
on the results, it is apparent that both transitivity and GCC exhibit higher values in the file-level dataset compared to the
system-level dataset. However, this distinction is not as pronounced in the OssBuild dataset.

A.3 Assortativity

Assortativity, in network theory, refers to the tendency of nodes in a network to connect with similar nodes. It measures
the degree of homophily or assortative mixing in a network based on node attributes or characteristics. Assortativity can
be quantified using various metrics, such as degree assortativity, attribute assortativity, or assortativity coefficient[56].
In Figure 16 we report the degree assortativity that examines the correlation of node degrees between connected nodes.

Based on the observations in Figure 16, it is challenging to determine whether the graphs exhibit positive assortativity
(where nodes with similar degrees tend to connect) or negative assortativity (indicating connections between nodes with
differing degrees). However, upon examining the histograms, it appears that in both scenarios, the System-level dataset
tends to connect nodes to other nodes with differing degrees.

A.4 Centralities

Centrality in network analysis refers to the importance or prominence of nodes within a network. It measures the
extent to which a node is influential, well-connected, or positioned strategically within the network structure. Centrality
measures help identify key nodes that play crucial roles in information flow, influence propagation, and network
dynamics.
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Figure 15: Distributions of the transitivity and global clustering coefficient (GCC) in Hadoop (left) and OssBuild (right)
for both file-level and system-level settings.

Various centrality measures exist, where we have already evaluated the degree distributions (in Figure 14). Here we dig
deeper into Betweenness Centrality, Closeness Centrality, and Page Rank. The Betweenness Centrality measures the
control a node has over the flow of information in the network. Formally, it is defined as[67]

Betweenness Centralityu =
∑

s,t∈V

σ(s, t|v)
σ(s, t)

(7)

where, σ(s, t) is the number of shortest paths between node s and node t, while σ(s, t|u) is the number of shortest
paths between node s and node t passing through node u.

Closeness Centrality measures the proximity of a node to all other nodes in the network. Formally, it is defined as[68]

Closeness Centralityu =
n− 1∑n−1

v=1 d(v, u)
(8)

Where here n is the number of nodes, and d(v, u) is the shortest-path length between node v and node u.
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Figure 16: Distributions of the degree assortativity in Hadoop (left) and OssBuild (right) for both file-level and
system-level.

Finally, the Page Rank[69] assigns importance to nodes based on the number and quality of incoming links. Nodes with
higher Page Rank are considered more influential.

In Figure 17 we report the Betweenness, Closeness and Page Rank of the datasets. It is clear that the strongest difference
between the file and system level settings relies on the Betweenness. This is not surprising at all, since in the file-level
setting there are fewer edges, thus the number of edges with a higher Betweenness is greater.

A.5 Meso-scale

In conclusion, we explore the meso-scale characteristics of the network topology by employing measures such as
shortest-path analysis[58], tree similarity, and the diameter[58] of the input network.

The shortest path is defined in Definition 2, and it reports the smaller path connection between two given nodes. The
distribution is reported in Figure 18. The figure clearly indicates that the system-level network exhibits shorter shortest
paths compared to the file-level network. This observation is expected, as the system-level networks contain a higher
number of edges in comparison to the file-level networks.

The tree-sim metric, defined in Eq. 4, is a custom measure that quantifies the similarity between the input graph and
its corresponding tree structure. It is important to note that this metric should not be confused with Treewidth. In our
study, we introduced the tree-sim metric as an alternative to overcome the computational complexity associated with
calculating Treewidth. The distribution of the tree-sim metric for each dataset is presented in Figure 19. However, no
significant insights or noteworthy patterns were observed from the analysis of these distributions, where, as expected,
both follow power-law distribution.

Lastly, in Figure 20, we present the distribution of diameters for each graph. As expected, the system-level networks
exhibit a smaller diameter compared to the file-level networks.
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Figure 17: Distributions of the Betweenness, Closeness and Page Rank (in log scale) in Hadoop (left) and OssBuild
(right) for both file-level and system-level settings.

B Shallow Embedding Results When Test Features are Not Used

As we mentioned in Section 5.5.1, computing the embedding using only the training features without manipulating
the test features in embedding is not possible for unsupervised shallow embedding because eventually, we will have
different features space for both training and testing data. In this section, we will prove the aforementioned statement
for both passive and active learning.
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Figure 18: Shortest path length distributions.
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Figure 19: Tree sim distributions.

B.1 Passive Learning

We are experimenting with computing the embedding only for one seed for the dataset. We compute the embedding
for the entire dataset ( when test features are included) and then we get the first 80% of the dataset and compute the
embedding only for this portion of the dataset( so here, the last 20% are excluded). Here we either retrain the model
based on the last 20%, which leads to poor results or alternatively, we get the benefit of the embedding of the entire
dataset since the training data is included. Then using the same split index that we did when we got the training data,
we get the last 20% of the embedding.

B.1.1 System-Level Parsing

Table 7, shows the results for shallow embedding with and without test features with one split for the data. These results
are significantly better than the ones we averaged for 15 different splits when we used the test features. However, with
more splits, the results are more reliable. Looking at Table 7, using only the train data features leads to a substantial
decline in the performance of Graph2Vec, DeepWalk, and Node2Vec (except for sum aggregation in the HadoopTest
dataset). These methods are all shallow embedding techniques based on skip-gram, as shown in Figure 7. Conversely,
there are generally slight improvements for the other shallow methods based on Matrix Factorization, such as HOPE
and GR (except for mean aggregation in the HadoopTests dataset).
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Figure 20: Diameter distributions.

Table 7: Results for Unsupervised Embedding for graphs of System Level Parsing.

Train and Test Features Train Features
OSSBuilds HadoopTests OSSBuilds HadoopTests

Shallow
E

m
bedding

Graph2Vec 0.78 0.74 0.65 0.46

GR mean 0.44 0.49 0.50 0.45
sum 0.45 0.42 0.45 0.48

HOPE mean 0.14 0.015 0.16 0.04
sum 0.13 0.36 0.16 0.39

DeepWalks mean 0.41 0.47 0.38 0.4
sum 0.43 0.45 0.32 0.39

Node2Vec mean 0.39 0.42 0.29 0.32
sum 0.44 0.42 0.33 0.43

B.1.2 File-Level Parsing

The results for this setting are reported in Table 8. In this setting, we still have better results than those obtained with 15
different splits for the dataset.

Table 8: Results for Unsupervised Embedding for graphs of File Level Parsing.

Train and Test Features Train Features
OSSBuilds HadoopTests OSSBuilds HadoopTests

Shallow
E

m
bedding

Graph2Vec 0.78 0.74 0.53 0.49

GR mean 0.57 0.46 0.59 0.41
sum 0.51 0.42 0.49 0.37

HOPE mean 0.17 0.034 0.06 0.07
sum 0.15 0.35 0.07 0.3

DeepWalks mean 0.45 0.43 0.34 0.24
sum 0.42 0.41 0.39 0.02

Node2Vec mean 0.33 0.2 0.39 0.15
sum 0.33 0.36 0.31 0.32

Nevertheless, when we exclude the test features, the correlation score for Graph2Vec is drastically reduced to 0.53
for OssBuilds and 0.49 for HadoopTests which remains the best for such dataset when we only use the train features.
Conversely, GR with mean aggregation is the best for the same setting for OssBuilds.
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B.2 Active Learning

To understand the impact of different feature spaces embedding we will present the active learning results for Graph2Vec
when test features are not included.

B.2.1 System-Level Parsing

In Figure 21, the embedding performance based on Graph2Vec without test features for HadopTests only improves
slightly at the start but then stays fairly constant. The reason for this is likely because the resulting latent graph
representation is not rich enough for this embedding past 500 labels. We have the same issue for the OSSBuilds dataset
for random and QBC.

(a) (b)

Figure 21: Active learning results for Graph2Vec When Test Features are not Used in embeddings for the OSSBuilds
(left) and HadoopTest (right) datasets (System Level Parsing) with |L0| = 100 and |B| = 50.

B.2.2 File-Level Parsing

In Graph2Vec with no test features in Figure 22, for the HadoopTests dataset, coreset and random are the best choice
when we have up to 1000 samples but the quality of labelling drastically reduces after that threshold when variance
remains the best as it performs reliably after 500 samples. Variance is the worst option for the OSSBuilds dataset.

(a) (b)

Figure 22: Active learning results for Graph2Vec When Test Features are not Used in embeddings for the OSSBuilds
(left) and HadoopTest (right) datasets (File Level Parsing) with |L0| = 100 and |B| = 50.

B.3 Root Mean Square Error

In this section, we present the active learning results using the (log) RMSE metric for all datasets for both file level and
system level parsing. In all cases, we observe consistent results with the Pearson correlation score from the main paper.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 23: Active learning results for all embeddings for the HadoopTests dataset (File Level Parsing) with |L0| = 150
and |B| = 100.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 24: Active learning results for all embeddings for the OSSBuilds dataset (File Level Parsing) with |L0| = 100
and |B| = 50.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 25: Active learning results for all embeddings for the HadoopTests dataset (System Level Parsing) with For the
RMSE |L0| = 150 and |B| = 100.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 26: Active learning results for all embeddings for the OSSBuilds dataset (System Level Parsing) with |L0| = 100
and |B| = 50.
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Abstract—Acquiring labelled data for machine learning tasks,
for example, for software performance prediction, remains a
resource-intensive task. This study extends our previous work
by introducing a batch-mode deep active learning approach
tailored for regression in graph-structured data. Our framework
leverages the source code conversion into Flow Augmented-AST
graphs (FA-AST), subsequently utilizing both supervised and
unsupervised graph embeddings. In contrast to single-instance
querying, the batch-mode paradigm adaptively selects clusters
of unlabeled data for labelling. We deploy an array of base
kernels, kernel transformations, and selection methods, informed
by both Bayesian and non-Bayesian strategies, to enhance the
sample efficiency of neural network regression. Our experimental
evaluation, conducted on multiple real-world software perfor-
mance datasets, demonstrates the efficacy of the batch mode deep
active learning approach in achieving robust performance with
a reduced labelling budget. The methodology scales effectively
to larger datasets and requires minimal alterations to existing
neural network architectures.

Index Terms—Active Learning, Graph Neural Network, Deep
Learning, Kernels.

I. INTRODUCTION

The rapid growth of machine learning (ML) applications
across numerous domains is stifled by the limited availability
of labelled data, including the domain of software engineering.
Despite the abundance of source code files publicly hosted on
platforms like GitHub, the absence of labels for these datasets
remains a significant bottleneck. For tasks like performance
prediction—which aims to forecast the execution time of
software prior to execution—the cost of labelling is both com-
putationally expensive and time-consuming. This conundrum
gives rise to the need for Active Learning (AL) [26] techniques
that efficiently identify the most informative samples for
labelling. Active learning has been extensively investigated
in various domains like text analysis [27], image data [5],
[9], driving scenario trajectories [15], and drug design [28] to
improve data annotation procedures. A particular challenge in
deploying active learning for source code analysis arises from
the representation of source code as graphs, coupled with the

lack of a unified framework suitable for diverse learning tasks,
such as regression.

Numerous studies have explored the use of active learning
in graph-based models, particularly focusing on node classi-
fication tasks via Graph Neural Networks (GNNs) [2], [6],
[17], [30]. These works primarily address active learning at
the node level. Some research extends this by incorporating
reinforcement learning into the active learning framework. For
instance, Hu et al. [13] train a policy network on labeled source
graphs and transferred this policy to unlabeled graphs for node
labeling tasks. Zhang et al. [31], [32] examine batch settings in
active learning, employing multi-agent reinforcement learning
and meta Q-learning to facilitate node labeling for classifi-
cation purposes. Additionally, multi-armed bandit approaches
have also been used for active learning in graph settings [7],
[10]. Despite these advances, the existing literature largely
concentrates on node-level classification tasks. The application
of active learning to graph-level regression tasks remains not
widely explored.

To mitigate this challenge, our recent work [22] proposes
a unified active learning framework tailored for graph repre-
sentations of source code. Our framework employs enhanced
Abstract Syntax Trees (ASTs), which we term FA-ASTs [24].
These FA-ASTs capture a rich tapestry of syntactical, seman-
tic, and lexical source code information and serve as the data
points for our active learning model. Despite the versatility
in accommodating various regression techniques, our existing
framework in [22] falls short in supporting diverse sample
selection across batches. This limitation is critical [16] and
becomes especially acute given the computational demands of
retraining models—particularly neural networks—after each
labelling iteration. Batch Mode Active Learning (BMAL)
offers a solution by allowing the selection of multiple data
points for labelling simultaneously. It is then called atch
Mode Deep Active Learning (BMDAL) when the BMAL
approach is employed with deep learning models for extracting
expressive features [21]. Specifically, we consider pool-based

20
23

 IE
EE

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 B

ig
 D

at
a 

(B
ig

D
at

a)
 | 

97
9-

8-
35

03
-2

44
5-

7/
23

/$
31

.0
0 

©
20

23
 IE

EE
 | 

D
O

I: 
10

.1
10

9/
B

ig
D

at
a5

90
44

.2
02

3.
10

38
66

85

Authorized licensed use limited to: Chalmers University of Technology Sweden. Downloaded on May 14,2024 at 09:49:37 UTC from IEEE Xplore.  Restrictions apply. 



5905

BMDAL, where the data points for labelling are chosen from
a predefined pool.

Inspired by recent work [11] that employs BMDAL for
regression on tabular data, we aim to extend this framework
to accommodate graph-based source code data. In particular,
to apply BMDAL to graph data, we investigate GNNs and
Graph2Vec for graph learning and fully connected neural
networks for the regression task (i.e., for performance pre-
diction). Regression tasks inherently lack a natural measure
of uncertainty, which is often straightforward in classification
tasks through softmax layers. Computing uncertainties in re-
gression, therefore, becomes less straightforward necessitating
the use of kernel methods. Therefore, we admit a Gaussian
Process (GP) framework [20] in order to investigate and utilize
different notions of uncertainty. We conduct our experiments
on a real-world dataset that we have collected for this study.
Our experimental results indicate that utilising GNN within
the BMDAL framework provides the most effective setting for
active learning querying methods compared to Graph2Vec.

In summary, our contributions are threefold:
1) We extend the BMDAL framework to make it compat-

ible with graph data.
2) To the best of our knowledge, we are the first to

adapt BMDAL for graph representations of source code
specifically for regression tasks.

3) We validate our approach using real-world datasets.
4) By addressing these gaps, we offer a novel approach to

the problem of active learning in source code analysis,
thereby contributing to more efficient labelling and,
ultimately, broader application of machine learning in
software engineering.

The code and data are publicly available at [1].

II. SOURCE CODE REPRESENTATION

Listing 1: Simple example of Java source code
p u b l i c s t a t i c i n t f a c t o r i a l ( i n t n ) {

i f ( n <= 1) {
re turn 1 ;

} e l s e {
re turn n * f a c t o r i a l ( n − 1 ) ;

}
}

This study aims to bring the power of ML to software
engineering by enhancing performance prediction models. For
that, understanding how source code can be effectively repre-
sented is crucial. As we detailed in our previous systematic
literature review [23], program source code can be converted
into various forms, ranging from tree-based and graph-based
to token-based representations.

In this paper, we use a Java method calculating the fac-
torial of a number as a concrete example for source code
representation, specifically focusing on the Abstract Syntax
Tree (AST), Data Flow Graph (DFG), and Control Flow Graph
(CFG). These different representations serve unique purposes
and offer different types of information about the code.

public

MethodDeclaration

static
MethodBody

Access Modifier BlockStatement

Identifier Identifier IfStatement ElseStatement ReturnStatement

factorial int Condition BlockStatement Expression

Parameter ReturnType BinaryExpr Return * MethodCall

Identifier int Identifier Literal

n int n <= 1

Identifier Literal Identifier

n * factorial(n-1)

Fig. 1: Simplified abstract syntax tree (AST) for the code
snippet in Listing 1

n if (n <= 1)

return 1

True

n * factorial(n - 1)

False

n  factorial(n - 1)

(a) Data flow graph (DFG)

Entry

if (n <= 1)

return 1

Exit

return n * factorial(n - 1)

True False

(b) Control flow graph
(CFG)

Fig. 2: Flow graphs representation for the code snippet in
Listing 1

A. Abstract Syntax Tree (AST)

The AST representation is of particular interest due to
the rich syntactical and lexical details it offers without the
need for executing the code. An AST for our Java method is
illustrated in Figure 1, where the tree structure provides an
overview of the program’s syntactic composition, including
decision-making constructs like ‘if‘ statements and expressions
involving function calls and arithmetic operations. The AST
is particularly beneficial for capturing the structural aspects
of the code, which makes it well-suited for graph neural
networks requiring many nodes and edges for meaningful
feature extraction.

B. Data Flow Graph (DFG)

While the AST gives us valuable insights into the syntactic
structure of the code, it does not capture how data moves or
interacts within the program. This is where Data Flow Graphs
(DFG) come into play. As demonstrated in Figure 2a, a DFG
shows the flow of data between variables and computations,
capturing the dependencies between different parts of the code.

C. Control Flow Graph (CFG)

To understand the runtime behaviour and possible paths
that can be traversed during the code execution, Control Flow
Graphs (CFG) are indispensable. Our Java method’s CFG,
shown in Figure 2b, presents a high-level overview of all
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Fig. 3: BMDAL framework for graph data

possible routes the execution could take, from the initial
method call to the return statements.

In summary, the combination of these source code repre-
sentations enables us to comprehensively analyze and model
the behaviour, structure, and data flow within a software
system, which is particularly useful for ML-driven software
engineering research.

III. ACTIVE LEARNING APPROACH

In this section, we outline the key components of our
active learning framework. The process begins by converting
source code into graph representations. These graphs are then
embedded through unsupervised techniques or supervised.
For supervised embeddings, we employ GNN in conjunction
with active learning. This involves iteratively training the
GNN based on newly added batches from the active learning
process. During the active learning phase, we explore various
selection methods, as well as kernels and their associated
transformations.

A. Source Code to Graph

This section describes the methodology for constructing
graphs from the source code, specifically Java files, as illus-
trated in Figure 4.

1) AST Parsing: We initially transform the source code
into an AST as an intermediate representation. The AST
representation can be extracted through source code parsing
alone, without the need for executing the program. We use the
pure Python Java parser javalang1 to parse each test file and
use the node types, values, and production rules in javalang
to describe our ASTs. To encapsulate both semantic elements
and syntactical attributes, we enhance the AST by integrating
edges that capture data and control flow. This results in a
Flow-Augmented AST (FA-AST) graph, a concept that was
pioneered in our prior research [24].

The impetus for enriching the AST originates from con-
temporary research [23], underscoring the necessity for com-
prehensive code representations in applying deep learning
techniques to software engineering. Given the intricate nature
of performance prediction tasks, relying solely on the syntactic
information derived from basic AST falls short of delivering
high-fidelity outcomes. Therefore, we augment the tree-like
architecture of the AST with additional semantic layers that
signify both data and control flow, evolving it into a more
elaborate graph. This enriched graph representation encodes a

1https://pypi.org/project/javalang/

broader set of information than what is offered by the source
code structure alone.

AST Parser AST
Parse

FA-AST

Adding
Edges

Fig. 4: Source Code to Graph Process

2) Capturing Ordering and Data Flow: To understand how
the graphs are built, we will present each augmentation and
then explain in detail how the FA-AST is built. We augment
AST with different types of additional edges representing
data flow and node order in the AST. Specifically, we use
the following additional flow augmentation edges, in addition
to the AST child and AST parent edges that are produced
readily by AST parsing:
FA Next Token (b):
This type of edge connects a terminal node (leaf) in the AST
to the next terminal node. Terminal nodes are nodes without
children. In Figure 1, an FA Next Token edge would be added,
for example, between n and int(the first leaves at the left
bottom).

FA Next Sibling (c):
This connects each node (both terminal and non-terminal) to
its next sibling and allows us to model the order of instructions
in an otherwise unordered graph. In Figure 1, such an edge
would be added, for example, connecting the public and
with the static and static with MethodBody node.

FA Next Use (d):
This type of edge connects a node representing a variable to
the place where this variable is next used. For example, the
variable n is declared in the first line in Listing 1, and then
used next in Lines 2 and 5.

3) Capturing Control Flow: In a second augmentation step,
we now add further edges representing the control flow in the
test cases. We currently support if statements, while and for
loops, as well as sequential execution. We currently do not
support switch statements or do-while loops, as these are less
common. Java source code containing these elements will still
be parsed successfully, but the FA-AST will not capture these
control flow constructs. Specifically, the following further
edges are added (see also Figure 5):

FA If Flow (e):
This type of edge connects the predicate (condition) of the if-
statement with the code block that is executed if the condition
evaluates to true. Every if-statement contains exactly one
such edge by construction.

FA Else Flow (f):
Conversely, this edge type connects the predicate to the
(optional) else code block.

FA While Flow (g):
A while loop essentially entails two elements - a condition
and a code block that is executed as long as the condition
remains true. We capture this through a FA While Flow (g)
edge connecting the condition to the code block, and an FA
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IF

PRED IF-BLOCK ELSE-
BLOCK(e)

(f)

AST edge
(e) FA If  Flow
(f) FA Else Flow

WHILE

COND BLOCK
(g)

AST edge
(g) FA While Flow
(d) FA Next Use

(d)

FOR

COND BLOCK
(h)

AST edge
(h) FA For Flow
(d) FA Next Use

(d)

BLOCK

CALL CALL
(i)

AST edge
(i) FA Next Statement Flow

CALL
(i)

Figure 4.1 - if Figure 4.2 - while

Figure 4.3 - for Figure 4.4 - block

Fig. 5: Additional flow augmentations for different control
flow constructs

Next Use (d) edge in the reverse direction. The latter is used
to model the next usage of a loop counter.

FA For Flow (h):
For loops are conceptually similar to while loops. We use FA
For Flow (h) edges to connect the condition to the code block,
and an FA Next Use (d) edge in the reverse direction. Similar
to the modelling of while-loops, FA Next Use (d) relates to
the usage (typically incrementing) of a loop counter.

FA Next Statement Flow (i):
In addition to the control flow constructs discussed so far,
Java of course also supports the simple sequential execution
of multiple statements in a sequence within a code block. FA
Next Statement Flow edges (i) are used to represent this case.
Different from the constructs discussed so far, a code block
can contain an arbitrary number of children, and the FA Next
Statement Flow edge is always used to connect each statement
to the one directly following it.

B. Graph Representation Learning

The graph structure of the data items in G restricts the types
of regression models that can be used, and thus, the types of
query strategies to be employed for active learning. Therefore,
we construct embeddings that can be used to project the graph
data into a latent space where any regression model (and thus
query strategy) can be utilized.

Since we focus on directed graphs, we use embedding algo-
rithms compatible with directed graphs where the adjacency
matrix is not symmetric. For this purpose, we explore three
main approaches: unsupervised embeddings based on shallow
embedding methods and supervised embeddings (based on
GNNs). Each of these categories is listed and explained below.

1) Unsupervised Embedding: In our previous study [22],
we investigate a number of shallow graph embeddings based
on matrix factorization or skip-gram-based embeddings. The
obtained results (Table 3 and Table 5 in [22]) show that
Graph2Vec [18] achieves the best results for graph-level em-
bedding across all unsupervised graph embeddings. Thus, in
this paper, we use Graph2Vec as the unsupervised embedding.

Algorithm 1 Pool-based BMDAL loop in unsupervised setting

Require: Graphs G, BMDAL algorithm NEXTBATCH (see
Algorithm 3), list Lbatch of batch sizes

1: X = Graph2Vec(G)
2: Split X into Xtrain, Xpool, Xtest
3: for AL batch size Nbatch in Lbatch do
4: Train NN model fθ on Xtrain
5: Evaluate NN model fθ on Xtest
6: Xbatch ← NEXTBATCH(fθ,Xtrain,Xpool,Nbatch)
7: Move Xbatch from Xpool to Xtrain and acquire labels Ybatch

for Xbatch
8: end for
9: Train final model fθ on Xtrain

10: Evaluate final model fθ on Xtest

2) Supervised Embedding: Similar to unsupervised settings
we select the most accurate GNN model out of the state-
of-the-art architectures (namely GCNConv, GraphSAGE, and
GraphConv) that were used in our previous study. Thus, in our
experiments, we use GraphConv [8] since it yields the most
accurate results for our graph data.

C. Batch Mode Deep Active Learning

In this section, we will discuss how we use different selec-
tion methods and how kernels and kernel transformations are
incorporated with the selection methods and neural networks.
When constructing query strategies for the BMDAL frame-
work, The following three criteria are generally considered
for selecting batches [29]:

• Informativeness: The selection method should select sam-
ples where the model is mostly uncertain about the label.

• Diversity: The selection methods must ensure that the
samples in the batch must be diverse and different from
each other.

• Representative: The selection of the training set should
be concentrated on the region where the pool data distri-
bution has high density.

Algorithm 1 illustrates the general procedure for pool-based
BMDAL utilizing unsupervised graph embedding. Initially,
we derive the embeddings for the complete graph set G
using Graph2Vec. The embeddings X are then partitioned into
training Xtrain, testing Xtest, and pooling Xpool subsets. Note
that the test lables are never used in training or querying
for active learning. Within the BMDAL loop, the neural
network (NN) model is first trained on the initially labelled
embeddings Xtrain and subsequently evaluated on Xtest. Next,
a batch Xbatch ⊂ Xpool is selected using the NEXTBATCH
method, which forms the core of BMDAL. The labeled set
is updated by transferring the selected batch Xbatch from Xpool
to Xtrain and acquiring the labels Ybatch for it. The NN model
is then retrained on the extended Xtrain and re-evaluated on
Xtest. Finally, the model is trained on the complete Xtrain and
evaluated on Xtest.

Algorithm 2 illustrates the general steps for pool-based
BMDAL in supervised setting. The process is slightly different
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Algorithm 2 Pool-based BMDAL loop in supervised setting

Require: Graph Data G, initial labeled graphs training set
Gtrain, unlabeled graphs pool set Gpool, test set Gtest,
BMDAL algorithm NEXTBATCH (see Algorithm 3), list
Lbatch of batch sizes

1: for AL batch size Nbatch in Lbatch do
2: GNN = GraphConv (Gtrain) {training the GNN model}
3: X = GNN.embedding(G)
4: Extract Xtrain,Xtest,Xpool from the embedding set X

based on the indices of Gtrain, Gtest, Gpool,
5: Train NN model fθ on Xtrain
6: Evaluate NN model fθ on Xtest
7: Xbatch ← NEXTBATCH(fθ,Xtrain,Xpool,Nbatch)
8: Move Xbatch from Xpool to Xtrain and acquire labels Ybatch

for Xbatch
9: Update Gtrain

10: end for
11: Train final model fθ on Xtrain
12: Evaluate final model fθ on Xtest

since the GNN model is incorporated into the active learning
process because Xtrain is updated in each iteration in order
to utilize the recently labelled data. Here, we first define the
indices of training, test, and pool sets in advance. Then, in
the active learning loop, we initially train the GNN model
in order to obtain an initial embedding. Then, based on this
embedding, we train the NN model and evaluate it on Xtest.
Then, we select Xbatch by NEXTBATCH. Next, we update the
labelled set by moving the selected batch Xbatch from Xpool to
Xtrain and acquire the labels Ybatch for Xbatch. Thus, Xtrain

is then extended, and we train the GNN again based on the
extended training graph set to obtain a new embedding. The
NN is then trained again on the extended embeddings set and
so on. At the end of iteration, we train the final model on the
full Xtrain and evaluate it on Xtest.

Algorithm 3 Kernel-based batch construction framework

1: function NEXTBATCH(fθ,Xtrain, Xpool, Nbatch)
2: k ← BaseKernel(fθ)
3: k ← TransformKernel(k,Xtrain)
4: return SELECT(k,Xtrain, Xpool, Nbatch)
5: end function

Kernels and Kernel Transformation in BMDAL: The
usage of kernels and related transformations is inspired by
the study in [11]. The authors formulate the use of kernels
and kernel transformations within a general framework for
BMDAL for tabular regression data.

The kernel-based batch construction framework outlined in
Algorithm 3 serves as a fundamental component in Algo-
rithms 1 and 2. This framework enables the manipulation of
kernels and kernel transformations, fulfilling key functionali-
ties.

A primary motivation for employing kernels in this frame-
work is to emphasize informativeness as a crucial criterion

for assessing the efficiency of selection methods. This is
particularly vital for tasks involving uncertainty quantifica-
tion. Whereas softmax layers commonly serve to measure
uncertainty in classification, such methods are not directly
applicable to regression tasks. In regression that yields scalar
outputs—such as execution time in our case study—a straight-
forward uncertainty quantification mechanism is absent. This
gap is bridged by using Gaussian Process (GP), a Bayesian
technique that computes uncertainties via kernel methods.

In Gaussian Process, the selected kernel plays a critical
role in determining the quality of the uncertainty estimates.
In the context of Neural Networks, the base kernel (computed
in line 2 of Algorithm 3) is used to approximate the NN by
capturing similarities between data points in the feature space,
which is obtained post-training. Kernels can be transformed
to either enhance computational efficiency or better represent
the relations between data points. The purpose of the kernel
transformations (as introduced in [11]) is to formulate many
existing BMDAL methods under one common framework.

After transforming the kernel, a selection method (SELECT)
is invoked. This method utilizes the transformed kernel to
guide the selection process, as detailed in Algorithm 4.

In our experiments, we use the neural tangent kernel
(NTK) [14] as the base kernel. We use this kernel because
it mimics the neural network and performs the best overall
when used in conjunction with different selection methods
according to the experiments of [11]. The NTK Θ(x, x′) given
two input vectors x and x′ is defined as the Jacobian of the NN
outputs with respect to the network parameters θ, evaluated at
the initial parameters, and then taking their inner product (see
Eq.1).

Θ(x, x′) =
∑
i,j

∂fi(x)

∂θj

∂fi(x
′)

∂θj
, (1)

Note that fi(x) is the ith output of the neural network for
input x, and θj is the jth parameter of the network.

We consider four different kernel transformations in this
paper. First, the GP posterior covariance after observing the
training data Xtrain for a given base kernel k with the
corresponding feature map ϕ which is defined in Eq.2.

k→post(Xtrain,σ2)(x, x
′) =

σ2ϕ(x)T (ϕ(X T
trainϕ(Xtrain) + σ2I)−1ϕ(x′)) (2)

Note that σ2 is the variance of the observation noise in the
underlying model.

Second, we use the scaling transformation where we employ
a scaling factor λ ∈ R to form the scaled kernel λ2k with the
feature map λϕ. This is particularly important when using a
GP with λ2k as its covariance function, as it quantifies the
covariance between f(x) and f(x̃) based on the prior over
functions f .

k→scale(Xtrain)(x, x
′) = λ2k(x, x′) (3)
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The third transformation is sketching, employed to approx-
imate a high-dimensional kernel k with a lower-dimensional
one for computational efficiency. We refer to Holzmüller et
al. [11] for details.

Finally, we utilize two kernel transformations corresponding
to two different ways of applying the ACS-FW method from
Pinsler et al. [19] applied to GP regression. Thereby, we use
acs-rf (kernel of Bayesian batch active learning as sparse
subset approximation with p random features) and acs-rf-hyper
(kernel of Bayesian batch active learning as sparse subset
approximation with p random features and hyperprior on σ2).
We refer to Pinsler et al. for details of this method, and
Holzmüller et al. [11] for details of the kernel transformation
applied to GP regression.

Algorithm 4 Iterative Selection Algorithm Template with
Customizable Function NextSample

Require: k,Xtrain,Xpool,Xbatch,mode ∈ {P,TP}
Ensure: Xbatch

1: function SELECT (k,Xtrain,Xpool,Xbatch,mode ∈
{P,TP})

2: Xbatch ← ∅
3: if mode = TP then
4: Xmode ← Xtrain
5: else
6: Xmode ← ∅
7: end if
8: for i = 1 to Nbatch do
9: Xsel ← Xmode ∪ Xbatch {Currently ”selected” points}

10: Xrem ← Xpool \ Xbatch {Currently unselected points}
11: Xbatch ← Xbatch ∪ {NextSample(k,Xsel,Xrem)}
12: end for
13: return Xbatch
14: end function

Selection Methods: We will now discuss a variety of
kernel-based selection methods to be used for querying in
active learning. Algorithm 4 shows the details of the selection
method SELECT that was manipulated in Algorithm 3. To
favour samples with high informativeness in an iterative active
learning scheme that tries to enforce the diversity of the
selected batch, two approaches can be used according to [11]:

• (P ) Informativeness can be incorporated through the
kernel. For example, k → Xtrain(x, x) represents the
posterior variance at x of a GP

• (TP ) Informativeness can be incorporated implicitly by
enforcing diversity of Xtrain ∪ Xbatch instead of only
enforcing diversity of Xbatch. In other words, a batch
that is sufficiently different from the training set typically
necessarily contains new information.

This explains the usage of mode parameter in SELECT in
Algorithm 4 for different selection methods. It is worth
mentioning that we use the same setting that was used in
the experiments by Holzmüller et al. [11]. Algorithm 4 serves
as a generalized mechanism for constructing sample batches.

It takes as input a kernel k, the current training set Xtrain, a
pool of potential samples Xpool, an initially empty batch Xbatch,
and a mode parameter which can either be P or TP . The
algorithm starts by initializing an empty set Xbatch which will
be incrementally populated with samples. Depending on the
selected mode (P or TP ), the algorithm initializes another set
Xmode either as an empty set or as equivalent to the current
training set Xtrain. Then it loops for Nbatch iterations, where
in each iteration, the set of currently “selected” samples,
denoted by Xsel, is updated to be the union of Xmode and
Xbatch. Additionally, the remaining samples Xrem are updated
to consist of those samples in the pool Xpool which have not
yet been added to Xbatch. The selection method (denoted by
NextSample in the algorithm) then selects a new sample
from the remaining set Xrem, based on the kernel k and the
set of currently selected samples Xsel. This new sample is
added to Xbatch. After Nbatch iterations, the algorithm returns
the selected batch Xbatch.

Table I shows the selection methods investigated in our
experiments and the corresponding kernels and kernels trans-
formation used. Note that many of the selection methods
correspond to existing methods in the active learning literature,
some of which were originally formulated for classification.
Holzmüller et al. [11] formulate each of these selection
methods under one common framework and adapt them to
regression if needed. For simplicity, we use similar (but
shortened) formulations, but we refer to [11] for details of
each method.

• Random Selection. This corresponds to sampling a data
point uniformly at random from the points in the pool
Xrem. The selection method is shown in Eq.4.

NextSample(K,Xsel,Xrem) ∼ U(Xrem), (4)

where U(Xrem) is the uniform distribution over Xrem.
For this method both P and TP are equivalent.

• MAXDIAG. This corresponds to Eq.5. It is shown in
[11] that this is equivalent to BALD [12] in a regression
setting.

NextSample(K,Xsel,Xrem) = argmaxx∈Xrem
K(x, x)

(5)
According to Eq.5, MAXDIAG selects the maximum of
the elements on the diagonal of the posterior covariance
matrix. For this method both P and TP are equivalent.

• MAXDET. This corresponds to Eq.6. It is shown in [11]
that this is equivalent to BatchBALD [16] in the regres-
sion setting. This only holds under certain conditions, see
[11] for details.

NextSample(K,Xsel,Xrem) =

argmaxx∈Xrem
det(k(Xsel ∪ {x},Xsel ∪ {x}) + σ2I) (6)

MAXDET. This is considered an improvement over MAX-
DIAG because it takes Xsel into account by conditioning
the GP on Xsel when computing the posterior covariance.
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• BAIT. This corresponds to the selection method intro-
duced by Ash et al. [3]. BAIT potentially improves on
the previous selection methods by also considering how
well the selected batch represents the current pool set. It
is shown in [11] that the original formulation from [3] is
equivalent to Eq.7.

NextSample(K,Xsel,Xrem) =

argminx∈Xrem
Σx′∈Xtrain∪Xpool

k →post (Xsel ∪ x, σ2)(x′, x′)
(7)

Note that [3] introduces two versions of BAIT: forward
and forward/backward. Eq.7 corresponds to the forward
version of BAIT, which we use in our experiments due
to superior performance.

• FRANKWOLFE. This method approximates the kernel
mean embedding using a Frank-Wolfe optimization al-
gorithm. To ensure that Xbatch accurately represents the
pool set, Pinsler et al. [19] recommend constructing Xbatch
in a manner that closely approximates Σx∈Xpoolϕ(x) by
Σx∈Xbatchwxϕ(x), where wx’s are non-negative weights.
Specifically, they advocate the use of the Frank-Wolfe
optimization algorithm to solve the related optimization
problem, enabling an iterative selection of elements into
Xbatch. This method aims to approximate the distribution
of Xpool through Xbatch by mimicking the empirical kernel
mean embedding N−1

poolΣx∈Xpoolk(x, .) using Xbatch. The
strategy can be executed in either the kernel or feature
space. Due to the quadratic scaling with Npool in the
kernel space, Pinsler et al. [19] opt for the feature space
approach when handling large pool sets, a choice we
also adopt in our experiments. Unlike the original method
which allows for repeated selection of the same x ∈ Xpool,
we disallow this to ensure batch sizes remain consistent
for a fair comparison with other techniques.

• MAXDIST. This corresponds to greedily selecting data
points that maximize the distance to those already se-
lected. The selection method is shown in Eq.8.

NextSample(k,Xsel,Xrem) =

argmaxx∈Xrem
minx′∈Xseldk(x,x′) (8)

This method is equivalent to Coreset [25] for a particular
configuration of the kernel (see [11] for details).

• KMEANSPP. This is defined in Eq.9 and is related to
BADGE [4] (see [11] for details).

NextSample(k,Xsel,Xrem) =

minx′∈Xsel
dk(x, x

′)2

Σx′∈Xremminx∈Xsel
dk(x, x′)2

(9)

Much like MaxDet, MaxDist ensures both Informative-
ness and Diversity but falls short on Representativity.
To address this, one can consider batch selection as
a clustering problem. In Eq.9, the optimization task
essentially reformulates the k-medoids problem, blending

the k-means clustering objective with the stipulation that
cluster centroids must be selected from the clustered
dataset.

• LCMD. As a deterministic counterpart to the stochastic
k-meansPP method, Holzmüller et al. [11] introduce a
method known as LCMD (Largest Cluster Maximum Dis-
tance). This selection method considers representativity
by restricting selections to the largest cluster, while also
promoting diversity by selecting the data point that is fur-
thest away within that cluster. In this context, x′ ∈ Xsel

denotes cluster centroids, c(x) signifies the associated
center for each x ∈ Xrem, and S(x′) represents the size
of the cluster. According to Eq.10, the data point with
the greatest distance from the largest cluster is selected.

NextSample(K,Xsel,Xrem) =

argmaxx∈Xrem:s(c(x))=maxx′∈Xsel
s(x′)dK(x, c(x)) (10)

c(x) = argminx′∈Xsel
dk(x, x

′)

s(x′) = Σx∈Xrem:c(x)=x′dk(x, x
′)2

TABLE I: An overview of the used kernel and kernel trans-
formation for each selection method

Selection Method Kernel Kernel Transformation Mode
BAIT

sketch → scale → post
PMAXDIST

MAXDET
KNEANSPP

sketch → acs-rf
P

MAXDIAG -
FRANKWOLFE NTK

sketch → acs-rf-hyper
P

LCMD
sketch

TP

Random - - -

IV. EXPERIMENT

A. Collection of Data

To bolster the dependability of our experiments, two distinct
real-world datasets consisting of performance metrics are
utilized. The first, called OSSBuild, consists of actual build
data acquired from the continuous integration frameworks
of four distinct open-source projects. The second, termed
HadoopTests, is a more expansive dataset that we gathered
ourselves by running the Hadoop open-source system’s unit
tests in a well-regulated setting. A summarization of both
datasets can be found in Table II. Further details about each
dataset are elaborated in the subsequent subsections.

1) OSSBuild Dataset: Initially employed in the work of
Samoaa et al. [24], this dataset includes data related to test
run times in the build systems of four open-source softwares:
systemDS, H2, Dubbo, and RDF4J. All of these projects make
use of public continuous integration platforms and provide
publicly available build details, which we used to gather data
on test execution times in the summer of 2021. Refer to
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TABLE II: Overview of the OSSBuilds and HadoopTests
datasets.

Proj. Desc. Files Runs Nodes Vocab.

O
SS

sysDS Apache ML
for Data
Science
lifecycle

127 1321 114904 3205

H2 Java SQL DB 194 1391 432375 18326
Dubbo Apache

Remote
Procedure
Call
framework

123 524 77142 4505

RDF4J Scalable RDF 478 1055 242673 10844
Tot. 922 4291 867094 36880

H
ad

oo
p Hadoop Apache

framework
for big data

2895 24348 5090798138952

Table II (top) for essential statistics about these projects. The
term ”Files” refers to the unit test files we monitored for
execution durations, while ”Runs” signifies the aggregated
execution count for these files. ”Nodes” and ”Vocabulary Size”
denote the graphs. Prior to parsing, we exclude code comments
to minimize the graph nodes. We observe 867094 nodes and
36880 vocabulary entries.

2) HadoopTests Dataset: In order to address the limitations
of the OSSBuild dataset, particularly the confined file counts
per project, a second dataset was generated. We selected
the Apache Hadoop project due to its extensive collection
of test files (2895) with adequate complexity. We executed
all of the unit tests in the project five times and recorded
each test file’s execution time, as reported by the JUnit
framework. We utilized a dedicated virtual machine equipped
with two virtualized CPUs and 8 GBytes of RAM for this data
collection, and non-essential services were disabled to ensure
consistent performance. Statistics for the HadoopTests dataset
are outlined in Table II (bottom). The dataset has an enlarged
node count with 5090798 nodes and 138952 vocabulary terms.

B. Experiment Setting

To systematically investigate different combinations of ker-
nels, kernel transformations, and selection methods as outlined
in Table 1, we subject our datasets to these various selection
techniques. For the HadoopTests dataset, the initial training
size, denoted by Ntrain, is set at 256, while for OssBuilds,
it is 88. We then proceed to obtain 16 batches, each having
a size of Nbatch equalling 128 for HadoopTests and 45 for
OssBuilds, applying the corresponding BMAL method. This
entire process is repeated 10 times, each time with unique
initialization seeds for the neural network (NN) and different
partitions of the data into training, pool, and test subsets.
The evaluation metric we consider is the root mean squared
error (RMSE) calculated on the test dataset after each BMAL
iteration. The logarithm of the RMSE error metric is then

averaged over 10 repetitions and, depending on the specific
experiment, over 16 steps for each dataset and embedding.

The GNN model is configured with three layers of Graph-
Cov layers. In contrast, for the NN model, we employ a
fully connected architecture consisting of three layers, each
having 512 neurons in both of the hidden layers. The activation
function chosen for both networks is ‘relu’. The training of
both GNN and NN is executed using the Adam optimizer,
spanning 256 epochs with a batch size of 32. The embedding
dimension in the supervised and unsupervised settings is 90.

C. Experimental Results
In this section, we will present the average RMSE values.

The mean log RMSE for each embedding is illustrated in
different subfigures. We assess the performance of the con-
figurations outlined in Table I.

a) BMDAL for HadoopTests: Figure 6 illustrates the
performance of various selection methods in the context of
HadoopTests. It breaks down the results by depicting the
average log RMSE in both supervised and unsupervised em-
beddings. In unsupervised embedding, shown in Figure 6a,
Random selection consistently underperforms relative to other
methods. MAXDIST stands out as the most effective, partic-
ularly as the labelled data grow. Moving to the supervised
embedding results in Figure 6b, the Random selection method
still performs the poorest, while BAIT and MAXDET con-
sistently outperform the rest across various training set sizes.
Interestingly, the typical best-performing methods (BAIT and
MAXDET) do not maintain their lead when the size of the
labelled data is restricted to around 256 samples. In this
specific context, MAXDIST is the most effective method.
Overall, the results demonstrate the effectiveness of active
learning, i.e., the benefits of non-random selection methods,
especially MAXDIST.

b) BMDAL for OssBuilds: The evaluations for Oss-
Builds reveal a noticeably higher variance in each selection
method for OSSBuilds compared to the HadoopTest dataset.
This increased variability is likely due to having fewer samples
of OSSBuilds, which comprises graphs from four distinct
projects.

In the unsupervised embedding setting, as indicated by
Figure 7a, both Random and FRANKWOLFE methods gen-
erally underperform. Intriguingly, LCMD exhibits a sudden
and significant improvement, becoming the best-performing
method when the training batch size reaches approximately
256. However, this performance gain is ephemeral, as its
RMSE error escalates once again beyond this point.

Despite Random being the least effective method in super-
vised settings as in Figure 7b, certain variations appear at
smaller training set sizes. Specifically, in the first 64 labelled
training samples, FRANKWOLFE underperforms most no-
tably. For the same training sample size, MAXDIST emerges
as the best performer, consistent with the HadoopTest dataset.

D. Further Discussions
In this section, we discuss further the results from various

perspectives.
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Fig. 6: Root mean square error for BMDAL in both embedding settings on HadooptTests.
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Fig. 7: Root mean square error for BMDAL in both embedding settings on OssBuilds.

• Observations on data variability: Our results indicate
smoother and less variable performance for HadoopTests
compared to OssBuilds. This difference is primarily due
to the source of the graphs. While Hadoop’s graphs
originate from a single project, OssBuilds features graphs
from various domain projects (as detailed in Table II).
Additionally, the larger number of graphs in Hadoop
contributes to this stability.

• Performance w.r.t. embedding types: Upon examining
the mean log RMSE values, it is clear that supervised
embeddings offer the most effective setting for the se-
lection methods. This is evidenced by the lower mean
log RMSE and higher delta (mean log RMSE) — 1.4 for
HadoopTests and 1 for OssBuilds—compared to 0.25 for
unsupervised embedding. However, caution is warranted
in generalizing these findings, as they may require valida-
tion with more diverse graph data from various projects.

• Computational considerations: It is worth noting that
the supervised setting comes with increased computa-
tional demands. This is because each active learning
iteration involves not only training an NN based on the
embeddings but also training the GNN to obtain those
embeddings.

• Graph characteristics and implications: Our analysis
performed on graph data in our previous study [22] (Table
2) reveals that the graphs in our study are characterized
by high diameter and sparsity, adding complexity to the
task. Furthermore, these graphs are augmented versions
of Abstract Syntax Trees (ASTs).

• Comparison with previous work: Interestingly, our
current findings diverge from our previous paper where
batch and kernel components were not utilized. This
highlights the crucial role both the active learning and
the quality of embeddings play in influencing the results.
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V. CONCLUSION

In this study, we employed Batch Mode Deep Active Learn-
ing (BMDAL) for graph data within a regression framework.
The algorithm integrates kernels and kernel transformations
with active learning selection methods. Specifically, the Neural
Tangent Kernel (NTK) serves as the base kernel, while the
Gaussian Process (GP) posterior variance is primarily uti-
lized for kernel transformation. Supervised and unsupervised
embedding are investigated to adapt the graph data to this
framework. Our experimental results indicate that supervised
embedding provides the most effective setting for selection
methods. While identifying a universally optimal selection
method across different experimental settings proved chal-
lenging, MAXDET and MAXDIST consistently emerged as
top performers. Conversely, the Random method, used as a
baseline, consistently ranked as the least effective, indicating
the advantage of active learning for data labelling.
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R. Garnett, editors, Advances in Neural Information Processing Systems,
volume 32. Curran Associates, Inc., 2019.

[20] C. E. Rasmussen and C. K. I. Williams. Gaussian processes for machine
learning. Adaptive computation and machine learning. MIT Press, 2006.

[21] P. Ren, Y. Xiao, X. Chang, P.-Y. Huang, Z. Li, B. B. Gupta, X. Chen,
and X. Wang. A survey of deep active learning, 2021.

[22] P. Samoaa, L. Aronsson, A. Longa, P. Leitner, and M. H. Chehreghani.
A unified active learning framework for annotating graph data with
application to software source code performance prediction, 2023.

[23] P. Samoaa, F. Bayram, P. Salza, and P. Leitner. A systematic mapping
study of source code representation for deep learning in software
engineering. IET Software, 16(4):351–385, 2022.

[24] P. Samoaa, A. Longa, M. Mohamad, M. H. Chehreghani, and P. Leitner.
Tep-gnn: Accurate execution time prediction of functional tests using
graph neural networks. In D. Taibi, M. Kuhrmann, T. Mikkonen,
J. Klünder, and P. Abrahamsson, editors, Product-Focused Software Pro-
cess Improvement, pages 464–479, Cham, 2022. Springer International
Publishing.

[25] O. Sener and S. Savarese. Active learning for convolutional neural
networks: A core-set approach. In International Conference on Learning
Representations, 2018.

[26] B. Settles. Active learning literature survey. Computer Sciences
Technical Report 1648, University of Wisconsin–Madison, 2009.

[27] Y. Shen, H. Yun, Z. C. Lipton, Y. Kronrod, and A. Anandkumar. Deep
active learning for named entity recognition, 2018.

[28] S. Viet Johansson, H. Gummesson Svensson, E. Bjerrum, A. Schliep,
M. Haghir Chehreghani, C. Tyrchan, and O. Engkvist. Using active
learning to develop machine learning models for reaction yield predic-
tion. Molecular Informatics, 41(12):2200043, 2022.

[29] D. Wu. Pool-based sequential active learning for regression. IEEE
Transactions on Neural Networks and Learning Systems, 30(5):1348–
1359, 2019.

[30] Y. Wu, Y. Xu, A. Singh, Y. Yang, and A. Dubrawski. Active learning
for graph neural networks via node feature propagation, 2019.

[31] Y. Zhang, H. Tong, Y. Xia, Y. Zhu, Y. Chi, and L. Ying. Batch active
learning with graph neural networks via multi-agent deep reinforcement
learning. Proceedings of the AAAI Conference on Artificial Intelligence,
36(8):9118–9126, Jun. 2022.

[32] Y. Zhang, Y. Xia, Y. Zhu, Y. Chi, L. Ying, and H. Tong. Active
heterogeneous graph neural networks with per-step meta-q-learning. In
2022 IEEE International Conference on Data Mining (ICDM), pages
1329–1334, 2022.

Authorized licensed use limited to: Chalmers University of Technology Sweden. Downloaded on May 14,2024 at 09:49:37 UTC from IEEE Xplore.  Restrictions apply. 


	Abstract
	Acknowledgments
	List of Publications
	Research Contribution
	List of Acronyms
	Contents
	I Introductory chapters
	1 Introduction
	2 Background
	2.1 Graphs and Trees
	2.2 Model-Centric AI
	2.3 Data-Centric AI
	2.4 Graph Neural Networks (GNNs)
	2.5 Active Learning 

	3 General Overview of The Papers
	3.1 Exploration of Tree and Graph Representation 
	3.1.1 Analyzing Trees and Graphs as Intermediate Representations
	3.1.2 Exploring the Integration of Multiple Representations

	3.2 Tree Regression Analysis and Model-Centric AI for Trees 
	3.2.1 Behaviour of TBNN models in Regression Context
	3.2.2 Model-Centric AI for Trees
	3.2.3 Error and Correlation Analysis for TBNN models on Regression

	3.3 Data-Centric AI for Graphs
	3.3.1 From Tree to Graph over Data-Centric AI
	3.3.2 Validating the Data-Centric AI Approach

	3.4 Active Learning for Graphs 
	3.4.1 Informativeness and Representativeness
	3.4.2 Diversity

	3.5 Contributions
	3.6 Limitations and Challenges

	4 Concluding Remarks and Future Works
	4.1 Conclusion
	4.2 Future Work


	II Appended papers
	Paper 1: A systematic mapping study of source code representation for deep learning in software engineering
	Paper 2: Analysing the Behaviour of Tree-Based Neural Networks in Regression Tasks
	Paper 3: Tep-gnn: Accurate execution time prediction of functional tests using graph neural networks
	Paper 4: A Unified Active Learning Framework for Annotating Graph Data For Regression Task
	Paper 5: Batch Mode Deep Active Learning for Regression on Graph Data


