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Abstract
Superconducting quantum circuits are a promising platform for the experimental re-
alization of quantum computers. One of the main challenges in quantum computing
hardware is the limited time over which we can sustain the information encoded in a
quantum state: the state is easily perturbed by its environment in a process known as
decoherence, leading to a loss of the information stored within.

A major source of decoherence in superconducting circuits are parasitic two-level
systems (TLSs), which can couple to the device and act as a source of dielectric loss.
In this thesis, I study the impact of device design, fabrication procedure, and materials
properties on the TLS loss of our devices through materials analysis, cryogenic microwave
measurements, and simulations. The devices I study include coplanar waveguide (CPW)
resonators, 3D cavity resonators, and aluminium-on-silicon transmon qubits.

In our quantum processor architecture, the CPW resonators used for qubit readout
face similar loss sources as the qubits; however, resonators have a faster fabrication and
characterization turnaround. Therefore, we use resonators as proxies to investigate the
decoherence mechanisms in quantum circuits, and we show how the extracted informa-
tion can be applied to improve coherence in transmon qubits.

Having identified a dominant source of TLS loss at the substrate-metal interface of our
devices, we find that by increasing the grain size of the superconducting films through
increasing the film thickness, we can decrease the contribution of intergranular oxide
to the TLS loss at this interface. We show that this approach can yield time-averaged
energy relaxation times T1 > 200 µs, with the best qubit reaching an average T1 = 270 µs
and a highest observed T1 = 501 µs, improving on our previously standard T1 ∼ 100 µs.

Studying the performance of our 3D cavity resonators as a function of design, ma-
terial quality, and fabrication procedure, our improved cavities can reproducibly yield
resonance quality factors above 80 × 106.

We also integrate our quantum processors into a flip-chip architecture to improve the
scalability of our devices. We find that our approach does not measurably degrade the
performance of the integrated qubits.

Additionally, we study the nonlinearity of the dielectric susceptibility of TLSs through
the intermodulation products generated in a resonator driven by two detuned tones.
Our analysis method can reconstruct the standard TLS model parameters from a single
spectrum measured at relatively high drive powers corresponding to ∼ 103 photons.

Keywords: Superconducting qubits, superconducting circuits, transmon, quantum
computing, coherence, two-level system loss, TLS
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CHAPTER 1

Introduction

This thesis is based on five appended scientific journal articles, in which we study quan-
tum state decoherence in superconducting quantum circuits developed for application
in quantum information processing.

In quantum information science, we encode and manipulate information represented
in a quantum state. Promising platforms for quantum computing include trapped Ryd-
berg ions, the spin states of nuclei in magnetic fields, electron spin states inside nitrogen-
vacancy centers, or states of circuit variables in superconducting circuits.

One of the main challenges in quantum computing across all the aforementioned
platforms is the limited timescale over which we can sustain the information encoded
in the quantum state: the quantum state is easily perturbed by its environment in
a phenomenon known as decoherence, resulting in a loss of the information encoded
within. The timescale of this decoherence (also referred to as the coherence time) limits
the number of meaningful logical operations we can perform on the quantum state before
the information is lost.

In superconducting quantum devices, which are the quantum computing platform
investigated in this thesis, a major source of decoherence is the presence of so-called
parasitic two-level system (TLS) defects in the devices. These TLSs can couple to the
device and cause decoherence by dielectric loss and parameter fluctuations.
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Chapter 1 Introduction

In the work contained in this thesis, we investigate the origins of decoherence in
various architectures of superconducting devices through cryogenic microwave measure-
ments, materials analysis, imaging, modeling, and simulations. Based on our findings,
we identify the dominant microscopic sources of decoherence in our devices. We develop
and test strategies to mitigate the immediately dominant decoherence mechanisms, im-
proving the resulting device coherence.

In Paper A, we find a dominant source of TLS loss at the substrate-metal interface
of our qubits and resonators, and mitigate this loss through increasing the grain size in
the metal films, thereby reducing the contribution of intergranular oxide to interfacial
loss. In Paper B, we perform a systematic study of the impact of fabrication process
variations on loss in coplanar waveguide resonators. In Paper C, we demonstrate and
characterize the frequency mixing products generated by the nonlinearity of parasitic
TLSs in a superconducting resonator. In Paper D, we investigate loss in 3D cavity
resonators, focusing on the impact of metal purity, geometry, and fabrication treatments.
Finally, in Paper E, we improve the scalability of our devices by integrating the qubits
into a flip-chip architecture. We show that our approach does not degrade the qubits’
performance compared to our standard planar architecture. In addition, this thesis
contains previously unpublished results of coherence investigations, which are outside
the scope of the appended papers.

In the present chapter, I will contextualize the work presented in the thesis and
introduce the underlying background concepts. The following chapter will cover the
standard device quality measures used to characterize the performance of the qubits
and resonators we study. I will also discuss the theory of the various loss channels
known to contribute to decoherence in superconducting devices.

The subsequent chapters will contain the theoretical concepts behind our chosen de-
vice design, as well as behind the fabrication and measurement procedures, interspersed
with the relevant experimental details.

Afterwards, I will present the main results of my work on coherence in superconduct-
ing devices, connecting the results published across the different articles together with
results of previously unpublished experiments. However, these results overview chapters
serve only as a summary of the highlights of the papers appended to this thesis, and not
all results contained in these papers will be mentioned. Therefore, the interested reader
is encouraged to find more details in the appended papers.

The final chapter concludes the thesis with a summary of the main results, with
suggestions of how the findings presented in this thesis could be applied in future works
on extending the coherent lifetimes of quantum states in superconducting devices.
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1.1 Quantum computing

1.1 Quantum computing

Over the last one hundred years, the meaning of the word “computer” has shifted
markedly from originally signifying a person whose task it was to manually compute
numerical calculations. A big shift came with the advent of the first electromechanical
computers – behemoths that could barely fit through the door, possessing the ability to
perform numerical calculations at the speed of hundreds of operations per second [1].
After decades of considerable research and development efforts in the field of computer
science, computers became omnipresent in the world. Today, computers range from
pocket versions for personal use with the ability to access a large catalogue of mankind’s
collective information and perform complex calculations at trillion operations per sec-
ond, all the way to industrial supercomputers able to perform as many as 1018 operations
per second [2].

However, despite these astounding advancements, these so-called classical computers
we are familiar with are bound to struggle with certain classes of problems, such as high-
complexity optimization problems, prime factorization of large integers, or the quantum
simulation of molecules [3, 4]. The aim of quantum computing is to exploit quantum
mechanical phenomena such as the superposition of degrees of freedom in the physical
devices that represent quantum information, as well as quantum state entanglement, to
provide up to an exponential speed-up on certain classes of problems [5].

On the flip side, quantum computers are not likely to be particularly efficient in
many standard algorithms performed by classical computers today. Therefore, the in-
tent behind building a quantum computer is not to replace classical computers in the
everyday tasks they already perform to a more than satisfactory degree; rather, quantum
computers are intended to complement classical computers in tasks that are not prac-
tically feasible on classical platforms. In many cases the relationship between classical
and quantum computers is likely to be symbiotic – such as today’s quantum computer
prototypes being controlled and programmed by classical computers.

Both classical and quantum computers encode information in bits within a basis
conventionally denoted as 0 and 1. A classical bit can only exist in either 0 or 1;
however, a quantum bit (or qubit) can exist in an arbitrary quantum superposition of
the two. A superposition of the ground state |0⟩ and the first excited state |1⟩ in a
qubit can be expressed as a linear combination of the two states: |ψ⟩ = α |0⟩ + β |1⟩,
where α and β are the probability amplitudes of finding the qubit in the associated
state. All possible qubit state vectors |ψ⟩ fulfilling the coherent superposition condition
|α|2 + |β|2 = 1 can be represented as a vector on the surface of the so-called Bloch sphere
(see Fig. 1.1).
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Figure 1.1: The Bloch vector representing a coherent quantum state ψ, which is a linear
combination of the ground state |0⟩ and the excited state |1⟩ on the surface of the Bloch sphere.
In case of decoherence by energy relaxation and the loss of phase coherence, the qubit decays
into the so-called mixed state and the state vector retracts within the sphere (see Chapter 2).

Additionally, the quantum mechanical nature of qubits enables the quantum entangle-
ment of multiple qubits, which gives rise to quantum parallelism. Quantum parallelism
means that we have parallel access to all 2n states that n entangled qubits can represent,
which is at the heart of the theoretical exponential speed-up compared to classical algo-
rithms that we strive to achieve. Consequently, with just 270 qubits, we can represent
2270 states – more than the estimated number of particles in the known Universe [6].
Achieving such a large-scale superposition experimentally in a real system is, however,
significantly more difficult than what it might sound like. It is not sufficient to build
270 independent qubits on a chip, but one needs to solve a number of device integration
and quality challenges such as wiring scalability, device parameter targeting, individual
qubit control, and coherence, to name only a few. This thesis focuses on the effort of
increasing the coherent lifetimes of quantum states encoded in superconducting devices.

The first prototypes of superconducting qubits supported coherent lifetimes on the
order of nanoseconds [7], the mere observation of which was an admirable feat. Steady
progress during the subsequent years in understanding the coherence limitations of qubits
and making improvements in qubit design [8–11], reducing the noise introduced by the
qubit’s environment [11, 12], improving fabrication methods [13, 14], and performing
materials studies [10, 15, 16], have pushed the standard coherence values of qubits
with the so-called transmon architecture (see Sec. 1.3) to around 100 µs [17, 18]. This
value of ∼ 100 µs remained the standard for several years regardless of the materials
platform on which these transmons were fabricated, until finally surpassed by qubits
made on tantalum films which were the first to demonstrate energy relaxation times
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1.2 Superconductivity

of 300 – 480 µs [19, 20], closely followed by transmons made on titanium nitride and
niobium with average relaxation times up to 291 µs and 210 µs, respectively [21, 22].
In this thesis, I demonstrate the ability of aluminium-based transmons to reach energy
relaxation times well above 200 µs, with the best qubit reaching the time-averaged value
of 270 µs and the best observed value of 501 µs.

An obvious question presents itself: how much do we need for practical applications
in quantum computing? How long of a coherence time is enough? The answer is com-
plex. It is not only the qubit coherence that is the deciding factor, but also the gate
speed and number of operations that enter the equation [23–25]. Faster gates and more
efficient algorithms reduce the time during which the device needs to retain the coher-
ence of the encoded quantum state, and longer coherence times enable more complex
calculations. While the current state-of-the-art coherence values of ∼ 100 µs and gate
times below 100 ns are sufficient to enable demonstrations of quantum supremacy [26,
27] – calculations performed on a quantum processor that are intractable on a classical
computer within a reasonable time – these values are insufficient in order to implement
truly useful algorithms on a quantum computer [28]. To help bridge the gap between
the available and desirable coherence times, efforts in quantum error correction seek to
encode a “logical qubit” into a set of multiple physical qubits with different functions,
including error detection. Such logical qubits can yield lower error rates – however, at
the cost of an increased overhead in the number of physical qubits needed on the device
[24].

On the other hand, there is no such thing as too much coherence – if we find ourselves
in such a fortunate position that a qubit’s coherence time far exceeds our operation time,
we have the option to actively reset our qubits to the ground state before attempting a
new calculation [29].

1.2 Superconductivity
Superconductivity is a property granted to select materials, where below a certain critical
temperature Tc, electrical resistance abruptly drops to zero and direct current is trans-
ported losslessly [30]. I show this phenomenon experimentally for a superconducting Al
transmission line in Fig. 1.2. The superconducting critical temperatures are typically
very low for pure elemental superconductors – a few kelvins or below [31] – which is why
it took until Heike Kammerlingh Onnes’s experiments on mercury with liquid helium as
a refrigerant in 1911 for the phenomenon to be observed for the first time [32]. Since
then, superconductivity has been discovered in several other chemical elements, inter-
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Figure 1.2: DC-transport measurement of an aluminium transmission line. The temperature-
dependent resistance above Tc is consistent with the expected trend for a normal metal. Below
Tc, the measured resistance drops to 0. The inset shows a closer look at the region of the main
figure close to Tc.

metallic compounds, organo-metallic compounds, and ceramics [33]. Many of these more
recently discovered superconductors fall into the category of so-called high-temperature
superconductors, with Tc values above the boiling point of nitrogen (77 K). As liquid
nitrogen is a readily available low-cost coolant, this makes high-temperature supercon-
ductors more suitable for practical applications in e.g. magnetic resonance imaging,
nuclear magnetic resonance, particle accelerators, or fusion reactors [34–36].

Superconductors are incredibly valuable in quantum processors: by providing a
dissipation-free environment they, quite predictably, help extend the coherent lifetimes
of the fragile quantum information encoded in single quanta of energy. Superconducting
wires also help transport the extremely weak device output signals up the measurement
output line until these signals can be amplified.

However, the perfect conductivity statement is only truly valid for direct currents
– alternating currents will experience frequency-dependent dissipation, which we need
to be mindful of when choosing the frequencies of our devices (typically in the GHz
regime). Additionally, even for DC there is a maximum critical current Ic, above which
the superconductor will act as a normal metal. This Ic depends on material properties,
as well as the conductor’s geometry.

The first explanation of superconductivity was offered by Gorter and Casimir in the
the so-called two-fluid model of superconductivity [37]. They proposed the existence of
two different types of charge carriers - “normal” carriers that lose energy in scattering
events involving the ion lattice of the metal, and so-called “supercarriers” that somehow
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1.2 Superconductivity

avoid this type of loss.
In the equivalent circuit of this model, shown in Fig. 1.3a, all DC current is passed

through the path of least resistance - the supercarriers. At AC, however, some current
will flow through the resistive path, and we observe dissipation. The relative density of
the normal carriers and supercarriers is temperature dependent (see Fig. 1.3b). In the
original two-fluid model, the density of supercarriers ns, normalized by the total carrier
density n, scales as ns/n = 1 − (T/Tc)4. Subsequent models, such as the one discussed
in Section 2.3, expand on this model and refine its temperature dependence. In either
model, just below Tc, most carriers are still normal, while at T = 0, all carriers have
turned superconducting. At finite temperatures, there will always be normal electrons
present (also referred to as quasiparticles in the context of superconductivity), which
can cause dielectric losses – particularly at AC (see Sec. 2.3).

The two-fluid model is fully classical and makes no assumptions as to the nature of
these mysterious “supercarriers”, yet it describes the observed behaviour of supercon-
ductors remarkably well. Only some 20 years later, Leon Cooper realized that in certain
metallic lattice structures, the negative electron passing through the lattice can ever-
so-slightly distort its structure, leaving a local maximum of positive charge in its wake.
This positive charge can then attract another electron, challenging the the age-old stip-
ulation that electrons repel each other. Electron pairs bonded in this way are referred
to as Cooper pairs in honour of their discoverer [38]. The conditions for Cooper pair
formation are met at Tc for select materials. Unlike their fermionic single electron coun-
terparts, the newly formed Cooper pairs, consisting of electrons of opposite spin, are in
fact bosons. Since bosons are not subject to Pauli’s exclusion principle, the Cooper pairs
are all free to condense to the ground state. This delocalized state can be described by
a single wave function ψ, and allows for current to be transported losslessly within the
bounds of ψ. Thus, superconductivity is at its core a quantum mechanical phenomenon.
The Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity describes the micro-
scopic model of superconductivity based on the Cooper pair notion in more detail [39,
40].

The second defining feature of superconductors, apart from perfect conductivity, is
their perfect diamagnetism - the expulsion of magnetic fields from the superconductor’s
volume, also called the Meissner effect [30]. Based on their diamagnetic behaviour, we
distinguish two types of superconductors – Type-I and Type-II [41]. Type-I supercon-
ductors will expel all magnetic fields below a critical value Hc. In Type-II superconduc-
tors, we recognize two different critical fields. Below the lower value Hc1, we achieve
the Meissner state of perfect diamagnetism where all field is expelled. Between Hc1
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Figure 1.3: Two-fluid model of superconductivity. a The equivalent circuit for the two-fluid
model, where a current Jtot can flow losslessly through the inductive path as a supercurrent
Js carried by the supercarriers ns, or though the resistive path as a normal current Jn carried
by the normal carriers nn. b Temperature-dependent density of the supercarriers ns and the
normal carriers nn.

and Hc2, while magnetic field is still being expelled, some field is allowed to enter the
superconductor, where it is pinned in so-called Abrikosov vortices containing a single
quantum of flux each [42]. For an illustration of the diamagnetic properties of both
superconductor types, see Fig. 1.4.

It should be noted that this diamagnetism is only perfect for bulk superconductors.
The London brothers found that the magnetic field decays on the scale of the so-called
London penetration depth λL [43]. As a result, thin films with thicknesses on the scale of
λL, even when made from Type-I films, can also exhibit Type-II behaviours and pin flux
vortices inside the superconductor, particularly at material defect sites (see Sec. 2.4).
In a related effect, the Londons found that the current carried by the superconductor is
located within this penetration depth λL.

1.3 Superconducting quantum devices
A strong advantage of superconducting quantum computing lies in the freedom of choice
over the key parameters of our system, such as the frequencies of the different elements,
and their mutual couplings.

We can in essence engineer “artificial atoms” - macroscopic devices that despite
consisting of quadrillions of atoms, can be made to absorb or emit single photons at
anharmonic spectra, just like regular atoms. In the context of this work, this is achieved
through circuit quantum electrodynamics (circuit QED), which enables us to engineer
light-matter interactions using basic circuit elements.
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Figure 1.4: Diamagnetic properties of bulk Type-I and Type-II superconductors. a Below
Tc, the Type-I superconductor expels magnetic fields lower than the critical field Hc from its
volume. b The Type-II superconductor likewise expels magnetic fields below the first critical
value Hc1. When a field between the two critical values Hc1 and Hc2 are applied, single magnetic
flux quanta are pinned in vortices inside the superconductor. c–d Phase diagrams of the Type-
I and Type-II superconductors, respectively, showing the critical field values as a function of
temperature.

In contrast, platforms relying on actual atoms, such as trapped ion-based quantum
computing – another promising platform for quantum computing – are tied to a few
specific atoms with fixed properties.

Perhaps the most basic element in circuit QED is the resonator, which can be modeled
as an LC oscillator (see Fig. 1.5a). The energy spectrum of these resonators is that
of a quantum harmonic oscillator – a parabolic potential with discrete energy levels
separated by ℏωr, where ωr = 1/

√
LC is the resonance frequency. Some examples

of the physical realizations of such quantum harmonic oscillators are lumped-element
resonators, microstrip-line resonators, planar resonators, coplanar-waveguide resonators,
or coaxial-waveguide resonators. The work contained in this thesis utilizes the latter two
of these architectures.

Unfortunately, since all transition frequencies are equal in a harmonic oscillator, we
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Figure 1.5: Lumped-element models and energy spectra for a harmonic oscillator and a trans-
mon qubit. a Resonator modeled as an LC oscillator. ϕ denotes the superconducting phase on
the island, with the ground referenced as zero. b The transmon qubit consists of a JJ element
with a capacitance CJ and a nonlinear inductance LJ , shunted by a large capacitor CS . c
Energy diagram of a quantum harmonic oscillator with equidistant energy levels, represented
here by the photon number states |0⟩, |1⟩, etc., separated by ℏωr. d The harmonic oscillator
potential (blue line) of a transmon is distorted by the cosine term brought in by the JJ element.
In the resulting anharmonic potential, the energy level separation between the ground state |0⟩
and the first excited state |1⟩ is ℏω01, which is no longer equal to the transition energy from
|1⟩ → |2⟩ characterized by ℏω12.

cannot easily distinguish between the different states, or address the desired levels at
will. Therefore, while resonators remain a crucial element in quantum processors, they
alone cannot constitute a qubit.

What we need to do is to turn the energy spectrum anharmonic – meaning, that
the transitions between the different energy levels have different frequencies, and we can
selectively drive the transitions of our choice by selecting the corresponding frequency.
This can be done by introducing a nonlinear element into the circuit, such as the non-
linear inductance of a Josephson junction (JJ). The sinusoidal term introduced to the
Hamiltonian by the JJ distorts the quadratic potential of the linear LC terms, result-
ing in an anharmonic energy spectrum. For an example of this effect, demonstrated
on a transmon qubit consisting of a JJ element shunted by a large capacitance [8], see
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Figure 1.6: Superconducting wave functions inside an SIS JJ. The wave functions ψ1 and ψ2
for the two electrodes decay exponentially outside the superconducting regions, but due to their
overlap inside the weak link, supercurrent can flow across this insulating barrier.

Fig. 1.5b.
A Josephson junction consists of two superconductors separated by a weak link. This

weak link could be an insulator, a normal metal, or a constriction. In our devices, we use
superconductor-insulator-superconductor (SIS) junctions with Al as the superconductor,
and a thin layer of Al oxide as the insulator.

If the weak link between two superconducting electrodes is small enough, the wave
functions of the two superconducting electrodes can overlap [44, 45], see Fig. 1.6. As a
result, Cooper pairs can tunnel losslessly through the insulating layer from one electrode
to the other. The resulting current flowing through the JJ is described in the DC
Josephson effect as a function of the phase difference across the JJ, as well as the critical
current Ic above which the JJ becomes resistive:

I = Ic sin(φ) . (1.1)

The voltage across the JJ is given in the AC Josephson effect as:

V =
(

ℏ
2e

)
dφ

dt
, (1.2)

where (ℏ/2e) can also be represented by (Φ0/2π), where Φ0 is the flux quantum. Com-
bining equations 1.1 and 1.2, we find:

dI

dt
= Ic cos(φ)dφ

dt
, (1.3)

together with

V = ℏ
2eIc cos(φ)

dI

dt
= LJ

dI

dt
, (1.4)

where LJ = ℏ/2eIc cos(φ) is the nonlinear Josephson inductance of the junction.
The theory presented above gives the framework for the Cooper pair box - a trail-
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blazer for superconducting qubits [7]. In the years after its demonstration, the Cooper
pair box design was improved in the transmon qubit, where an additional shunt ca-
pacitance isolates the qubit from charge noise. Adding two JJs in parallel allows for
the resulting inductance to be tunable by an applied magnetic flux, paving way for
the frequency-tunable transmon [46]. I will discuss the various design elements of the
transmon qubit in more detail in Chapter 3.
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CHAPTER 2

Loss and decoherence

Quantum information encoded in a single-photon resonant mode is fragile. Over time,
the quantum state is affected by its environment, resulting in dephasing and energy
relaxation, which causes loss of quantum coherence and thereby also loss of the informa-
tion stored within. The timescale of this decoherence limits the number of meaningful
logical operations we can consecutively perform on the qubit. In this chapter, I define the
various decoherence timescales and device quality figures of merit we use to benchmark
quantum devices. I will also discuss the various loss mechanisms leading to decoherence.

2.1 Quality factors and coherence times
The figure of merit for resonators is the quality factor Q, which quantifies the energy
stored vs. the power dissipated during a single oscillation:

Q = 2π stored energy
energy dissipated per cycle = 2πfr

stored energy
dissipated power = ωrT1 , (2.1)

where fr and ωr are the natural and angular resonance frequencies, respectively, and T1
the time constant of the resonator’s exponential energy decay.
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Chapter 2 Loss and decoherence

When integrated in a circuit, the total Q of the observed resonance can be broken
down into the internal quality factor Qi which quantifies the loss intrinsic to the res-
onator, and the external quality factor Qc quantifying losses due to coupling to the
surrounding circuitry, such as the input/output transmission line. As Qc is a design
parameter which can be modified arbitrarily, our interest lies in extracting the Qi. We
discuss the details of this in section 5.2.

In qubits, we recognize two paths of decoherence - energy relaxation, and the loss
of phase coherence (dephasing) [46]. The two decoherence mechanisms, as well as the
consequence of their combination, are depicted on the Bloch sphere in Fig. 2.1.

Measuring the energy relaxation time constant (T1) is relatively straightforward, as
we can observe energy loss by monitoring the decay from one pole of the sphere (Ψ = |1⟩)
to the opposite pole (Ψ = |0⟩). Phase is undefined at the poles, and so observing the
decay from |1⟩ to |0⟩ gives us direct information about the longitudinal decay along the
z axis.

The pure dephasing time constant (Tφ), on the other hand, cannot be measured
directly, as at any point on the Bloch sphere where dephasing is observable, the system
also suffers from energy relaxation. Thus, a combination of both mechanisms is observed.

The effects of dephasing are most impactful at the equator of the sphere. Therefore,
we define the decoherence time T2 of a qubit as the decay of the equal superposition
Ψ = 1√

2 (|0⟩ + |1⟩) where the qubit, subject to both energy relaxation and dephasing,
decays into the mixed state. In the mixed state, the qubit state vector is no longer
a coherent superposition represented by the surface of the Bloch sphere, but retracts

1
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zz z
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y y y

0

1 1

00000

Energy relaxation T1 Pure dephasing Tφ Decoherence T2a b c

Figure 2.1: a Energy relaxation, also known as the longitudinal decay rate, brings the qubit
to |0⟩. b Pure dephasing results in loss of phase coherence. c Decoherence as a combination
of energy relaxation and pure dephasing brings the qubit into the mixed state, and the Bloch
vector retracts within the sphere.
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2.1 Quality factors and coherence times

within the sphere and is instead a statistical mixture of the possible states.
Provided we have information about the qubit’s characteristic T1, we can extract Tφ

from the measured T2:
1
T2

= 1
2T1

+ 1
Tφ

. (2.2)

The above relation also sets the theoretical limit of T2 = 2T1 in the absence of pure
dephasing.

While considering T1 and T2 is important from the point of view of logical gates and
algorithms, it is a rather inconvenient measure for comparing the quality of different
devices, as T1 depends directly on frequency (see Eq. 2.1). Therefore, when assessing
the impact of process development or design changes on qubit performance, comparing
the qubit’s frequency-independent Q values gives a more accurate insight.

The inverse of the Q factor quantifies the loss of the device, which is the sum of the
various contributing loss mechanisms:

1
Q

= 1
QTLS

+ 1
Qqp

+ 1
Qmag

+ 1
Qp

+ 1
Qrad

+ . . . , (2.3)

where the partial Q values describe the theoretical quality factors for a qubit limited
solely by dielectric loss due to parasitic two-level systems (TLSs) in QTLS, by quasipar-
ticle loss in Qqp, by magnetic flux noise in Qmag, by Purcell decay in Qp, and by other
radiation losses unrelated to Purcell decay in Qrad. The associated frequency-dependent
loss rates for these mechanisms are conventionally denoted as Γi.

As these losses are cumulative, it is challenging to quantify their relative contribu-
tions in order to resolve which loss path is limiting the performance of the device and
should therefore be targeted with the highest priority. Some mechanisms are uniquely
dependent on a certain measurement condition, such as the drive-power dependent TLS
loss. However, variations in device temperature can affect TLSs as well as quasiparticles,
and a change in geometry may impact radiation loss, TLS loss, and even quasiparticle
loss.

As T1 is generally the coherence-limiting factor of the devices presented in this work,
I focus on mitigating energy loss as opposed to dephasing. Dephasing, associated with
qubit frequency instabilities, can share some of its culprits with relaxation, such as
the coupling to interacting TLSs [12, 47]. In frequency-tunable qubits based on the
flux-tunable superconducting quantum interference devices (SQUIDs), magnetic flux
fluctuations play a significant role in qubit frequency instability [48]; however, this issue
is suppressed in our fixed-frequency qubits based on single Josephson junctions. Addi-

17



Chapter 2 Loss and decoherence

tionally, qubit frequencies can fluctuate due to ac-Stark shifts caused by varying photon
number populations in readout resonators [49].

2.2 TLS loss
At cryogenic temperatures and single-photon drive powers, the quality of superconduct-
ing devices is often limited by dielectric loss due to parasitic two-level system (TLS)
defects [12, 50, 51]. The term TLS here refers to any microscopic system that can
absorb energy to switch between two predominant states. The device can couple to
near-resonant TLSs, resulting in energy dissipation. Additionally, the coupling between
the device and the TLS fluctuates over time, leading to device frequency fluctuations
[47, 52].

The physical nature of these TLSs is a topic of ongoing active research, but they
are often found to reside in amorphous materials at interfaces between the different
materials in the device (see the coplanar waveguide cross-section in Fig. 2.3), such as
surface oxides, fabrication residues and adsorbates [53, 54]. Microscopically, TLSs have
been traced to the tunneling of atoms and electrons promoted by positional defects in
amorphous materials, as well as the presence of dangling bonds, atomic hydrogen, and
molecular oxygen at interfaces [55–58]. In qubits, TLS losses can also occur inside the
Josephson junction barrier [59].

The coupling strength between a parasitic TLS and the device depends on the phys-
ical location of the TLS - for instance, a defect near the minimum of the electric field
distribution of a coplanar mode couples to the device less strongly than a defect inside
the junction oxide.

In paper C, we demonstrate the inherent nonlinearity of the dielectric susceptibility
due to TLSs through measuring the mixing products generated when driving a TLS-
limited resonator by two slightly detuned drive tones.

2.2.1 TLS loss as a function of power and temperature
In superconducting resonators, TLS loss manifests itself in the characteristic dependence
of Qi on the number of photons ⟨n⟩ circulating in the resonant mode. At low drive
powers, with only a few photons circulating in the device, the competition between the
TLSs and the device over these photons is significant, and the resulting Qi can be greatly
diminished. However, as a single TLS can only absorb a single energy quantum at a
time, increasing the drive power can effectively “saturate” the TLS bath, resulting in a
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Figure 2.2: Simulation of the TLS model for different loss parameters. The curve in purple
is identical in all four panels, showing loss parameters typical for my devices, with Fδ0

TLS =
1 × 10−6, δother = 1 × 10−7, β = 0.3 and nc = 2. In each of the panels a–d, one of the
model parameters is decreased (green) and increased (grey) at a time. a A higher TLS loss
quantified by Fδ0

TLS suppresses Qi at low power. b Other, power-independent losses show at
high power when the TLS bath is saturated. When δother ≪ Fδ0

TLS , the Qi at low ⟨n⟩ is largely
determined by TLS loss (green and purple). However, due to the cumulative nature of the
various independent loss channels that contribute to the total loss, the Qi becomes even more
suppressed at low ⟨n⟩ as δother and Fδ0

TLS become comparable (grey). c A weaker slope of
the power-dependence β increases the power at which the TLS bath is saturated. For low β
such as 0.1 for the cavities in paper D, it becomes challenging to saturate TLS with power and
capture this dependence. d A lower nc decreases the input power necessary to start saturating
individual TLSs.

higher apparent Qi. TLSs can be similarly saturated by thermal photons. The power
and temperature dependence of the resonator Qi is described by the modified standard
tunneling model for TLSs [60, 61]:

1
Qi

= Fδ0
TLS

tanh (ℏωr/2kBT )
(1 + ⟨n⟩/nc)β

+ δother . (2.4)
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I demonstrate the impact of the various parameters of this model on the achieved Qi in
Fig. 2.2.

In this model, F quantifies the total TLS filling factor (the ratio between the electric
field stored in the lossy regions vs. the total energy of the mode), and δ0

TLS represents
the effective dielectric loss tangent of the TLS ensemble.

The temperature dependent term tanh (ℏωr/2kBT ) ≈ 1 at 10 mK and GHz frequen-
cies. Raising the sample temperature may lead to an increase of resonator Qi (11% for
a 6 GHz resonator at 100 mK); however, this may come at the expense of an increased
quasiparticle loss negating or even countering this improvement.

The power dependence of TLS loss is governed by two parameters: nc and β. The
critical photon number nc gives the power necessary to saturate a single TLS. β tells how
sharply the TLS bath saturates with applied drive power. In the traditional standard
tunneling TLS model for non-interacting TLSs, β = 0.5, i.e. TLS loss scales with
1/

√
1 + ⟨n⟩/nc [62, 63]. However, this often fits high-quality superconducting resonators

poorly, as they tend to have a weaker power-dependence, which we see in the appended
papers A–D.

To accommodate this discrepancy, the modeled power-dependence acquires a phe-
nomenological fitting parameter – the aforementioned β – either by directly by replacing
the square root with a power of β as is done in Eq. 2.4, or by placing the fitting param-
eter on the (⟨n⟩/nc) term underneath the square root, i.e. 1/

√
1 + (⟨n⟩/nc)β [55, 60].

The two model alterations produce similar results, with a deviation around nc for small
β. We find that we can fit our data to both models with good accuracy, but fitting to
Eq. 2.4 can give smaller error bars. The reasons for the deviation of β from the standard
tunneling model are not fully known, but include the TLS-TLS interactions neglected in
the standard model which only considers interactions between a TLS and the device, as
well as the presence of various species of TLS with different power-saturation behaviours
(this can especially be the case in devices with different species at the various materials
interfaces), non-resonant absorption, and the geometric variation of the field density
along a distributed structure (such as is the case in our quarter-wavelength resonators).

Finally, δother represents other, non-TLS related losses. These can be due to loss
channels such as radiation, magnetic flux noise, or quasiparticle loss. The δother term
is presumed to be power-independent and indeed, in our measurements, we observe
that the Qi vs. ⟨n⟩ curve flattens out once the TLS bath is saturated, and the power-
independent Qi at high ⟨n⟩ (≳ 107) shows the limitations imposed by the next-dominant
loss mechanism.

Thus, we can distinguish TLS loss from other mechanisms in superconducting res-
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onators by measuring Qi as a function of applied drive power. Since resonators and
qubits are typically built from identical materials and undergo similar fabrication pro-
cedures (barring the addition of Josephson junctions in qubits), they also share many of
the same loss channels. Due to the relative ease of resonator fabrication and character-
ization, resonators become powerful tools for investigating TLS loss in superconducting
qubits.

2.2.2 Modeling TLS loss
The electromagnetic mode of a coplanar waveguide (CPW) structure sees various ma-
terials, which can have vastly different dielectric properties. These materials and their
interfaces, which can all contribute to dielectric loss, are illustrated in the CPW cross-
section in Fig. 2.3 and include the substrate, air, and the various interfaces: substrate-
metal (SM), substrate-air (SA), and metal-air (MA). As the substrate and the metal can
grow distinct oxides that contribute to dielectric loss, a corner region at the junction of
the MA and SA interfaces can be defined.

The TLS loss parameter Fδ0
TLS can be modeled as a weighted sum of the individual

contributions of the various lossy regions, which each contribute to the total loss with a
dielectric loss tangent δ0

i , weighted by the corresponding participation ratio pi [51, 64]:

1
QTLS

= Fδ0
TLS =

∑
i

piδ
0
i . (2.5)

The energy loss participation ratio pi is defined as the energy stored in the lossy
region, divided by the total energy of the resonant mode:

pi = Wi

Wtotal
=

∫
Vi
ϵiE⃗

2(r⃗)dr⃗∫
V
ϵtotE⃗2(r⃗)dr⃗

. (2.6)

The dielectric loss tangent δ0
i of a given material is strongly temperature and fre-

quency dependent [65]. Acquiring precise values for the δ0
i of a specific material, espe-

cially for an interface, at millikelvin temperatures is nontrivial and can require elaborate
cryogenic microwave measurement strategies such as in Ref. [66]. Additionally, the loss
tangents extracted from these experiments may vary between devices fabricated in differ-
ent fabrication rounds, especially if the fabrication process is modified, which we explore
in detail in papers A and B.

Therefore, predicting the Fδ0
TLS for a given device design is challenging, as inac-

curacies in the assumed δ0
i values, as well as in the effective thicknesses of all regions
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Figure 2.3: Micrograph of a CPW resonator coupled to an input/output transmission line,
with an illustration of the CPW cross-section, showing the various materials and their interfaces
(not to scale).

contributing to dielectric loss, will distort the result.

2.3 Quasiparticle loss
In a superconductor, electrons paired into superconducting Cooper pairs, and unpaired
“normal” electrons (referred to as quasiparticles), coexist in an equilibrium dictated by
temperature in the ideal case. Just below Tc, only a few of the electrons form Cooper
pairs, while at T = 0, all electrons have paired up (unless one lone electron remains in
case of an odd total number of free electrons). This results in a temperature-dependent
complex conductivity σ in superconductors, as described by the Mattis-Bardeen theory
[67]:

σ(ω, T ) = σ1(ω, T ) − iσ2(ω, T ) . (2.7)

At DC, current flows through the path of least resistance - the superconducting
Cooper pairs - and the current transport is lossless (σ1(ω = 0, T ) = 0). However,
at AC, some current will be carried by quasiparticles, which is a cause of resistive
loss (σ1(ω, T ) ̸= 0). This temperature dependent σ causes a temperature dependent
dissipation rate which scales with the real part of the complex conductivity σ1, as well
as a temperature dependent inductance (ergo device frequency), which scales with the
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2.3 Quasiparticle loss

imaginary part σ2 [68]:

1
Qi(T ) − 1

Qi,0
= α

σ1(T ) − σ1,0

σ1,0
, (2.8)

fr(T ) − fr,0

fr,0
= −α

2
σ2(T ) − σ2,0

σ2,0
, (2.9)

where Qi,0, fr,0, σ1,0 and σ2,0 are values at T = 0, and α = Lk/L is the ratio of
kinetic inductance Lk to total inductance L. This ratio depends on the superconductor
properties, as well as the geometry of the superconducting structure (α increases for
narrower structures). I show the effects of the temperature-dependent σ on the device
Qi and fr in Fig. 2.4.

The loss rate due to quasiparticles can be expressed as a function of the thermal
equilibrium ratio xqp = nn/ns of the density of normal quasiparticles nn and the density
of the superconducting Cooper pairs ns as [69, 70]:

Γqp = ωr

π
α

√
2∆s

ℏωr
xqp = ωr

π

Lk

L

√
2∆s

ℏωr

√
2π∆skBT

∆s
e−∆s/kBT

= ωr

π
α

√
4πkBT

ℏωr
e−∆s/kBT ,

(2.10)

where ∆s is the superconducting energy gap of the material, kB the Boltzmann constant,
and T temperature.

It is common to find higher quasiparticle densities in devices than what is expected
from the equilibrium distribution associated with the cryostat temperature [71, 72].
The origin of these excess nonequilibrium quasiparticles is not yet fully understood,
but some known sources are Cooper pair-breaking events such as the incidence of high-
energy photons with frequencies larger than ∆, or even cosmic rays. In addition to
causing resistive loss, high-energy incidences may give the generated quasiparticles large
enough momentum to stimulate emission in the device.

While one may expect nonequilibrium quasiparticles to accumulate with consecutive
pair-breaking events and over time fully take over all the electrons present in the device,
fortunately, that is not true. Quasiparticles may recombine into Cooper pairs again,
and so the density of nonequilibrium quasiparticles will depend on the quasiparticle
generation rate, as well as their recombination rate [69].

To reduce the number of equilibrium quasiparticles, we can use materials and geome-
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Figure 2.4: Experimental data showing a temperature sweep of a CPW resonator. The drive
power corresponds to ∼ 200 photons at low temperature.

tries with a higher ∆s, and reduce the device temperature to T ≪ Tc. The generation of
nonequilibrium quasiparticles by incident high-energy particles may be prevented with
good radiation shielding of the device, as well as high frequency filtering on the in-
put/output lines. Strategies such as normal-metal quasiparticle traps [73, 74] and active
cooling [75] have also seen considerable success.

In addition to the resistive loss due to quasiparticles, qubits suffer additional de-
coherence from quasiparticles tunneling through the Josephson junction. This can be
combated through engineering the junction electrode gaps [76].

2.4 Magnetic noise
The Meissner effect of magnetic field expulsion is a defining feature of superconductors.
While bulk type-I superconductors expel magnetic fields fully when cooled below Tc,
type-II superconductors pin single quanta of magnetic flux into so-called Absikosov
vortices [42]. These vortices also occur in thin films of type-I superconductors, with
defects such as grain boundaries and normal inclusions serving as favored vortex-pinning
sites [77]. Another source of magnetic flux noise is the stochastic flipping of spins in the
device materials.

While suitably positioned normal-core vortices may be beneficial since they can act
as quasiparticle traps, the positional instability of these vortices as the trapped flux
moves between different defects acting as pinning centers can cause dissipation. This
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2.5 Radiation

effect can be mitigated through the inclusion of flux-trapping holes in the device design
[77].

In flux-tunable qubits, magnetic-flux fluctuations cause additional issues in the form
of frequency noise [48].

2.5 Radiation
Loss due to radiation can take different forms, the simplest of which is spontaneous
emission into free space and antenna radiation. This radiation rate is determined by
geometry and frequency. While the exact geometric dependence of radiation for qubits
and coplanar structures is non-trivial to compute [78], a simplified semiclassical argu-
ment considering the spontaneous emission of an electric dipole predicts the frequency
dependence of spontaneous emission as Γrad ∝ ω3 [8].

Besides spontaneous emission into free space, the resonant mode can couple to its
surrounding elements and decay into potential slotline modes on the chip, the cavity
mode of the sample box, or back into the transmission line. The qubit, which might
otherwise be hard-pressed to decay into the far-away transmission line, might do so
through the coupling to its readout resonator in a phenomenon dubbed the Purcell
effect.

2.5.1 Purcell decay
The rate of spontaneous emission of a quantum system can be enhanced by its environ-
ment in the so-called Purcell effect [79]. In our case, the qubit decays into the resonant
mode of the readout resonator, which in turn decays into the transmission line.

The Purcell decay rate is governed by:

ΓP = κ
g2

∆2 , (2.11)

where κ = ωr/Q is the readout resonator decay rate, ∆ = |ωq − ωr| is the frequency
difference (detuning) between the qubit and the resonator, and g is the coupling between
the qubit and the resonator. We take a close look at how to extract the Purcell decay
rate in chapter 5.

The Purcell decay rate can be decreased through decreasing g and κ, and increasing
∆. This may however complicate readout, as it results in smaller dispersive shift χ (for
more details on dispersive readout, see chapter 5.3.1). A smaller χ can compromise the
readout contrast, which necessitates more averaging, slowing down readout.
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Chapter 2 Loss and decoherence

An alternative to compromising the qubit and resonator design parameters is im-
plementing a so-called Purcell filter between the resonator and the transmission line,
or on the transmission line itself [80]. This may, however, make qubit control more
cumbersome by necessitating a separate qubit drive line.
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CHAPTER 3

Device design

In this chapter, I discuss some basic design considerations for the devices containing
qubits and resonators discussed throughout this thesis. The primary purpose of these
devices is the investigation of the decoherence mechanisms in superconducting quantum
circuits. Therefore, the device design is kept as simple as possible in order to reduce
the number of parameters that need to be taken into account when disentangling he
various sources of decoherence the device is experiencing. For this reason, we do not
add the typical features of our multiqubit quantum processors such as dedicated qubit
drive lines, Purcell filters, or frequency-tunable elements to our test devices, as these
elements turn the system more complex and can introduce additional loss sources [8, 81,
82].

Our typical qubit test device, which I show in Fig. 3.1, consists of a transmission
line coupled to a coplanar waveguide (CPW) resonator, which is in turn coupled to a
transmon qubit. The resonator serves for both qubit readout and control. The qubit
itself comprises two electrodes separated by a Josephson junction (JJ), shunted by a
large cross-type capacitor. This qubit type is referred to as the cross-type transmon, or
Xmon [83].

In our decoherence studies, we often measure a CPW resonator coupled only to an
input/output transmission line, omitting the qubit altogether. This is because the qubits
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Figure 3.1: Circuit diagram (a) and false-colour micrograph (b) of a transmon qubit, coupled
to a readout resonator, which is in turn coupled to an input/output transmission line. The
inset in b is a scanning electron micrograph of the qubit’s JJ element, consisting of two super-
conducting electrodes separated by a thin layer of insulator. The fringed patches connect the
JJ electrodes to the remaining circuitry (the qubit capacitor on one end, and the ground plane
on the other).

and resonators are fabricated using the same materials and fabrication procedures, and
thereby share many of the same sources of loss. However, resonators are faster to fab-
ricate and characterize, and the characteristic dependence of their performance as a
function of temperature, applied drive power, or even magnetic field, is more straight-
forward to interpret when assigning the measured loss rates to the contributing loss
sources.

In addition, we surround our qubits and resonators with an array of flux-trapping
holes to suppress loss due to magnetic vortex migration [77, 84]. The flux-trapping hole
array consists of squares with a 2 µm long side and a center-to-center distance of 10 µm,
etched into the metal film.

3.1 Coplanar waveguide resonator design
A coplanar waveguide (CPW) resonator [85] consists of a center conductor separated
from a ground plane by a gap. Both the center conductor and the ground plane are
atop a dielectric substrate. In Fig. 3.2, I show a micrograph of such a CPW resonator,
together with an illustration of the CPW cross-section.

The electric field distribution depends on the boundary conditions of the CPW. In
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3.1 Coplanar waveguide resonator design

our devices, we use so-called quarter-wavelength (λ/4) resonators, where one end of the
center conductor forms an open circuit, and the other end is shorted to the ground plane
(see Fig. 3.2). As the name implies, the length of this resonator is one quarter of its
resonance wavelength. The resonator is meandered to make its footprint more compact,
as it is quite substantial in length (∼ 1 cm). The bending radius is kept at least five
times the width of the center conductor.

The resonance frequency is determined by the resonator inductance L and capaci-
tance C as:

ωr = 1√
LC

. (3.1)

We determine the capacitance and inductance per length of the center conductor
via conformal mapping [86]. These values are governed by the center conductor width
w, the gap to ground g, the dielectric constants of the substrate and the gap material
(vacuum in our case), as well as the proximity to other conductors (in our case, this
could be the lid of the sample box, which we keep at least 5 mm away from the substrate
so as to not interfere with the resonant mode).

In our standard design where w = 2g = 20 µm, we keep the impedance of our res-
onators close to 50 Ω, which is the typical impedance in microwave equipment. Keeping
the impedance of a resonator coupled to a 50 Ω transmission line in a notch configuration
to the matching value is, however, not strictly necessary: while an impedance mismatch
will affect the coupling between the two elements, this should not introduce unwanted
signal reflections. In our experiments published in Ref. [87], we find that a wider gap to
ground may improve the performance of our resonators at low drive powers, despite the
impedance mismatch this induces. On the other hand, we keep the impedance of the
input/output transmission line strictly to 50 Ω to reduce unwanted reflections when the
device is placed in series with the 50 Ω-matched measurement lines.

The coupling strength between the resonator and the transmission line is determined
by the length of the center conductor section that is facing the transmission line, as well
as by its proximity to the transmission line [88].

We decide the target coupling based on application. For a qubit readout resonator,
a strong coupling is beneficial for increasing the readout speed. On the other hand, a
strongly coupled resonator increases the Purcell decay rate of the qubit into the transmis-
sion line through the resonator (See Sections 2.11 and 5.3.5). For the readout resonators
on our qubit test chips, we keep the coupling quality factors Qc [89] in the range of
10 − 20 × 103.

For bare resonators intended for loss studies, we aim for the so-called critical coupling
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Figure 3.2: λ/4 CPW resonator, coupled capacitively to an input/output transmission line
via the open-circuit end. The resonator is surrounded by an array of flux-trapping holes. The
cartoon shows a CPW cross-section with its constituting materials and their interfaces.

where Qi ∼ Qc. This is because the accuracy of the data fitting routine used to extract
Qi is most accurate when Qi ∼ Qc [90]. I discuss this in more detail in Section 5.2.

The choice of the widths of w and g is based on the geometric scaling of the con-
tributing loss sources. Smaller geometries tend to have larger energy participation ratios
at lossy interfaces, which makes these geometries useful for probing TLS loss, but less
likely to achieve high coherence. Larger geometries, on the other hand, can become more
susceptible to other losses, such as radiation.

In Ref. [87], we explore the geometric scaling of losses in our devices in more detail.
An excerpt from this study in Fig. 3.3, performed with resonators designed with the
g : w = 1 : 2 ratio kept constant, indicates that our resonators reach optimal low-
power performance at the g/w/g = 15/30/15 µm geometry. Smaller geometries are more
strongly limited by TLS loss, and the Qi vs. ⟨n⟩ curve is steep. For larger geometries, the
curve flattens out, and the resonators are less limited by TLS loss. However, another
loss source becomes dominant at the g/w/g = 25/50/25 µm size and higher, which
suppresses the Qi across the entire measured power span. The high-power loss of the
narrower resonators (w ≤ 20 µm= has a frequency dependence that can be fitted with
Qrad ∝ f−α, with α ranging between 1.8 and 2.3, which is close to the α = 2 predicted
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Figure 3.3: Resonator loss as a function of applied drive power for resonators with different
CPW geometries. The resonance frequency is ∼ 5 GHz.

by the theory in Ref. [91]. Our wider resonators do not fit this model, and can therefore
be limited by other types of radiations with a different frequency dependence, or by loss
due to quasiparticles or magnetic flux.

The approach of diluting the electric field into a larger volume to minimize interfacial
participation ratios is taken into a successful extreme in 3D cavity resonators. I discuss
the superior performance of these 3D cavities with regards to the more compact 2D
geometry in Section 7.3.

3.2 Qubit design

When adding a transmon qubit to the circuit described above, there are several things
to consider, including: the qubit frequency ωq, the qubit capacitance CΣ and the related
anharmonicity α, the coupling strength between the qubit and the resonator g, and
their mutual detuning ∆. The coupling between the resonator and the transmission line
might also need to be adjusted with the addition of the qubit, to optimize readout or
minimize Purcell decay, as discussed above.

The transmon qubit frequency is determined by the Josephson energy EJ , and the
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charging energy EC [92]:

ωq =
√

8EJEC − EC

ℏ
. (3.2)

The charging energy EC is a function of the sum of all capacitances in the system CΣ,
which includes the Josephson junction capacitance, as well that of the qubit capacitor:

EC = e2

2CΣ
. (3.3)

EC also dictates the qubit’s anharmonicity α, which relates the transition frequency ω01
between the states |0⟩ and |1⟩, and the transition frequency ω12 between |1⟩ and |2⟩ as:

α = ω12 − ω01 = −EC/ℏ . (3.4)

In order to be in the charge-insensitive transmon regime, the qubit needs to meet the
condition EJ/EC ≫ 1. In this regime, the qubit is isolated from charge noise, although
at the expense of a reduced anharmonicity compared to the Cooper pair box from
which the transmon is originally derived [8]. In our devices, we typically target α ∼
−2π × 200 MHz.

The Josephson energy, which is the potential energy accumulated in the junction as
the supercurrent flows through it, is a function of the junction inductance, and thereby
its critical current Ic:

EJ = Φ0Ic

2π , (3.5)

where Φ0 is the magnetic flux quantum. We can calculate the critical current of the
JJ from its normal-state resistance using the Ambegaokar-Baratoff relation, which at
near-zero temperatures can be approximated by:

IcRN = π∆s

2e , (3.6)

where ∆s is the superconducting gap. Fortunately, this relation enables us to calculate
the qubit frequency from the room-temperature properties of its JJ. Since the junction
area is small, variations can influence the frequency significantly – I discuss this in more
detail in Section 4.11.3.

Choosing the right qubit frequency is an optimization problem. Lower-frequency
qubits of similar quality will automatically yield longer T1 (see Eq. 2.1). Lower fre-
quencies also have lower rates of spontaneous decay [8], and are less susceptible to
quasiparticle loss (see Eq. 2.10). However, lower frequencies also increase the chances
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of spontaneous thermal excitations as ℏωq approaches kBT . We need to also consider
the frequency of the resonator, and the mutual qubit-resonator detuning ∆ = |ωq −ωr|.
The two elements need to be close enough in frequency to interact – however, small
detunings increase the Purcell decay rate, which can be a limiting factor in high-quality
qubits (see Eq. 2.11). As it is the qubit performance that is of interest to us, more
so than the performance of the resonator, we set ωq < ωr due to the aforementioned
reasons. We keep ∆ at a minimum of 1 GHz as a standard – in order to suppress Purcell
decay in our longer-lived qubits, we increase ∆ to 2–3 GHz.

We keep the coupling strength between the qubit and the resonator to g ∼ 2π ×
50 MHz. A stronger coupling facilitates faster interactions between the resonator and
the qubit, enabling faster readout and control of the qubit through its resonator. On
the other hand, predictably, this stronger coupling enhances the Purcell decay rate (see
Eq. 2.11).
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Device fabrication

This chapter covers the qubit fabrication process, starting with an overview of the full
fabrication procedure, which is intended to act as a big picture reference for the sub-
sequent deep dive into the specifics of the individual techniques. The ensuing section
contains a discussion on the choice of materials and fabrication processes, followed by
a section presenting selected challenges one may encounter in the outlined fabrication
processes, with some suggestions on how to overcome them.

While the microwave frequency regime in which we operate our resonators sets their
length on the order of ∼ 1 cm, their cross-sectional dimensions are significantly smaller
on the order of ∼ 10 µm, and the qubits’ JJ dimensions are ∼ 100 nm, landing our
device fabrication process in the domain of micro- and nanofabrication. Fabrication
procedures requiring nanoscale precision are sensitive to particle contamination and
vibrations, as well as environmental factors that affect the rate of chemical reactions
such as temperature, humidity, and pressure. This necessitates a laboratory with good
control over such parameters, such as a cleanroom laboratory. The qubits presented in
this thesis were fabricated in the class 100 cleanroom of Myfab Chalmers, which permits
up to 100 particles with a diameter > 0.5 µm per cubit foot of air.
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4.1 Process overview
The qubit fabrication process starts with a bare substrate wafer that is 2"-4" in diameter.
This wafer size is typical in research applications - for an industrial-scale production,
the wafer size would typically be larger.

Our standard qubits, shown in Fig.4.1, are fabricated using aluminium (Al) as the
superconductor and silicon (Si) as the substrate. The junctions are Al/AlOx/Al, where
AlOx is native Al oxide.

Figure 4.1: Micrograph of a transmon qubit device. The optical image depicts the circuitry
defined in an Al film by photolithography and wet etching. The scanning electron micrograph
inset depicts the Josephson junction, defined by electron beam lithography and metal lift-off.

Our fabrication process utilizes the two conventional patterning techniques – subtrac-
tive patterning via etching, and additive patterning via lift-off – illustrated in Fig. 4.2.

In subtractive patterning, a continuous layer of metal is deposited on the substrate,
and is then covered by a layer of polymer (a positive resist). The resist is then patterned
by exposing selected areas to a laser or electron beam, which chemically changes the
resist in those areas. The exposed resist is then dissolved in a developer solution. In the
subsequent etching step, the metal in areas unprotected by resist is etched. Afterwards,
the resist can be removed, leaving behind a substrate with a patterned metal on top.

In additive patterning, the resist is deposited directly on the substrate, then a
pattern is exposed and developed in the resist. A metal is deposited on the wafer,
making direct contact with the substrate in the exposed areas, while being spaced by
the resist where unexposed. Once the resist is removed, only the metal in direct contact
with the substrate remains on the wafer, while the dissolving resist lifts off the unwanted
metal.
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1a Metal deposition

4b Metal deposition

5b Lift-off

1b Resist deposition

2b Resist exposure

3b Resist development

2a Resist deposition

3a Resist exposure

4a Resist development

5a Metal etch

6a Resist removal
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Subtractive patterning
(etching)
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Resist
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Figure 4.2: Additive and subtractive patterning processes with positive resists. In subtrac-
tive patterning, the metal is deposited first and then covered with a resist. The resist is then
patterned through exposure and development. The areas of the metal that remain unprotected
by the patterned resist are then etched away. In additive patterning, the resist is deposited
directly onto the substrate. The resist is then patterned, after which a metal film is deposited
on the wafer. The wafer areas unprotected by resist will make direct contact with the metal,
while the metal separated by the resist layer will be lifted off during resist removal.
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The qubit fabrication process consists of the following steps:

• Substrate cleaning

• Metal deposition + in-situ oxidation

• Patterning

– Resist deposition + soft bake
– Resist patterning (exposure, development, ashing)
– Pattern transfer into the metal film (etching)
– Resist removal

• JJ fabrication

– Resist stack deposition + soft bake
– Resist patterning (exposure, development, ashing)
– JJ and patch deposition
– Lift-off

• Dicing

• Chip cleaning and packaging

4.2 Substrate preparation
The quality of the substrate-metal interface is of utmost importance to the performance
of our devices. We strive to achieve an atomically clean interface between the Si and Al,
avoiding the presence of any contaminants or oxides at this interface.

The three most established industrial processes for Si wafer cleaning are the standard
clean 1 (SC1) which removes particles, organics, and some metals, standard clean 2 (SC2)
which removes metallic contaminants, and the hydrofluoric acid (HF) dip which removes
silicon oxide.

SC1 involves submerging the wafer into a heated mixture of ammonium hydroxide
(NH4OH), hydrogen peroxide (H2O2), and deionized water. In our process we expose
the wafer to a 1:1:5 solution of NH4OH:H2O2:H2O heated to 80 ◦C for 10 min. The
process works by a repeating tandem of Si surface oxidation (Eq. 4.1) and a subsequent
oxide removal (Eq. 4.2). This can lead to surface roughening, and leaves the Si surface
oxidized and hydrophilic [93], as illustrated in Fig. 4.3.

Si + 2 H2O2 −−→ SiO2 + H2O (4.1)
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4.2 Substrate preparation

SiO2 + OH− −−→ HSiO3 (aq) (4.2)
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Figure 4.3: Oxidized Si surface, with a water molecule attached through hydrogen bonds.

The resulting oxide layer, or the native SiO2 layer of an untreated Si wafer, can be
removed by dipping the wafer in dilute HF. The HF is selective towards SiO2 and does
not further etch the Si substrate. In the first stage of the etching process, the HF attacks
the SiO2, leaving behind an F-terminated surface, as shown in Fig 4.4.
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Figure 4.4: Silicon oxide removal by HF. a Lone pair binds a H+ cation from the HF solution.
b The resulting positive charge on the O attracts the electrons in the Si-O bond, leaving a
positive charge on the Si (c). c The positively charged Si attracts a F– from the solution.
Another lone pair on O binds H+, the resulting positive charge on O attracts the Si-O pair,
releasing a water molecule in d. d-g The process repeats until the surface is F-terminated,
where the strong polarity of the Si-F bond results in the partial charges δ.

Initially it was believed that the Si remains F-terminated, as the Si-F bond is one
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of the strongest single bonds known in chemistry, with a bond energy of ∼ 6 eV [94].
However, the highly polarized nature of this bond makes it vulnerable to further HF
attack, releasing SiF4 and leaving the surface H-terminated [95] (Fig. 4.5).

F
F F
F

Si

Si Si

Si Si

δ+

δ-δ-

a b

H+ H+
--

Si Si

H
-SiF4

H H H

Figure 4.5: The transformation of a F-terminated Si surface to H-terminated, releasing SiF4.
The arrows indicate the occurring reactions, and δ the partial charges resulting from the strong
polarity of the Si-F bonds.

The H-passivated surface is conveniently hydrophobic, and will resist reoxidation for
some time. In low-oxygen environments (<0.1 ppm) the surface can survive for weeks
without forming an oxide layer, but in normal cleanroom air, a 0.5 nm layer of oxide will
form within a few hours [93].

SC2 is an ionic clean where a heated solution of hydrochloric acid (HCl) and H2O2 is
used to remove metallic contaminants such as alkali residues, residual trace metals, and
metal hydroxides. The solution does not etch Si or SiO2 and has no further beneficial
surfactant activity beyond the removal of metallic contaminants. As we do not suspect
metallic contamination in our wafers prior to processing, we do not perform this cleaning
procedure on our wafers.

For cleaning non-silicon substrates which do not respond to the standard Si-cleaning
solutions, the so-called piranha solution can be used. This solution is a mixture of
sulfuric acid (H2SO4) and H2O2, which vigorously decomposes organic matter. This
method can be used on Si, as well as other substrates, but extreme caution should be
applied during handling due to the hazardous nature of this process.

4.3 Thin film deposition
There are various methods for depositing metallic thin films, most commonly physi-
cal vapor deposition (sputtering, evaporation), chemical vapor deposition, atomic layer
deposition, and electrochemical deposition [93].

In this work we keep to physical vapor deposition, where the substrate and a source
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Figure 4.6: PVD by evaporation and sputtering. In evaporation, the tungsten filament
driven by high voltage emits an electron beam, which is deflected by a magnetic field towards
the target. This melts the metal, which evaporates and makes its way towards the substrate.
In sputtering, the applied voltage ignites a plasma, which knocks out atoms from the target.

of the metal (also called a target or crucible) are placed in a high vacuum environment.
Then, material is ejected from the target surface in the direction of the substrate, where
it precipitates and forms a thin film.

The deposition chamber is kept under good vacuum (≲ 1×10−7 mbar) during deposi-
tion in order to provide a mean-free path for the ejected material on its journey towards
the substrate, to minimize the presence of atmospheric reagents, to avoid interference
with the crystallization process, and to avoid contamination and defects.

The crystalline structure of the deposited film is affected by substrate properties
(lattice matching, roughness), the temperature and pressure during deposition, the de-
position rate, and film thickness.

4.3.1 Evaporation
Evaporation is a physical vapor deposition (PVD) technique where a solid target is
heated past its melting point. As hot metals have high vapour pressures, the metal
vapour will disperse in the high vacuum of the deposition chamber, some of it condensing
on the substrate facing the target.

The metal can be evaporated by resistive or electron beam-assisted heating. We
evaporate our Al using electron-beam (e-beam) deposition, where a tungsten filament
is biased by a high voltage (≃ 10 kV), emitting electrons which are guided towards the
target by a magnetic field (see Fig. 4.6).
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In our standard qubit fabrication process, we always evaporate the JJs, as well as
the patches connecting the the JJ electrodes to the rest of the circuitry. The remaining
circuitry is often evaporated as well.

4.3.2 Sputtering
In sputtering, a heavy gas is introduced in the chamber, and a voltage applied across
the substrate-target space ignites the gas into a plasma. This plasma attack knocks out
material from the target, which then makes its way towards the substrate (see Fig. 4.6).

In nonreactive ion sputtering, such as when depositing Al, we want the plasma ions
to be heavy enough for optimal battering effect, but also inert such as to not influence
the ejected metal atoms chemically. A popular candidate for such purposes would be
Ar+. For depositing compounds such as oxides or nitrides, the sputtering gas can be
complemented by another, reactive gas.

In our qubit fabrication process, the wiring layer for the transmission line, resonators,
and capacitors, and other supporting elements can be sputtered.

4.4 In-situ passivation
Most metals inevitably oxidize in contact with ambient air, albeit on varying timescales.
Some metals, like Al, self-passivate, meaning that after a certain oxide thickness has
been reached, this oxide will protect the underlying metal and further corrosion is im-
perceptible [96]. Other metals can oxidize all the way through, even if the kinetics of
this oxidation changes with the oxide thickness.

Accepting the inevitability of an oxide layer afflicting the metal-air interface, one
can mitigate the consequences by controlling how the oxide is grown. Oxidation in
ambient air can introduce variations in the oxide thickness and structure based on the
atmospheric conditions controlling the kinetics of oxidation (temperature, humidity,
pressure), and contamination. These variations can affect device performance and etch
reproducibility, as well as introduce defects into the film (see Sec.7.1.1). Oxidation
reproducibility can be increased by oxidizing the film in pure oxygen inside the PVD
chamber directly after deposition. In our standard process, we oxidize every newly
deposited Al layer in-situ.

One can also attempt to avoid this dielectrically disadvantaged fate by covering an
oxidation-prone metal with another material in-situ directly after deposition. Oxidation-
resistant metals are practical for this purpose. Due to the superconducting proximity
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effect, it is not necessary for the capping metal to be superconducting, as long as the
thickness of the capping film is well below the coherence length of the superconductor
(see Sec. 7.1.2). However, the capping film cannot be arbitrarily thin, due to practical
concerns such as the bottom metal roughness and the formation of pinholes in very thin
films. Additionally, intermetallization between the two metals can have an anomalous
effect on the Tc of the proximitized stack, which limits the choice of capping metals for
metals which intermetallize readily with a wide variety of metals (such as Al).

4.5 Resist patterning
The process to create a resist-based etching mask consists of resist deposition (Fig. 4.2
1b and 2a), exposure (Fig. 4.2 2b and 3a), development (Fig. 4.2 3b and 4a), and
often a mild ashing.

The resist is typically deposited on the substrate or the metal by spin-coating, al-
though other options such as spray-coating or lamination are available. In spin-coating,
a dollop of resist suspended in a solvent is poured on the center of the wafer, then the
wafer is spun at a high rotation speed to achieve uniform coverage across the wafer area.
Afterwards, the solvent is evaporated during a “soft-bake” on a hot plate or in an oven.
The resist thickness affects the minimum achievable feature size, as well as the maximum
thickness of a lift-off metal.

A resist is sensitive to exposure to a narrow spectrum of optical wavelengths, or to
electron currents. Exposing select areas of resist changes the resist chemically, affecting
the solubility of these areas of resist in a solution referred to as the developer. Depending
on whether the solubility of the exposed resist is increased or decreased by exposure, we
refer to the resist type as positive or negative, respectively.

4.5.1 Optical lithography
Optical lithography typically involves exposures to light with wavelengths in the ultra-
violet (UV) range [93]. The development of photoresist is typically an acid-base reaction
process, often containing tetramethylammonium hydroxide (TMAH). The development
is stopped by immersion in water.

Traditionally, this is done by shining a UV lamp on the wafer, while a “hard mask”
with a predefined pattern is placed in between the wafer and the source, blocking the
light where necessary. This mask, placed as close to the wafer as possible or in direct
contact with the wafer to minimize the effects of diffraction, is made from an optically
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transparent material such as quartz, and the pattern is defined on the mask with a thin
layer of chromium.

An alternative to masked flood exposure is direct-write lithography (DWL), where a
laser write head programmed with a digital pattern scans the wafer, selectively exposing
the target areas.

The advantage of DWL is the utmost flexibility with which a pattern can be modified
between exposures, which is highly practical for research applications. Additionally,
DWL does not require hard masks, which take additional resources to produce and
degrade with use (particularly during contact lithography). The disadvantage is that it
is significantly slower than flood exposure, which can take mere seconds per wafer, as
opposed to the 1 − 1000 mm2/min range available for DWL, depending on feature size
[97]. Due to this speedup, masked exposure remains popular in industrial applications.

The theoretical minimal feature size of an optically defined pattern is given by [98]

dmin = 3
2

√
λ

(
g + 1

2h
)
, (4.3)

where λ is the optical wavelength, g is the gap between the photoresist and the mask or
the laser write head, and h is the thickness of the resist.

The resolution of the lithography is limited by wavelength, which becomes imprac-
tical past the deep UV limit. To achieve a higher precision, we turn to electron beam
lithography.

In practice, we achieve a resolution of 0.8 − 1 µm in our DWL system, which offers
sufficient precision for patterning transmission lines, resonators, capacitors, and flux-
trapping holes.

4.5.2 Electron beam lithography
Electron beam (e-beam) lithography is another type of direct-write lithography, which
uses a collimated electron beam to expose patterns.

The electron wavelength can be calculated from the de Broglie relation as [99]

λe = h/pe = h√
2meεkin

, (4.4)

where pe =
√

2meεkin is the electron momentum, me the electron mass and εkin the
kinetic energy. Our e-beam system supplies an an acceleration voltage of 100 kV, which
translates to an electron kinetic energy εkin = 100 keV. This makes the electron wave-
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length λe ∼ 4 pm. In such a case, the lithography resolution is no longer limited by the
electron wavelength, but rather by practical issues such as beam collinator precision,
stability, and resist thickness and uniformity.

A popular e-beam resist is poly(methyl methacrylate) (PMMA), which is a polymer-
ized chain of methyl methacrylate (MMA) monomers (Fig. 4.7).
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Figure 4.7: The chemical formula of PMMA, which is a chain of n MMA monomers.

E-beam exposure causes scission of the polymer chains, which increases their solu-
bility of the exposed areas in the appropriate developer. E-beam resists often develop
in solvents - for PMMA, this would typically be a mixture of methyl isobutyl ketone
(MIBK) and isopropanol (IPA), or a mixture of IPA and water. The development is
stopped by submersion in pure IPA.

4.5.3 Ashing

After development, there is a possibility of resist residues remaining on the exposed
film, or around the resist profile edges, which can impact an etching process by masking
the areas underneath, or get trapped between the substrate and the metal in a lift-off
process.

To combat this effect, we can use resist descumming, or ashing, where a mild oxygen
plasma effectively burns off the resist. This can oxidize the material underneath and
introduce extra roughness. In an etching process this is of no concern, as the affected
metal will be be etched away in the next step. However, in a lift-off process, this could
affect device performance. It should also be noted that this process thins down the resist
mask, which can be a concern for very thin resists.
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a b

Substrate ResistMetal

Figure 4.8: Isotropic (a) and anisotropic (b) etching. a In an isotropic profile, etching happens
in all directions, and the topmost areas which are exposed to the etchant for the longest time
have a wider opening. b An anisotropic profile is directional and results in a straight edge,
defined by the opening in the resist.

4.6 Etching

A pattern defined in a resist on top of a metal (Fig. 4.2 4a) can be transferred into the
metallic layer (Fig. 4.2 5a) by wet or dry etching.

4.6.1 Wet etching

In wet etching, the wafer is submerged in a liquid solution (typically an acid or a base),
that chemically reacts with the metal, producing soluble compounds. The rate of the
etching reaction is determined mainly by etchant concentration and temperature. This
process can be highly selective towards a target metal, while the surrounded material
remains unaffected.

A typical downside of wet etching is that the process is generally isotropic, leading
to potentially undesirable etch profiles (see Fig. 4.8).

A popular solution for etching Al is a mixture of phosphoric, nitric and acetic acids.
In a process reminiscent of the SC1 method, this etching process relies on a tandem
of oxidation and oxide removal. The phosphoric acid (H3PO4) etches the native AlOx
covering the Al, which is then reoxidized by nitric acid (HNO3), only to be etched by
H3PO4 as the cycle continues [100]:

7 Al + 5 HNO3 + 21 H3PO4 −−→ 7 Al(H2PO4) + 13 H2O + 2 N2 + NO2 (4.5)
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4.6.2 Dry etching
Dry etching is done under vacuum, and can take the form of reactive ion etching (RIE),
or ion milling. Both process types are driven by a voltage gradient, making them highly
directional (anisotropic), which leads to straight etch profiles (see Fig. 4.8). On the
downside, as the process relies on high kinetic energy processes such as ion bombardment
or plasma, it can introduce excessive roughness and defects in the underlying substrate.

Ion milling is a physical etching technique where a heavy inert gas (typically Ar)
is accelerated towards the sample, where it sputters material away from the surface.
An advantage is that as a physical process, ion milling does not leave behind unwanted
chemical reaction products. The disadvantage is that it is not a selective process, and
will damage the resist mask during etching, as well as the substrate underneath. In our
qubit fabrication process, a gentle ion mill is used to remove the native AlOx before
connecting the JJ electrodes to other circuitry, avoiding the formation of parasitic JJs
between the JJ electrode and the remaining circuitry [101].

In RIE, an AC voltage at radio frequencies is used to ignite a chemically reactive
plasma. The voltage both ionizes the reactive gas, and accelerates the positively charged
particles towards the sample, where they react on collision. The volatile reaction prod-
ucts are pumped away from the chamber.

The etch rate of RIE can be increased by generating an inductively coupled plasma
(ICP) via a coil wound around the etching chamber - however, at the expense of dimin-
ished anisotropy.

4.7 Resist removal
After etching, the resist mask can be removed. In our standard process, we dissolve the
resist in a sequence of three solvents: an N-methylpyrrolidone (NMP)-based remover,
acetone, and IPA.

NMP-based removers are very effective at resist removal, particularly when heated.
However, as NMP is on the candidate list of substances of very high concern by the
European Chemicals Agency due to its toxicity for reproduction [102], it should be
avoided where possible, and replaced with other solvents. NMP should always be handled
with utmost care and in well ventilated premises.

Acetone works well to dissolve many resists and to clean remover residues from the
wafer. However, it does not dry well, leaving behind residues on the wafer surface. IPA
is a gentler solvent that removes acetone residues, and leaves behind a clean surface
when blow-dried by a flow of nitrogen gas.
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In addition to heating, sonication helps in guiding dissolved resist away from the
substrate, and keep a fresh supply of solvent circulating within the beaker. Once JJs
are present on the wafer, the sonication should be kept to mild conditions to avoid JJ
damage.

4.8 Josephson junctions

The theoretical concept behind the fabrication of Al/AlOx/Al JJs is straightforward -
given that Al readily oxidizes upon contact with oxygen, all one needs to do to create an
Al/AlOx/Al sandwich is to deposit a bottom Al layer, then introduce a source of oxygen
to grow the oxide (preferably in a controlled manner in-situ), and then deposit the second
electrode on top. However, achieving all this in a single lithography process with the two
electrodes connected to different parts of the circuit becomes a geometrically challenging
endeavor.

JJs can be fabricated via etching or lift-off, and the geometric difficulties can be
resolved through double-angle evaporation using the Dolan bridge technique [103], the
bridge-free technique [104], or the cross-type technique. Our process involves the cross-
type technique and lift-off.

An example of a cross-type design, with the JJ at the cross where the two electrodes
overlap, is shown in Fig. 4.9 a. The challenge of this design is to ensure that the
electrodes are evaporated one at a time, in a single process without breaking vacuum and
performing additional lithography. This can be achieved with double-angle evaporation.

The idea behind double-angle evaporation is that when evaporating either electrode
at a tilt with an angle θ relative to the metal target, the other electrode which is normal
relative to the currently deposited electrode will be shadowed by the resist layer, and vice
versa (see Fig. 4.9 b). This technique is suitable for electrodes narrower than s/ tan (θ),
where s is the resist thickness.

After the JJs are fabricated, they need to be connected to the qubit capacitor, and
in our design also the ground plane. This can be done by an additional lithography
process consisting of patterning, evaporation, and lift-off, which is time-consuming but
versatile (Fig. 4.11a). Alternatively, a carefully designed angular patch can be deposited
in the same lithography layer as the JJs, using the patch-integrated cross-type (PICT)
technique [101]. Here, the patch is deposited at the same tilt θ as the JJ electrodes,
with the wafer rotated by a relative angle of 45◦ (Fig. 4.11b).
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Figure 4.9: Cross-type JJs. a The two electrodes (E1 and E2) forming a JJ at their overlap.
E1 can be evaporated from whichever end, but E2 should be evaporated from the direction from
which it will connect to the patch, as E1 may shadow on the opposite end and form open circuit
on that side. b Double-angle evaporation. Both electrodes are deposited from two different
directions normal to each other, at an angle θ. When E1 is evaporated from the north, the
resist stack north of E2 shadows the opening for E2. Afterwards, when E2 is evaporated from
the east, the resist east of E1 protects it from deposition. The resist mask is a bilayer with an
undercut to facilitate lift-off, see Fig. 4.10
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Figure 4.10: Lift-off with two different resist profiles. a A too thin resist without an undercut
results in a continuous layer of metal on the sidewall, preventing lift-off. b A thicker resist stack
with an undercut profile in the bottom resist facilitates liftoff. In our stack we use PMMA as
the imaging layer, with MMA underneath. As MMA is more soluble in developer than PMMA,
it will develop faster than the exposed PMMA, creating an undercut.
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a b

Figure 4.11: Two types of patch for connecting the JJ electrodes to their surrounding circuitry.
a A patch deposited in a separate lithography step without angular evaporation. b An angular
patch fabricated in the same lithography step as the JJs, using the PICT technique.

4.9 Dicing and packaging

After the wafer-scale fabrication has been completed, it is time to separate the wafer
into individual chips. The wafer is mounted on a sticky surface (such as a tape) from the
backside to keep the diced chips together, then a thin blade spinning at several thousand
rotations per minute slices the wafer into chips.

Some materials dice more easily than others, Si being a good example of a material
that can be diced at high cutting speed with a thin (∼ 30 µm wide) diamond blade.
Hard materials such as sapphire do not yield to dicing easily, and may need to be diced
significantly slower, sometimes in multiple passes partially cutting deeper and deeper
into the substrate to avoid damaging the blade (and by extension the sample) during
cutting.

It is crucial to have good contact between the wafer backside and the mounting tape,
as small chips may come loose under the relentless flow of blade cooling water. If one
has forgiving packaging and loose requirements for cleanness of cut, then an option is to
not dice all the way through the wafer, but leave the bottom-most ∼ 100 µm undiced,
which can easily be broken off manually after removing the wafer from the dicing tool.

The dicing process can be quite harsh for the devices, as they will be exposed to
debris, cooling water, and mechanical manipulation. Therefore, the front side of the
wafer is typically coated with a protective layer of resist. A thicker resist may helpful,
but I have found 0.5 µm of resist to be sufficient. The surviving diced chips can then be
stripped of the protective resist layer as usual.

The chip is then mounted on a sample box, which in our case is an oxygen-free high
thermal conductivity (OFHC) copper box, equipped with SMA connectors. The chips
are attached to the Cu box by a polyvinyl butyral-based medical glue (BF6), which
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is surprisingly resilient to cryogenic temperatures, and dissolves in acetone or ethanol.
The electrical connection between the chip’s ground plane and the box, and between the
transmission line and the connector centre pin, is done through Al wire bonds.

4.10 Choices
In planar transmon qubits, we have three opportunities for choosing the optimal material
platform - the substrate, the JJ stack, and the superconductor forming the resonators,
capacitors, and the supporting circuitry.

From the processing side, we can choose the lithography approach (etching vs. lift-
off), the type of etching and the etching chemistry, and the type of deposition.

4.10.1 Substrate
From a device performance perspective, we consider the substrate’s dielectric constant
ϵ, its dielectric loss tangent tan (δ), and the properties of any oxides or other compounds
growing on the substrate surface. The substrate’s ϵ affects the field distribution - a higher
ϵ helpfully pushes more field into the lossless vacuum. The tan (δ) of the substrate should
be as low as possible, such as the 1 × 10−6 − 1 × 10−8 for Si and sapphire [66, 105].
The substrate should preferably not oxidize, or if oxidizing, it should grow a thin, easily
removable oxide with a low tan (δ). A related advantage is the ability to thoroughly
clean the substrate surface, such as the SC1, SC2 and HF processes for Si.

Regarding the substrate-metal combination, we consider the lattice matching between
the substrate and metal, as well as differences in thermal expansion, the chemistry of
the materials in direct contact, and the possibility of inter-diffusion.

Practical concerns may include chemical safety of cleaning procedures, as well as how
cumbersome a material is to work with - brittle materials may break during fabrication,
while hard materials may resist dicing.

Two popular choices of substrate for qubit fabrication are silicon and sapphire. Both
materials have low dielectric loss tangents. Sapphire is crystalline aluminium oxide,
whose advantage is that it does not grow amorphous oxide on the surface. Si does grow
an oxide, which is easily removed with HF, although it will regrow when exposed to
atmosphere. Si processing technology has been honed by decades of research in the
semiconductor industry, which facilitates superconducting qubit process development.
Si can be cleaned easily, has good mechanical properties, is well matched with Al. Si can
even be deep-etched relatively easily with a high aspect ratio, which moves the substrate-
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air interface further away from the regions of highest electric field concentrations in
coplanar waveguide structures.

We use high resistivity, intrinsic Si for our devices. While Si is a semiconductor at
room temperature, the charge carriers are frozen out at millikelvin temperatures, and
therefore we can assume Si to act as a dielectric at qubit operating conditions.

4.10.2 Superconductor
The chief qualifying property of a superconductor is a reasonably high Tc. This is not
merely so that operating in the superconducting regime is practical, but also to minimize
resistive loss due to quasiparticles. The equilibrium quasiparticle distribution depends
on the superconducting gap, favouring higher Tc values as the number of thermally
excited quasiparticles gets exponentially suppressed for operating temperatures further
away from Tc.

The type of oxide that grows on the surface of the metal is of tremendous importance -
its thickness, potential for self-passivation, oxide type variety (some metals like Nb grow
a whole family of oxides with different properties [106]), magnetic properties, and tan (δ).

Last but not least come the practical concerns - ease, variability, and reproducibility
of deposition, price, availability, chemical compatibility, etc. Sensitivity to magnetic flux
can also influence device coherence.

The superconductors currently facing the biggest popularity in the field of supercon-
ducting qubits are Al, Nb, Ta, and TiN [10, 19–22, 107]

The advantage of Al is that it is straightforward to reproducibly deposit high-quality
Al films using a wide variety of deposition techniques and parameters. In addition, Al
has a self-limiting oxide, matches well with Si as a substrate, and has a reasonably high
Tc of 1.2 K [31]. As a resource it is relatively cheap and available. A disadvantage is the
rich chemistry of Al, which constrains processing options as soon as the metal is present
on the wafer, notably the harsh but effective acid-based cleaning procedures or standard
photoresist developers.

Ta-based transmon qubits were the first to exhibit T1 values well above 100 µs in a
planar geometry [19]. An extraordinary advantage of Ta is its resilience to the buffered
oxide etch (BOE) as well as the piranha solution, meaning that the surfaces can be
thoroughly cleaned of fabrication residues or other impurities in-between fabrication
steps until the point where JJs are deposited, resulting in pristine interfaces. A downside
of Ta is that it can grow in two different phases, α-Ta and β-Ta, with different Tc values
(4.5 K and 0.6 − 1 K, respectively) [108, 109]. Only the α-Ta phase has been observed
to yield good coherence [19].
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Nb is likewise resilient to BOE, which enables the stripping of both Nb-oxides and
Si-oxides in one step, while leaving Nb intact. The Tc of Nb is also relatively high at
9.3 K [31]. The disadvantage is that Nb oxide is not self-limiting, and will keep growing
in thickness. Instead of a single oxide type, Nb has a whole family of oxides, one of
which is even magnetic [110].

Superconducting compounds such as TiN and NbTiN have also yielded high-quality
devices, and can be prepared in relatively corrosion-resistant configurations [21, 111].
However, these materials can suffer from low wafer-to-wafer reproducibility in nitrogen
content as well as poor uniformity across the wafer, which impedes scalability.

4.10.3 Junctions
In principle, it is possible to fabricate superconductor-insulator-superconductor (SIS)
JJs out of any oxidizing superconductor, as well as a combination thereof (e.g. the
Nb/AlOx/Nb trilayer JJ). However, qubits with T1 ≥ 100 µs are yet to be demonstrated
with any other JJ platform than Al/AlOx/Al.

Al/AlOx/Al JJs can be prepared via etching or lift-off. Lift-off junctions have a long
history of yielding highly coherent qubits; however, the process is not well scalable due
to the loss of deposition rate uniformity in angular evaporation, as well as the chance of
resist residues being trapped underneath the metal. An industrial-compatible etch-based
JJ fabrication process yielding T1 > 100 µs has been demonstrated [112].

4.10.4 Deposition type
The choice of deposition technique depends on the metallic material, the substrate, other
materials present on the wafer, and the process itself.

The target metal properties determine which techniques are viable from the start.
One such property is the melting temperature of the metal, where for example Al with
its melting temperature of 660 ◦C lends itself to a wide variety of deposition methods
and conditions, while it is challenging evaporate Nb with its melting point of 2477 ◦C or
tantalum at 3020 ◦C at any reasonable deposition rates, in which case sputtering would
be preferable.

The substrate and the presence of sensitive materials (for example resist) may also
influence suitability. Depositing a lift-off metal on a resist mask may not be suitable
for the high energy sputtering process, where the heat evolution or high energy particle
bombardment may reflow the resist, or burn it to a degree where it may become difficult
to remove.
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The desirability of step coverage is also an influence. Evaporation is more directional
than sputtering and is thus more suitable for lift-off, but where good step coverage is
desired, sputtering might be the better choice.

4.10.5 Etching type
In this section I discuss the advantages and disadvantages of wet and dry etching for
materials where both options are available.

Wet etching is convenient, as it can be done in a beaker, although this requires
manual handling of corrosive chemicals, which is a safety concern. It can also be highly
selective towards the target metal. A disadvantage is the poor anisotropy of the process,
which results in curved or slanted straight profiles, as well as in features smaller than
the openings in the resist mask (referred to as “overetch”). In a stable process, an
overetch can be compensated for by biasing the pattern by the expected overetch depth.
Additionally, etch rates can be affected by changes in ambient conditions.

Dry etching requires a more advanced set-up than wet etching but can be highly
reproducible and anisotropic. The associated ion or plasma bombardment, together
with a heat evolution at the substrate, can damage the substrate and other materials on
the wafer, such as the resist mask. A mild burnt “skin” on top of a resist can be ashed
off before dissolution, but a badly damaged resist might resist removal, leaving behind
significant residues.

4.11 Common fabrication challenges

4.11.1 Finding the correct exposure parameters
A crucial step for the success of lithography is finding the correct exposure and devel-
opment parameters.

The difference between the exposed and unexposed resist is not a ”yes or no” question
from the point of view of dissolution in the developer, but rather a question of the rate
at which the resist is developed away. For positive resists, the exposed resist will develop
significantly faster than the unexposed regions, but given enough time, the developer
consumes resist across the entire wafer.

The parameters affecting the development is the resist thickness, time and temper-
ature of the soft-bake, the exposure dose (focus, intensity and transmission for laser
lithography, current and beam dwell time in e-beam lithography), the developer concen-
tration and time of development, agitation during development and, as usual, ambient
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a b c

Figure 4.12: Dose evaluation patterns. The darker shade is unexposed resist, lighter areas are
where resist is developed away. a Positive and negative lines with widths ranging 0.5 − 1 µm.
As the resolution limit for our DWL tool is ∼ 0.8 µm, narrower lines should not develop well
in the positive pattern on top, and should be developed away in the negative pattern at the
bottom. b A slightly overdeveloped grid of 2 × 2 µm2 squares, with the exposed squares larger
than unexposed ones. c The grid pattern developed at the correct dose.

conditions such as temperature, humidity and pressure.
The correct dose can be found by fixing the resist spinning, baking, and development

conditions, and performing a succession of exposures of the same pattern, sweeping the
relevant exposure parameters. An example of such a test is shown in Fig. 4.12, where
we include a test based on the DWL tool resolution, as well as clearance of our pattern’s
smallest dimension (2 µm).

4.11.2 Photolithography on Al
For better or for worse, Al lends itself readily to a wide range of acid-base reactions,
including with the prime ingredient of photodevelopers - TMAH. This means that once
the TMAH has made its way through the exposed photoresist during development, it
will start attacking the Al underneath. This may not necessarily be a problem, and can
even be exploited to develop and etch in the same step, provided one takes the resulting
overdevelopment of the pattern into account.

However, this is not ideal if one would like to verify the patterning prior to committing
to etching into the Al, as by the time the development is through, the pattern will be
irrevocably imprinted in the top layers of the metal. The use of dilute “Al-friendly”
photodevelopers with low TMAH contents mitigates this problem, but does not eradicate
it.

In our process we deposit a thin protective layer of e-beam resist between the Al and
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Figure 4.13: Process for patterning Al by photolithography with a protective e-beam resist
layer. a shows the stack before patterning. The e-beam resist protects the Al from corrosion
during development (b). After the photoresist has been exposed and developed, the patterning
can be inspected. In case of successful patterning, the thin e-beam resist can be ashed away
in oxygen plasma (c). The resulting patterned resist stack (d) can then be used as an etching
mask as usual.

the photoresist. As e-beam resists develop in solvents rather than bases, the e-beam resist
layer will be unaffected by the developer, shielding the Al underneath. The patterned
photoresist can then be inspected after development. In case issues are discovered in
the patterning at this stage, the resist stack can be dissolved as usual, and the process
can be reattempted on the undamaged Al. Once the patterning of the photoresist is
satisfactory, the underlying e-beam resist can be ashed away in oxygen plasma. Here
it is important that the e-beam resist is significantly thinner than the photoresist, such
that a sufficiently thick resist mask is left behind after the ashing, which will affect both
resists indiscriminately, thinning down the stack. The process is illustrated in Fig. 4.13.
Afterwards, the pattern can be transferred into the Al as usual.

4.11.3 JJ resistance targeting
The qubit frequency is determined by the charging energy EC of the capacitive elements
and the Josephson energy EJ , which depends on the JJ resistance. EC is dominated by
the qubit capacitor, which is relatively large, and thus forgiving in terms of lithography
variation and reproducibility. The JJ, on the other hand, is a small and sensitive element,
which can introduce significant variations to the qubit frequency.

There are two factors that determine the resistance of a JJ - the junction area, and
the oxide barrier properties.

The oxide properties can be determined by the granular structure of the bottom elec-
trode and by the oxidation parameters, including the oxidation mode (static/dynamic),
pressure, temperature, and time. In our high-vacuum deposition system, we can assume
having a good control over these parameters.
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Figure 4.14: The so-called ”resistance curve” for JJs - the resistance as a function of the
junction area.

Figure 4.14 shows the measured room-temperature resistance R of 10 JJs on the same
chip, designed with different square areas A. For R in the range of 10−20 kΩ, typical for
qubit designs, variations in size impact the obtained R significantly. For larger junction
areas, these variations affect R to a lower degree. It is possible to modify the oxidation
parameters to get higher R for large junctions [113], although the probability of trapping
a TLS in the JJ oxide may increase.

For JJs on Si, the substrate can capacitively shunt the JJ. We observe a sensitivity
of this shunting effect to the ambient light conditions in the laboratory, changing the
measured resistance. Therefore, in our set-up, we measure JJ resistance in the dark
using an automatic probe station.
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CHAPTER 5

Microwave measurements

In this chapter, I introduce the cryogenic microwave measurement set-up used to char-
acterize both qubits and resonators. I also describe the measurement and analysis pro-
cedures for extracting the relevant device characteristics, as well as the procedures for
device and set-up calibration.

5.1 Cryogenic microwave measurement setup
All of the microwave measurements discussed in this work are performed with the device
at cryogenic temperatures ∼ 10 mK inside a dilution refrigerator. There are two main
reasons that necessitate this rather cumbersome choice of set-up – achieving supercon-
ductivity, and suppressing noise due to thermal fluctuations.

The superconducting transition temperature Tc for Al, our usual superconductor of
choice, is 1.2 K [31]. While other popular superconductors for CPWs and capacitors in
quantum processors (e.g. Ta and Nb) can achieve higher Tc than Al, the state-of-the-art
highly coherent devices still rely on Al electrodes for their Josephson junctions – in which
case, reaching ≲ 1 K would be sufficient to fulfil the condition for superconductivity.

Suppressing thermal fluctuations puts a more stringent bound on the device temper-
ature. To avoid thermal excitations in the qubit, it is necessary that the qubit transition
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energy ℏω01 ≫ kBT . For a frequency of 5 GHz, this corresponds to 240 mK, planting our
experiments firmly in the mK-regime. Additionally, even for a higher frequency device,
T ≪ Tc is preferred in order to limit the presence of quasiparticles - a cause of resistive
loss.

5.1.1 Dilution refrigeration
There are currently two leading technologies capable of reaching and sustaining mil-
likelvin temperatures on practical timescales - adiabatic demagnetization refrigeration
(ADR) and dilution refrigeration (DR). In our experiments we use the latter.

Dilution refrigeration relies on a mixture of two helium isotopes, 3He and 4He. 4He
is a boson, which allows for multiple particles to occupy the same energy state. Below
2.17 K, 4He particles condense into the lowest energy state, forming a so-called Bose-
Einstein condensate, marking the onset of superfluidity in 4He – a condition where a
fluid loses all viscosity. 3He, however, being a fermion, is only allowed up to two particles
(of opposite spin, no less) to occupy the same energy state. As fermions thus cannot
form a Bose-Einstein condensate, achieving superfluidity is challenging for 3He, and will
not occur under normal DR operating conditions.

A mixture of these two 3He/4He isotopes separates into two phases when cooled
below 870 mK: a 3He-rich phase, which floats on top of the heavier, 3He-poor phase.
The equilibrium between the two phases is disrupted by pumping away some of the
3He-rich phase, after which a new equilibrium needs to be restored. This equilibrium
restoration process is endothermic, which results in cooling.

The cooldown from room temperature to 10 mK begins with pumping out the gas
contents of the cryostat. Then, a pulse tube with He as an exchange gas brings the
DR temperature to ∼ 4 K. Afterwards, the 3He/4He gas is condensed inside the gas-
handling system, resulting in a rather rapid further cooling, which the gas-handling
system aids further by facilitating evaporative cooling via gas circulation. Below 870 mK,
the phase separation of the 3He/4He occurs, and the dilution refrigeration process itself
is responsible for further cooling down to the cryostat’s base temperature.

5.1.2 Microwave measurement set-up
Inside the DR, there are multiple stages with descending temperatures, shielded from
one another in a nesting doll-style architecture. The bottom-most (and simultaneously
inner-most) stage to which the mixing chamber of the dilution unit is attached reaches
a temperature of 10 mK, and it is to this stage that we attach a Cu plate onto which
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a

b c

Figure 5.1: The first stages of chip packaging and mounting to the cryostat. a The chip is
glued to a Cu box on the backside. The transmission line is connected to the SMA connectors
via wirebonds, and wirebonds along the chip periphery ground the chip through the box. b
The sample box is closed with a light-tight lid and mounted on a Cu plate attached to the
mixing chamber stage of the cryostat. c The cold plate with samples is enclosed in a Cu can.
This can will be enclosed in a Cryoperm shield afterwards.
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we mount our devices. The Cu plate with the device is protected by a light-tight Cu
shield, which is itself enclosed in a Cryoperm magnetic shield. The magnetic shield
attached to the mixing chamber plate is also coated with SiC mixed with Stycast to
absorb radiation. The temperature stages, as well as the various components of the
input-output measurement line used to probe the devices, are depicted in Fig 5.2.

The input line is attenuated at every temperature stage to mitigate the associated
thermal noise. While the total attenuation is significant, this is not a problem, as we need
to deliver very weak powers to the device in order to induce single-photon transitions. A
low-pass filter and an Eccosorb-based filter are also present to filter out high-frequency
noise.

Any power dissipation affecting the often extremely weak device output signal be-
comes undesirable, therefore the output line cabling is superconducting until it reaches
the cryogenic low-noise amplifier on the 4 K-stage. The amplified signal with a more
favourable signal-to-noise ratio (SNR) can then be brought up to room temperature,
where it is further amplified and measured. To minimize the incidence of unattenuated
thermal noise from the upper stages, signal reflections, or noise leakage from the am-
plifiers, the output signal is passed through microwave isolators and band-pass filters.
In addition, the poor heat conductivity of the superconducting wiring helps isolate the
lower-temperature stages from thermal noise.

For the sake of device measurement throughput per cooldown, microwave switches
that break out to connect multiple samples are installed on both the input and output
lines.
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Figure 5.2: Cryogenic microwave measurement setup for a transmission measurement. The
device-under-test (DUT) is attached to the mixing chamber plate at ∼ 10 mK.
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5.1.3 Measurement instrumentation

For continuous wave spectroscopy, such as in resonator characterization, we use a vector
network analyzer (VNA). A VNA can send continuous signals at a specified frequency
and power, and measure the complex response of the device.

For qubit readout and control, we need to generate signal pulses instead of continuous
waves. Direct generation of pulses with short and precise envelopes on the order of ns
with a high-frequency content of a few GHz is an ambitious and expensive affair - an
alternative is to generate the high frequency content and the envelope separately, and
then combine the two with the help of a signal mixer. The envelope carrying a low-
frequency signal at an intermediate frequency ωIF can be generated using an arbitrary
waveform generator (AWG), which can then be mixed with a local oscillator carrier
frequency ωLO produced by a signal generator (SG), see Fig. 5.3a. Such a frequency
upconversion can be described in the Fourier space as:

S = cos (ωLOt) cos (ωIF t) = 1
2 cos [(ωLO + ωIF )t] + 1

2 cos [(ωLO − ωIF )t] . (5.1)

The result of this frequency mixing are signals at two frequencies, or two “sidebands”,
which coincide with the sum and the difference of the two original frequencies. The
unwelcome sideband can be suppressed with the use of a slightly more complex set-up
involving the separate generation of an in-phase (I) and quadrature (Q) signal, and IQ
mixers (Fig. 5.3b). By generating the I and Q components of the envelope separately
in the AWG, and by inserting a hybrid coupler that shifts the LO phase by π/2 we get
the following spectrum:

S = cos(ωLOt) cos(ωIF,It) + sin(ωLOt) cos(ωIF,Qt)

= 1
2{cos[(ωLO + ωIF,I)t] + cos[(ωLO − ωIF,I)t]

+ sin[(ωLO + ωIF,Q)t] + sin[(ωLO − ωIF,Q)t]} .

(5.2)

If the I and Q components of the IF signal generated in the AWG are in quadrature,
cos(ωIF,Qt) = sin(ωIF,It), resulting in a single sideband:

S = cos(ωLOt) cos(ωIF,It) + sin(ωLOt) sin(ωIF,It)

= 1
2 cos[(ωLO − ωIF,I)t] .

(5.3)
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Figure 5.3: High-frequency short pulse generation via frequency upconversion. a A mixer
upconverts a low-frequency pulse with a precise envelope and a continuous high-frequency
signal into a short high-frequency pulse. b The desired sideband is filtered out with the use
of an IQ mixer consisting of a 90 deg hybrid coupler, two mixers driven in quadrature, and a
power combiner.

On the output of the cryostat, the device output signal is downconverted and digitized
by a digitizer.

An alternative to this set-up is the use of an FPGA-based multi-frequency lock-in
amplifier platform, which synthesises the signal directly on the FPGA with the help of
digital mixing. The device output signal is likewise digitized on the FPGA board. We
have used both these set-ups to measure qubit coherence interchangeably with indis-
tinguishable results. The lock-in amplifier platform is also used in our intermodulation
spectroscopy measurements.

5.2 Resonator measurements
A practical definition of the resonator quality factor Q quantifies its value as a ratio of
the resonance frequency fr and the resonance linewidth ∆f (i.e. the full width at half
maximum) [114]:

Q = fr

∆f . (5.4)
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This information can be extracted from a simple spectroscopy where we measure the
magnitude of the transmitted or reflected signal as a function of frequency. However,
a more precise result and a great deal of additional information can be obtained by
measuring the complex amplitude of the device response with a VNA instead of just the
magnitude.

In a two-port measurement, the relation between an incident wave (a1, a2) and the
reflected wave (b1, b2), where the indices 1, 2 stand for the VNA output/input ports,
can be expressed by the following scattering matrix:(

b1
b2

)
=

(
S11 S12
S21 S22

) (
a1
a2

)
, (5.5)

where the scattering parameters S11 and S22 quantify the reflected signal output and
measured by the same port, while S12 and S21 quantify the transmitted signal (S12 for
signal output on port 2 and measured on port 1, and S21 for signal output on port 1
and measured on port 2).

In a resonator coupled to an input/output transmission line in a notch configuration
(see Fig. 2.3), with the VNA outputting the probe signal from port 1 and receiving the
transmitted signal at port 2, the relevant scattering parameter becomes S21. In such a
configuration, S21 shows a dip in the frequency spectrum that coincides with the reso-
nance frequency, as the resonator absorbs near-resonant signals and rejects frequencies
outside of the resonance linewidth (see Fig. 5.4 a and d).

5.2.1 Resonance circle fit analysis
A resonator integrated in a circuit will lose energy to its internal loss mechanisms (inter-
nal quality factor Qi), as well as to the coupling to the surrounding microwave circuitry
such as the input/output transmission line (real part of the coupling quality factor Qc,
whose complex nature I will address soon). The total (or loaded) quality factor Ql

becomes:

1
Ql

= 1
Qi

+ 1
ℜ(Qc) . (5.6)

The loaded resonator quality factor Ql can be calculated from the resonance linewidth
and frequency as described above; to separate it into the two constituents requires
information about the amplitude and phase across the resonance, see Fig. 5.4. The
transmission of an ideal resonator plots a circle with a diameter d = Ql/|Qc| on the
complex plane (Fig. 5.4 c and f). In case of an impedance mismatch ϕ, this circle
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Figure 5.4: Circle fit of resonator data collected at two different drive powers: the single-
photon level in a–c and at ∼ 106 photons in d–f . At high probe power the SNR is high, while
at the single-photon level the noisy data increases the fit error.

becomes skewed, which is handled by introducing a complex |Qc| · e−iϕ [115].
For a resonator in a notch-type configuration, S21 as a function of the probe frequency

f has the following form [116]:

S21(f) = aeiαe−2πifτ

[
1 − (Ql/|Qc|)eiϕ

1 + 2iQl(f/fr − 1)

]
, (5.7)

where the terms in black describe the transmission of an ideal resonator, and the terms
in red adjust for the effects on an imperfect microwave environment: a background
transmission amplitude a, a phase shift α, and an electronic delay τ . In our analysis,
we use the circle fit routine adapted directly from [116].

The circle fit is at its most accurate in extracting both Qi and Qc when the resonator
is critically coupled, i.e. Qi ≈ Qc, and the accuracy falls when Qi and Qc differ by orders
of magnitude [90].

5.2.2 Circulating photon number
The quality of superconducting resonators is power dependent. For this reason among
others, we want to calculate the power circulating inside the resonator for a given power
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Pin delivered to the device input. We start by assuming that any signal delivered to the
device that is not transmitted further along to the output line (Ptrans) or reflected back
to the transmission line (Prefl) is absorbed by the resonator:

Pabs = Pin − Ptrans − Prefl . (5.8)

On resonance, S21 = Smin
21 = Qc/(Qc +Qi), and we can express Ptrans and Prefl in

the following way, adjusting for a potential mismatch between the resonator impedance
Zr and the transmission line impedance Z0 [111, 117]:

Ptrans = Z0

Zr
Pin|S21|2 = Z0

Zr
Pin

∣∣∣∣ Qc

Qc +Qi

∣∣∣∣2
, (5.9)

Prefl = Z0

Zr
Pin|S11|2 = Z0

Zr
Pin|S21 − 1|2 = Z0

Zr
Pin

∣∣∣∣ −Qi

Qc +Qi

∣∣∣∣2
. (5.10)

Inserting equations 5.10 and 5.9 into 5.8, we obtain the power absorbed by the
resonator:

Pabs = Z0

Zr

2Q2
l

QiQc
Pin . (5.11)

The power circulating in the resonator then becomes:

Pcirc = PabsQi = Z0

Zr

2Q2
l

Qc
Pin . (5.12)

It is customary to express the circulating power in the equivalent average number of
photons ⟨n⟩, which we obtain through the average photon energy ⟨E⟩ = ⟨n⟩ℏωr and its
relation to power ⟨E⟩ = P/ωr:

⟨n⟩ = ⟨Ecirc⟩
ℏωr

= Pcirc/ωr

ℏωr
= 2Z0

Zr

Q2
l

Qc

Pin
ℏω2

r

. (5.13)

I will discuss the calibration of the power level at the input of the device in the Input
line calibration section.
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5.3 Qubit measurements

The main purpose of the qubit measurements outlined in this section is to extract
relevant device characteristics (frequencies, couplings) and the qubit coherence times. I
will start by introducing the dispersive qubit readout scheme, then I will describe the
qubit calibration, the coherence measurement procedures, and finally the calculation of
the qubit’s Purcell decay rate.

5.3.1 Dispersive readout of a qubit state

Reading out the state of a qubit without altering its state is complicated by the impres-
sionable nature of quantum states, which are easily perturbed by measurement efforts.

One example of a quantum non-demolition measurement protocol that achieves this
goal is the dispersive readout [118], where the state of the qubit is inferred from the
frequency shift of a readout resonator coupled to the qubit in the dispersive regime.
This regime occurs when the frequency detuning between the qubit and the resonator
far exceeds their mutual coupling strength (∆ ≫ g). Under this condition, the field
inside the resonator and the qubit cannot induce any real mutual transitions, but the
coupling will renormalize the energies of the system such that the frequency of each
component is affected by the state of the other.

The Hamiltonian operator describing the dynamics between the qubit coupled to
a resonator, derived from the Jaynes-Cummings model while taking the rotating wave
approximation, takes the following form [92]:

ĤJC = ℏωr

(
â†â+ 1

2

)
+ ℏωq

2 σ̂z + ℏg(σ̂+â+ σ̂−â
†) . (5.14)

The first term of the Jaynes-Cummings Hamiltonian is that of a harmonic oscillator,
with â† and â as the creation and annihilation operators for a photon in the readout
resonator with a frequency ωr. Similarly, the second term treats the excitation and
relaxation of the qubit with a frequency ωq, where σ̂z = |1⟩ ⟨1| − |0⟩ ⟨0|. The last term
describes the mutual interaction between the resonator and the qubit, resulting in a
coherent exchange of a single quantum between the two at dynamics dictated by g. In
this term, σ̂+ = |1⟩ ⟨0| denotes the qubit excitation and σ̂− = |0⟩ ⟨1| its relaxation.

In the dispersive regime where ∆ ≫ g, the Jaynes-Cummings Hamiltonian can be
approximated to the following form using second order perturbation theory:
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Ĥdisp ≈ ℏ
(
ωr + g2

∆ σ̂z

) (
â†â+ 1

2

)
+ ℏ

2

(
ωq + g2

∆

)
σ̂z . (5.15)

In this dispersive Hamiltionian, the frequencies of the two components are modified
by the dispersive shift χ = g2/∆. It should be noted that the dispersive regime is only
valid when the system is driven by a power below a certain critical photon number,
nc = ∆2/(4g2). Above nc, the dispersive condition no longer holds, the qubit becomes
saturated and we observe the bare frequency of the resonator, unaffected by the presence
of the qubit.

The equations above hold for a true two-level system, or for a highly anharmonic
spectrum such as the Cooper-pair box. For the transmon qubit, which sacrifices high
anharmonicity α to suppress charge noise [8], the attainable higher levels affect the
dispersive shift of the resonator frequency when the qubit is brought from |0⟩ to |1⟩,
which becomes:

χ01 = g2
01
∆

α

∆ + α
. (5.16)

5.3.2 Qubit calibration
The qubit calibration sequence begins by locating the bare and dressed frequencies of
the readout resonator, and their corresponding drive power thresholds. Then, we find
the frequency of the qubit, and through a Rabi oscillation measurement, we can find the
parameters of the π pulse that brings the qubit from |0⟩ to |1⟩. Then, with a targeted
use of π/2 pulses, we can hone in on the qubit frequency in a Ramsey sequence.

Readout resonator spectroscopy

The first step in calibrating a qubit measurement is locating the “bare” and “dressed”
resonator frequencies and the corresponding powers at which they occur. We do this
by a resonator spectroscopy at different drive power levels. At high powers well above
nc, we find the resonator in its bare state with a frequency unshifted by the presence of
the qubit, see Fig. 5.5. Below nc, we find the resonator at a frequency “dressed” by the
presence of the qubit, and thus shifted by χ in the dispersive regime.

When picking a readout power, we prefer to pick a relatively high power while still
staying firmly in the dispersive regime. Under the dispersive condition, driving the
resonator with multiple photons does not induce unwanted transitions in the qubit, and
stronger signal powers give a higher SNR, enabling faster readout with lower averaging.
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Figure 5.5: Readout resonator spectroscopy. a Resonator spectroscopy at different power
levels show the dressed resonator frequency in the dispersive regime at ⟨n⟩ ≪ nc, and the bare
resonator frequency at high drive powers. b The bare and dressed frequencies, shown at the
two representative power levels indicated by the dashed line in a.

Additionally, stronger drives yield higher resonatorQi values due to the power-dependent
TLS loss.

Qubit spectroscopy

Now that we have established the necessary parameters of the readout pulse (power and
frequency), it is time to start calibrating the qubit excitation pulse parameters, starting
with its frequency. We do this through the so-called two-tone spectroscopy, where we
send two pulses in immediate succession. The first of these two pulses is intended to
excite the qubit, while the second pulse checks the outcome by probing the resonator.

In the dispersive regime, a successful qubit excitation shifts the readout resonator
frequency by 2χ01, as I show in Fig. 5.6a. Therefore, if we repeatedly send a pulse to
the resonator at the dressed resonance frequency fdressed which we established in the
previous measurement with the qubit in |0⟩, we read out the transmission amplitude
at the resonance dip. Sweeping the frequency of the qubit pulse we send preceding
the readout pulse, if this pulse fails to excite the qubit, we continue to read out the
amplitude of the resonance dip. If the qubit pulse excites the qubit, the resonance dip
moves away, and we sample the background at a higher amplitude. This results in a
peak in the spectrum coinciding with the qubit frequency, as illustrated in Fig. 5.6b.
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Rabi oscillations

Having found the qubit frequency, it is time to find out what pulse parameters induce a
rotation on the Bloch sphere by a single π from |0⟩ to |1⟩, such that we can later produce
arbitrary rotations in this basis.

We do this through measuring the Rabi oscillations of the qubit. In this step, we fix
one of the two remaining free pulse parameters governing the pulse power - amplitude
or length - and sweep the other. As gate speed is of essence in quantum algorithms, we
choose to fix the pulse length and sweep the amplitude. The result of such a measurement
is shown in Fig. 5.6c, where increasing the pulse amplitude from 0 to ∼ 37 mV brings
the qubit all the way from |0⟩ to |1⟩, and overshooting this amplitude sends the vector
further along the surface of the sphere, until it makes its was back to |0⟩ at ∼ 74 mV.
Increasing the amplitude further repeats this rotation. Similarly, to bring the qubit to
an equal superposition between |0⟩ and |1⟩ at the equator of the Bloch sphere in a π/2
rotation, one need only cut the amplitude of the newly established π-pulse in half.
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Figure 5.6: Qubit calibration. a Resonator spectroscopy with the qubit in |0⟩ and |1⟩. b
Qubit spectroscopy. c Rabi oscillations. d Ramsey fringes.
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Ramsey fringes

The precision of the qubit frequency, which has been assigned from a qubit spectroscopy,
can be further improved through the Ramsey sequence. In the rotating wave approxima-
tion behind the dispersive Hamiltonian, we assume that the qubit vector is precessing
along the Bloch sphere with the qubit transition frequency f01, and we move to the
rotating frame so that we can treat the qubit vector as stationary [46]. However, in the
case of a near-resonant drive detuned from f01, the qubit vector left to freely evolve will
appear to precess around the Bloch sphere with a frequency equal to the drive detuning.

In the Ramsey sequence, the qubit vector is brought to the equator of the Bloch
sphere, where this effect is most pronounced, by a π/2-pulse. Then, the qubit is left to
freely evolve for a time ∆t, before we send another π/2-pulse and read out the state
of the qubit immediately (for a pulse schematic, see Fig. 5.7b). Varying the time ∆t,
∆t = 0 the two π/2 pulses simply add up to a π. Allowing the vector to precess around
the equator to the opposite side of the sphere makes the second π/2 pulse bring the
vector back to |0⟩ (disregarding decoherence for the moment). Sweeping ∆t results in
oscillations between these two extremes with the frequency of the pulse detuning.

Therefore, a two-dimensional parameter sweep varying the delay time between the
two pulses on one axis, and the qubit pulse frequency on the other – see Fig. 5.6d –
results in the so-called Ramsey fringes, and we find the true f01 when the oscillations
disappear.

5.3.3 Anharmonicity

If we are interested in the qubit anharmonicity α = 2π(f12 − f01), we can perform a
spectroscopy starting with the qubit in |1⟩. This sequence uses three pulses - the first
excites the qubit, the second searches for f12, and the third pulse reads out the result
through the resonator.

Sweeping the frequency of the second pulse, when its frequency coincides with f12,
the readout resonator frequency shifts once again. This we observe through the change
in the readout signal amplitude, just as we did in the two-tone spectroscopy in search
for f01.

5.3.4 Coherence measurements

In this section I will show how to measure the coherence times defined in Chapter 2.
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5.3 Qubit measurements

Energy relaxation time

The energy relaxation time T1 can be measured relatively easily by bringing the qubit to
|1⟩ with a π-pulse and waiting some time before measuring the qubit state. Increasing
this readout delay ∆t, we observe an exponential decay to |0⟩ with a time constant of
T1, see Fig. 5.7. To ensure that we are starting each measurement of the decay curve in
|0⟩, we can either wait a multiple of the expected T1 before measuring the next point, or
for the more ambitious, perform an active reset of the qubit between each measurement
[29].

Ramsey decay time

There are multiple strategies for obtaining the decoherence time T2, the simplest of which
is the Ramsey sequence described in the Ramsey fringes section. When the sequence
is applied perfectly on resonance, the qubit vector brought to the equator of the Bloch
sphere experiences both energy relaxation and dephasing, and decays into the mixed
state. The time constant obtained by increasing ∆t between the two π/2 pulses is
commonly denoted as T ∗

2 .
In case of a detuning between the pulse frequency and the true qubit f01, we get a

decaying oscillation with the frequency of the drive detuning and the decay time constant
of T ∗

2 . With a near-resonant drive, this oscillation on top of the exponential decay can
be barely perceptible and can decrease the accuracy of the exponential fit. This issue
can be exacerbated by TLS-induced qubit frequency fluctuations when tracking T ∗

2 over
time. Therefore, I prefer to intentionally detune the π/2-pulse by a couple kHz to induce
an oscillation I can reliably fit, such as is the case in Fig. 5.7h.

Spin echo decay time

Another popular method for quantifying qubit coherence is the spin echo sequence, where
a so-called refocusing π pulse is added between the two π/2 pulses. The idea is that if
a systematic environmental noise source is dephasing the qubit in one direction, then
flipping the qubit to the opposite pole of the Bloch sphere will counteract the effect of
this dephasing. If the qubit spends an equal amount of time ∆t/2 on both sides of the
sphere, the effect of constant systematic noise could cancel out.

This method can be expanded with an arbitrary number of π-pulses in the Carr-
Purcell-Meiboom-Gill (CPMG) sequence, where in the event of facing systematic noise,
an increasing number of π-pulses brings TCPMG

2 closer to the theoretical maximum of
2T1 [46]. Such an experiment reveals how much of the qubit dephasing is caused by
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Figure 5.7: Qubit coherence measurements. a–c The pulse sequences for measuring T1, T ∗
2

and T e
2 , respectively, where R is the readout pulse. In the accompanying fitting equations for

the time constant extraction, y0 is the y-axis offset and A the amplitude. ω is the Ramsey
oscillation frequency. d–g The pulse sequences in a–c represented on the Bloch sphere, with
the lilac arrow showing the qubit state at the end of the sequence. No decoherence is assumed
in the cases of d–f. e–f The two extremes of applying two slightly detuned π/2-pulses in the
Ramsey sequence, bringing the qubit to |1⟩ or |0⟩. g The spin echo sequence, where the π pulse
refocuses the dephasing incurred on the opposite side of the sphere. Since we are considering
decoherence now, we find the qubit in the mixed state inside the Bloch sphere at the end of
the sequence, as opposed to the surface. h Data showing an example of T1, T ∗

2 and T e
2 decays,

fitted to the equations in a–c. For visual comparison purposes, T e
2 has been flipped by another

π pulse immediately prior to readout, such that the maximum at ∆t = 0 corresponds to |1⟩. In
the T1 procedure the qubit decays into |0⟩, while the two T2 sequences see the qubit decay into
the mixed state. i shows the histogram of the T1 values of a single qubit collected over 48 h.
The individual T1 values over time are displayed in j.
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systematic vs. stochastic sources.

Coherence fluctuations

It is typical to observe fluctuations in qubit coherence over time, due to TLSs as well
as other other parameter fluctuations [12]. We show this on a repeated measurement of
over 48 h in Fig. 5.7i–j. Therefore, when quoting device coherence values, it is beneficial
to collect a larger statistical sample and quote the obtained mean values.

5.3.5 Purcell decay rate
The Purcell decay time Tp gives the timescale on which the qubit decays to the transmis-
sion line through the resonator. It is the inverse of the Purcell decay rate γ = κg2/∆2,
where the readout resonator decay rate is given by κ = 2πfr/Ql. The coupling g be-
tween the qubit and the resonator can be calculated from the χ-shift between the bare
and dressed resonator frequencies and the qubit-resonator detuning ∆ as g =

√
χ∆.

As we are interested in the Purcell decay rate at the qubit operating conditions, we
extract the relevant resonator-related parameters ∆ and κ in the dressed state at the
drive power corresponding to the qubit readout power.

Therefore, we can explicitly calculate Tp from our measured value as:

Tp = κ−1 ∆2

g2 = κ−1 χ

∆ = Ql

2πfr

2π(fr − f01)
2π(fdressed − fbare) . (5.17)

5.4 Input line attenuation calibration
To convert the measurement instrument output power to the power delivered to the
sample, we need to know the input line attenuation at the measurement conditions.
Measuring the line attenuation at room temperature before connecting the sample is
only marginally helpful, as this changes once the system is cold, at which stage we no
longer have the possibility to directly measure the input line resistance. Therefore, our
best bet is to infer the input power from measuring the device properties.

Qubits are the ideal candidates for this, as due to the anharmonicity of their energy
spectrum, we can tell how much power is needed to populate the qubit with a single
photon. We have discussed how in the dispersive regime, the qubit and the resonator shift
each other’s frequencies by 2χ01 for every additional photon in the respective element.
For a qubit shifted by a driven resonator, this frequency shift is called the ac-Stark shift
[49]. We can use this shift to calculate the population of the resonator, and subsequently
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by considering coupling between the resonator and the input/output transmission line,
we can extract the power delivered at the device input, which gives us the precise input
line attenuation.

In this procedure, we measure the the qubit frequency as a function of resonator drive
power. This can be done by pulsed qubit spectroscopy while continuously driving (and
reading out) the resonator at different powers using a VNA. The linear fit of this relation
gives the unshifted frequency f0

01 of a qubit in the absence of a drive, see Fig. 5.8a.
To convert this into the photon number population of the resonator, we divide the

ac-Stark shift at a given power by the dispersive shift 2χ01: ⟨n⟩ = (f01 − f0
01)/(2χ01).

The dispersive shift is extracted by resonator spectroscopy with the qubit in |0⟩ and |1⟩,
see Fig. 5.6a. A linear fit of ⟨n⟩ as a function of VNA output power gives the resonator
population at an arbitrary drive power, see Fig. 5.8b.

Extracting the Q values from a circle fit of the dressed resonance, we can calculate
the power at the device input P at an arbitrary ⟨n⟩ from the modified Eq. 5.13:

P = Qcℏω2
r

2Q2
l ⟨n⟩

(5.18)

The difference between the VNA drive power and the P at the device input extracted
above then gives the input line attenuation at the resonator frequency.
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CHAPTER 6

Mitigating loss - film quality and the substrate-metal interface

In the following chapters, I will summarize the results of our investigations into the
loss mechanisms limiting the coherence of our devices, starting with losses incurred at
the substrate-metal (SM) interface, in conjunction with losses associated with the film
quality.

Our goal is to understand the origin of the loss currently limiting device performance,
and to find ways to mitigate this loss through optimizing the device fabrication process
or device design.

The impact of various changes in the fabrication process, design layout and choice
of materials on the device quality can be inferred through coherence measurements -
however, the procedure of full qubit fabrication, chip packaging, cooldown to millikelvin
temperatures and appropriately averaged microwave characterization is time-consuming
and resource-heavy. Therefore, together with studying the impact of the introduced
changes on device coherence, we are also looking for indicators of device performance
which could be collected at an early stage of the fabrication process, ideally at room tem-
perature. These could be materials characteristics such as surface roughness, elemental
profile, or the presence of various defects or contaminants – potentially in conjunction
with reliable modeling and simulation methods. Mapping the aforementioned param-
eters to coherence data not only broadens our understanding of the loss mechanisms
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at play, but also paves the way to finding early-stage device performance indicators for
quantum processor fabrication.

Dielectric loss due to parasitic TLSs is typically a major limiting factor in super-
conducting qubits [12, 59, 119], therefore our investigations are focused around this
loss channel. CPW resonators make convenient proxies for studying TLS loss in qubits
thanks to the power-dependent resonator Q caused by TLS loss, and the fact that qubits
and resonators share many of the same loss channels due to their shared fabrication pro-
cedures and material platforms.

In TLS loss studies, the focus is typically on the interfaces between the different
materials [51, 120]. We have three primary materials in our CPW structures – the
substrate, the metal, and vacuum. We assume the cryogenic vacuum to be lossless, and
there to be zero field inside the superconducting metal. We also choose a substrate with
a very low bulk dielectric loss tangent (such as Si or sapphire with loss tangents in the
range of 10−8 − 10−7 [51, 66]).

Assuming zero field inside a uniform superconductor, it is tempting to also consider
the film quality (in terms of granular structure, defects or contaminants) inconsequential
to the device loss. However, the implications of different film structures for the mor-
phology of the lossy interfaces play a role in dielectric loss, which we explore in papers
A and B.

Additionally, in paper D we see that the quality of 3D cavities improves with the
purity of the metal – the cavities fabricated from a 6081 Al alloy (96%-98% Al with
traces of mostly Mg, Si and Mn) show a significantly lower Qi than cavities fabricated
from 99.99% (4N) pure Al, which are in turn outperformed by Al with a 99.999% (5N)
purity.

6.1 Participation ratio simulations
As discussed in section 2.2.2, energy participation ratio simulations are a useful tool for
shedding light on the relative contributions of different materials and their interfaces
to the total loss of a device; however, the accuracy of these simulations relies on as-
suming correct values for the effective thicknesses of the contributing lossy regions and
their dielectric loss tangents. In paper B, we show that fabricating CPW resonators of
identical design, while modifying one step of the fabrication procedure affecting a single
interface at a time, has a noticeable impact on the total TLS loss Fδ0

TLS in ways that
are nontrivial to predict.

In our participation ratio investigations, we simulate a CPW cross-section with our
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6.1 Participation ratio simulations

Interface tan δ ϵr Thickness

Al - - 150 nm
Air 0 1.0 2 mm
Si 10−7 11.7 280 µm
MA 10−3 7.0 5 nm
SA 10−3 4.0 2 nm
SM 10−3 4.0 0.4 - 2 nm
corner 10−3 4.0

Table 6.1: Materials parameters used in the simulations shown in Fig. 6.1. tan δ = 10-3

stands at the lower bound of the limits reported by [51] .
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Figure 6.1: a Participation ratio simulation results as a function of the thickness of a dielectric
at the SM interface. b Cartoon of the simulated CPW cross-section, its materials and their
interfaces. The electric field lines of the resonant mode are sketched as the turquoise lines.

standard resonator geometry (center conductor width w = 20 µm and the gap to ground
g = 10 µm), using the materials parameters listed in Table 6.1. Studying the impact
of variations in the simulated parameters, we find that as soon as we allow for almost
any dielectric to exist at the substrate-metal interface, the loss at this interface quickly
becomes dominant (see Fig. 6.1). Below a certain effective thickness of the SM inter-
face, it is the losses at the MA and SA interfaces that dominate. However, due to the
cumulative nature of losses at all participating interfaces, reductions of loss at the MA
and SA interfaces can still result in measurable coherence improvements in cases where
the SM loss has a dominant status.

It is tempting to assume negligible loss at the SM interface, as this is the first interface
we form during the fabrication process, and thus we have good control over its formation
with a relatively large freedom in choosing the optimal surface cleaning procedures. At
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later stages of the fabrication process, we have to consider the durability of the structures
present on the wafer, and we become more limited in the harshness of cleaning treatments
permitted. During fabrication, we accumulate adsorbates and fabrication residues on
surfaces [121], and can even promote excessive oxidation beyond the ambient native
oxidation through thermal or acid-base treatments [122]. Surfacial oxide is not only a
prominent source of dielectric loss by itself, but can also encapsulate the aforementioned
contaminants, exacerbating the associated loss. Some materials, such as Nb and Ta,
are resilient towards harsh chemical treatments that can remove surface contaminants
and even oxides while leaving the metal intact, such as the buffered oxide etch or the
piranha clean [19, 106, 123]. This is very helpful for cleaning the SA and MA interfaces
in-between the various processing steps. However, once the Al/AlOx-based JJs are on,
the processing limitations become more stringent.

6.2 Pre-deposition substrate treatment in evaporated
films

In our standard fabrication process, we form the SM interface of the CPW structures
by first cleaning the Si surface with SC1, which removes organic contaminants (see
Section 4.2). Afterwards, we remove the Si oxide (SiOx) by dipping the wafer in 2%
HF for 60 s, which should leave a behind hydrophobic, oxide-free Si surface, passivated
by a Si-H monolayer (see section 4.2). As this Si-H passivation is temporary, the native
SiOx will regrow with time. Therefore, we immediately load the HF-treated wafer into a
vacuum-pumped loadlock of a thin-film deposition tool, which in the case of our standard
process is a Plassys evaporator. Inside, the wafer is heated to 300 ◦C for 10 min to desorb
moisture and other volatile adsorbates, such as atmospheric organic matter [124–126].
Afterwards, the wafer is left to passively cool to room temperature (RT) while pumping
to reach a lower chamber pressure, and to promote the desorption of matter from the
surfaces. If we pump for 24 h, which is the starting point of the following experiments,
the pressure in the chamber reaches ∼ 4 × 10−8 mbar. Then, a 150 nm thick Al film is
deposited at 1 nm s−1, after which the film is oxidized in situ in pure oxygen.

In the experiment published in Paper B, we fabricate five wafers, where we system-
atically vary one step of the pre-deposition Si treatment at a time. Sample #1 serves
as a control sample, with all the aforementioned standard steps (SC1, HF, preheat,
24h pumpdown) present in the fabrication process. In samples #2–4, we skip the HF
dip, SC1, and preheat, respectively. In sample #5, we significantly cut down the pre-
deposition vacuum pumping time from the standard 24h to 4h, after which the pressure
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6.2 Pre-deposition substrate treatment in evaporated films

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5
(#1) (#2) ( #3) (#4) (#5)

Process variation Standard No HF No SC1 No preheat Short pumping

No. of resonators 8 6 6 7 6
Qi (⟨n⟩ = 1) 1.1 × 106 0.24 × 106 0.95 × 106 0.8 × 106 1.1 × 106

F δ0
TLS/10−6 0.87 4.4 1.0 1.4 0.87

(±0.29) (±0.79) (±0.23) (±0.70) (±0.20)
δother/10−7 2.3 2.3 2.0 2.1 2.4

(±0.53) (±0.30) (±0.72) (±0.43) (±0.76)

Table 6.2: Summary of samples #1-5 with different pre-evaporation substrate treatments.
The table includes the number of resonators on each sample, the average Qi at ⟨n⟩ = 1 across
all the resonators on the sample, and the average TLS model fit parameters Fδ0

TLS and δother,
including their standard deviations.

in the deposition chamber reaches ∼ 6 × 10−8 mbar and the temperature is 50 ◦C.
We then fabricate chips with CPW resonators with our standard g : w : g = 10 :

20 : 10 µm geometry from wafers #1–5. We measure the Qi vs ⟨n⟩ dependence of these
resonators, which we fit to the TLS model in Eq. 2.4. The extracted parameters are
shown in Fig. 6.2 and summarized in Table 6.2.

Despite keeping the resonator geometry and the post-deposition fabrication proce-
dure identical between the samples, we observe measurable differences in the extracted
Fδ0

TLS, which we attribute to differences in loss at the SM interface caused by the pre-
deposition procedure deviations.

In sample #2, we study the effects of failing to remove the native SiOx from the
substrate surface prior to deposition, which increases the average Fδ0

TLS of this sample
5-fold compared to the standard sample #1. This is unsurprising, as the transmission
electron micrograph (TEM) of sample #2 in Fig. 6.3b shows a 1.5 nm thick interfacial
oxide layer, which is a prominent source of TLS loss. In contrast, the TEM of sample
#1 in Fig. 6.3a shows that our standard procedure can result in a pristine interface
between the Si and Al, with no continuous oxide layer in-between.

We also perform elemental depth profiling of the different samples by time-of-flight
secondary-ion-mass-spectrometry (ToF-SIMS) – a highly accurate method capable of
simultaneous analysis of species with different masses [127]. In our ToF-SIMS set-up, an
auxiliary Cs+ beam sputters through the material stack, starting from the MA interface
all the way through until the bulk of the Si wafer. Concurrently, the elemental com-
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Figure 6.2: Energy loss in CPW resonators fabricated with different pre-deposition treatments.
a Qi vs. circulating power for one resonator each from samples #1–5 with a frequency ∼ 4.4 GHz,
fitted to the TLS model in Eq. 2.4. b Box plot of the TLS loss Fδ0

TLS extracted from the TLS
fit of each resonator on samples #1–5. The inset shows a close-up of the area of panel b where
most data points for samples #1 and #3-5 are located.

position of the stack is analyzed as a function of sputtered depth – a primary Bi3+ ion
beam generates secondary ions from the exposed matter, which are accelerated towards
the mass spectrometer, where their time-of-flight and mass/charge ratios are analyzed.
An example of this analysis for sample #1 is shown in Fig. 6.3c, and the intensity of
the measured oxygen content for the various samples of interest is shown in Fig. 6.3d.

The measured oxygen intensity for sample #2 shows a distinct peak at the SM
interface, which is consistent with the oxide layer observed in the TEM of this sample.
Surprisingly, this SM peak is also present in the remaining samples, although significantly
weaker than in sample #2. The peak is also present in sample #1, where no oxide layer
was observed at the SM interface in the TEM in Fig. 6.3a. We study the origin of this
peak in more detail in Paper A, as well as section 6.4 of this chapter.

In Al films grown on SiOx, it is thermodynamically favourable for the SiOx to be
reduced into AlOx [128, 129]:

4 Al + 3 SiO2 → 2 Al2O3 + 3 Si (6.1)

We confirm that this is the case in our samples through ToF-SIMS measurements
in the Supplementary materials to Paper A, which show that the SM peaks consist of
predominantly AlOx species, as opposed to SiOx.
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Figure 6.3: TEM and ToF-SIMS investigation of the SM interface of samples in Fig. 6.2. a
TEM of sample #1 with a pre-deposition oxide strip in HF shows a direct interface between
Si and Al with no continuous intermediate oxide layer. The bright contrast at the interface is
due to Fresnel fringe contrast. b TEM of sample #2 with no HF treatment, showing a 1.5 nm
thick oxide layer at the SM interface. c Depth profile of the standard-process sample (#1)
characterized by ToF-SIMS. The depth is proportional to the time during which the sample
was etched by the Cs+ sputter beam. The MA and SM interfaces are highlighted with blue and
red, respectively, while the Si substrate is in yellow. d) The depth profile of O− from sample
#1 (standard process), #2 (no HF), #4 (no preheat), and #5 (short pumping).

In sample #3, even though the SiOx was stripped by HF, the omission of SC1 results
in a 15% increase of Fδ0

TLS compared to the standard #1, which can be attributed to
residual contamination of the substrate surface.

Sample #4, which was treated by both SC1 and HF but did not receive the pre-
heat treatment to 300 ◦C inside the vacuum chamber, shows a 61% increase in Fδ0

TLS
compared with sample #1 when considering all resonators on the sample, and a 26%
increase when the one outlier resonator is discarded, in which case the average Fδ0

T LS of
sample #4 falls to 1.1 ± 0.07 × 10−6. We observe no discernible difference in the oxygen
concentration at the SM interface of sample #4 compared to the standard sample #1 in
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the ToF-SIMS measurement shown in Fig. 6.3d. It is possible that change in the oxygen
level is below the observable limit, or that the factor behind the increased performance
of the devices on sample #1 when the preheat step is included is not the desorption of
oxidizing species.

On the other hand, reducing the pre-deposition pumping time with the wafer inside
the vacuum chamber from our previously standard 24 h to 4 h showed no adverse effect
on the TLS loss of resonators on sample #5.

Some of the observed deviations in the extracted Fδ0
T LS of samples #1–5 are to be

expected - particularly in sample #2, where we obtain a relatively thick layer of lossy
dielectric at the dominant SM interface in the absence of the HF oxide strip step. How-
ever, variations of Fδ0

T LS when skipping the preheat step or SC1 are harder to predict,
and therefore become difficult to account for in device modeling and simulations. This
highlights an issue in adapting materials parameters values from literature, which can
differ measurably between different laboratory environments and fabrication procedures.

6.3 Pre-deposition treatment and deposition conditions
in sputtered films

In a related experiment, also published in Paper B, we study the loss of resonators
made from sputtered Al films. In samples #6–11, we vary the pre-deposition substrate
treatments, as well as the deposition conditions of the sputtered films.

The post-deposition fabrication of the CPW resonators made from wafers #6–11 is
identical to those of #1–5, as is the device design. As for pre-deposition treatments, SC1
was omitted for samples #6–11 unless otherwise specified, but the Si wafers did receive
the standard 2% HF treatment, after which they were loaded into a heated loadlock
(80 ◦C) of the sputter tool for 40 min until a pressure below 5 × 10−7 mbar was reached.
Afterwards, the substrate was heated to 300 ◦C for 10 min and pumped for 16 h, at which
point the base pressure of the deposition chamber reached 2.2 × 10−8 mbar. Al was then
deposited at a rate of 1 nm s−1 by direct-current magnetron sputtering in Ar plasma,
followed by in-situ oxidation of the film surface.

In samples #6–8, we investigate the impact of sputtering rate (0.3 nm s−1, 1 nm s−1,
and 1.4 nm s−1), which we vary by changing the forward power delivered to the DC
magnetron that ignites the Ar plasma. In sample #9, we heat the wafer to 100 ◦C
immediately prior to the Al deposition with the intent to promote larger grain sizes
[130]. Finally, the Si substrates in samples #10–11 are annealed at 700 ◦C for 25 min
instead of the standard 300 ◦C for 10 min in order to promote Si surface reconstruction
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6.3 Pre-deposition treatment and deposition conditions in sputtered films

and achieve a better atomic transition between the metal and substrate [131, 132]. In
addition, sample #11 received the SC1 treatment. The varied fabrication parameters for
samples #6–11 are summarized in Table 6.3, together with the key parameters extracted
from CPW resonators fabricated from these samples. The resonator results are also
shown in Fig. 6.4. Additionally, we measure the surface roughness of Al films prepared
using the above conditions by scanning a 5 × 5 µm area of the Al surface using atomic
force microscopy. The obtained values for the quadratic mean roughness Rq, also known
as the root mean square (RMS) roughness, are summarized in Tab. 6.4.

Samples #6–9 show the impact of deposition conditions, which can influence the
crystallographic parameters of the film, its purity, and the properties of both the SM
and MA interfaces. Sample #7 is the closest in deposition conditions to the standard
evaporated sample #1 (barring the omitted SC1 and the sputtered deposition at an
equivalent deposition rate). Despite these differences and a doubled surface roughness
of sample #7 compared to #1, the two samples show comparable TLS loss. Therefore,
we can use sputtered films for the wiring layer of our devices.

The resonator data from samples #6–8 indicates that there is an optimal intermedi-
ate sputtering rate for decreasing TLS loss, as both the higher and lower deposition rates
yield higher TLS loss than the intermediate 1 nm s−1. This optimum may be governed
by grain size, or perhaps by the variations in the system conditions that govern the
sputtering rate (plasma power and the associated heat evolution, or alternatively the
target-substrate distance and substrate position relative to the plasma profile). Gener-
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Figure 6.4: Energy loss in CPW resonators fabricated on sputtered films with different pre-
deposition treatments and deposition conditions. a Qi vs. circulating power for one resonator
each from samples #6–11 with a resonance frequency ∼ 4.8 GHz, fitted to the TLS model in
Eq. 2.4. b Box plot of the TLS loss Fδ0

TLS extracted from the TLS fit of each resonator on
samples #6–11.
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Sample 6 Sample 7 Sample 8
(#6) (#7) ( #8)

Variation 0.3 nm s−1 1 nm s−1 1.4 nm s−1

No. of resonators 8 6 8
Qi (⟨n⟩ ∼ 1) 0.40 × 106 1.0 × 106 0.58 × 106

F δ0
TLS/10−6 2.2 0.86 1.5

(±0.35) (±0.29) (±0.26)
δother/10−7 1.6 1.5 1.3

(±0.55) (±0.24) (±0.38)

Sample 9 Sample 10 Sample 11
(#9) (#10) (#11)

Variation 100 ◦C dep. 700 ◦C preheat 700 ◦C preheat + SC1

No. of resonators 8 7 7
Qi (⟨n⟩ ∼ 1) 0.32 × 106 0.48 × 106 0.38 × 106

F δ0
TLS/10−6 2.9 2.0 2.6

(±0.34) (±0.29) (±0.24)
δother/10−7 1.9 2.0 1.8

(±0.98) (±0.66) (±1.7)

Table 6.3: Summary of samples #6-11 with sputtered Al. The table includes the number of
resonator on each sample, the average Qi at ⟨n⟩ ∼ 1 across all the resonators on the sample,
as well as the average TLS model fit parameters Fδ0

TLS and δother, including their standard
deviations.

Substrate treatment Deposition method Equivalent sample # Rq

300 ◦C, 10 min Evaporation, RT #1 1.4 nm
300 ◦C, 10 min Sputtering, RT #7 3.2 nm
300 ◦C, 10 min Sputtering, 100 ◦C #9 58.9 nm
700 ◦C, 25 min Sputtering, RT #10 11.3 nm

Table 6.4: Surface roughness values of different Al films, alongside the corresponding de-
position parameters. The equivalent sample # denotes the resonator sample prepared with a
film fabricated using identical deposition parameters.
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ally, increased deposition rates are desired to reduce the probability of trapping impuri-
ties in the film during growth. In addition, the higher kinetic energy of atoms sputtered
at high power gives the atoms increased mobility, which affects the grain size. However,
this increased kinetic energy can also enable implantation of the target material in the
substrate, degrading the quality of the SM interface.

In sample #9, raising the substrate temperature to 100 ◦C prior to deposition yields a
significantly higher surface roughness than the standard - so much so that the film looks
white to the naked eye, as opposed to the typical mirror-like finish of Al thin films. It is
plausible that such an increase in roughness would exacerbate loss at the MA interface.

In both samples #10-11, the 700 ◦C annealing step degraded the low-power Qi of the
resonators. This may have been caused by the deterioration of the residual hydrogen
monolayer on the Si substrate after the HF treatment, and a subsequent re-oxidation
of the Si surface. Additionally, the surface roughness increased in comparison with the
standard sample, which may have caused additional losses at the MA interface.

We also observe a decrease in the other, non-TLS related losses in the sputtered films
in comparison to evaporated films. Further studies into the reason behind this decrease
are needed; however, a decrease in quasiparticle loss may be partially responsible, as the
Tc of the sputtered sample #7 was higher than of the evaporated sample #1 (1.2 K and
0.91 K, respectively).

6.4 Film thickness and grain size
As shown in Fig. 6.3, the TEM of the SM interface of our standard sample (prepared
by evaporating Al on HF-treated Si) shows a direct interface between the Si and Al,
which is seemingly at odds with the peak in the oxygen concentration at this interface
inferred from the ToF-SIMS of the same sample. In the following experiments, published
in Paper A, we aim to investigate the origin of this oxygen peak, devise a strategy to
mitigate it, and study the impact of this mitigation of oxygen content at the SM interface
on the coherence of our devices.

6.4.1 Materials analysis
While a TEM of the type shown in Fig. 6.3a would detect a continuous layer of oxide such
as the one in Fig. 6.3b, localized and discontinuous oxide species may be overlooked –
however, these could be picked up by the exceptionally sensitive ToF-SIMS. Additionally,
a key difference between the two investigations presented in Fig. 6.3 is that the ToF-
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Figure 6.5: TEM and ToF-SIMS of Al films with different thicknesses. a–b TEM of a 150 nm
film in a, and a 500 nm film in b at identical magnification. Each arrow points at an identi-
fied grain boundary. c–d Elemental depth profiles of three different film thicknesses obtained
through ToF-SIMS, shown here for Si, Al and O, respectively. The x-axis shows the sputter-
ing time, which is proportional to the sputtered depth. The y-axis shows the intensity of the
measured signal identifying each element, normalized by the total beam current. The sharp
increase in the intensity of Si in c, and the arrows in e, mark the SM interface of each sample.
The inset in e shows the intensity of the measured O signal at the SM peak on the linear scale.

SIMS measurement samples a significantly larger area of the sample (100 × 100 µm2).
This makes the ToF-SIMS more likely to also sample areas with local defects, as well as
one very important part of thin film structure – the grain boundaries.

As shown in another, lower-magnification TEM in Fig. 6.5a, under high-vacuum con-
ditions, Al can grow in columnar structures of parallel grain boundaries [133]. These
grain boundaries can support oxide growth in-between grains, and can also act as diffu-
sion channels for contaminants, including oxidizing agents. The size of the parallel grains
depends on the film thickness [134, 135], which we verify on our system by imaging the
grains of Al films of two different thicknesses – 150 nm and 500 nm – in Fig. 6.3a–b. This
method of changing grain size by film thickness and keeping all other growth parameters
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6.4 Film thickness and grain size

constant is convenient for isolating the impact of grain size on device performance, as
this method does not require a change of system parameters influencing the deposition
rate (temperature, electron beam current, target position, etc.). Such changes may by
themselves jeopardize the quality of the interfaces or the film purity – as observed in the
sputter rate experiments of Section 6.3.

Having verified that growing thicker films gives rise to larger grains and therefore
fewer grain boundaries, we study the effects on the elemental depth profiles of Si/Al
stacks with Al films of three different thicknesses - 150 nm, 300 nm and 500 nm - prepared
using the updated standard process from Section 6.2 with a 4 h pre-deposition pumping
time. In Fig. 6.5e, we find that the oxygen level inside the film decreases in the thicker
films. Additionally, the SM oxygen peak intensity, indicated by the dashed lines, falls
with a ratio of 5:3:2 from the thinnest to the thickest film.

While it appears in Fig. 6.5e as if the Si/Al interface were broadening with increasing
film thickness, this is unlikely to be a real feature of the samples. Instead, this broad-
ening is a known artifact caused by surface roughening and atomic mixing during the
sputter-assisted depth profiling [136, 137]. Although disregarding the width of the peaks
in similar scenarios is not unusual, we compare the peak intensity and the integrated
intensity for O across the entire Al film, including the MA and SM interfaces. The
integrated intensity divided by film thickness scales with a ratio of 6:3:2.

6.4.2 TLS loss in resonators
Having established that growing thicker Al films gives rise to larger grain sizes and
consequently fewer grain boundaries that support oxide formation, which is a common
suspect in TLS loss, we set out to study the effect of Al film thickness on the TLS loss
of CPW resonators. In Fig. 6.6a, we show the Fδ0

TLS of 50 resonators, fabricated from
Al films of the three thicknesses studied in the SIMS analysis. This data shows that
the average Fδ0

TLS of resonators made from 150 nm thick films is 1 × 10−6, while the
Fδ0

TLS of 500 nm films is half that at 5 × 10−7 on average. The 300 nm films resulted in
resonators with average Fδ0

TLS of 8 × 10−7.

6.4.3 Qubit coherence
Comparing the quality of different qubits fairly can be challenging due to the frequency-
dependence of the decoherence time constants we measure (T1, T2), as well as due to the
design-dependent Purcell decay into the readout resonator or other elements coupled to
the qubit.

89



Chapter 6 Mitigating loss - film quality and the substrate-metal interface

100 102 104 106 108

1.0

2.0

3.0

Q
i [

×
10

6 ]

150 nm
500 nm

n
4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0

f r [GHz]

0.0

0.5

1.0

1.5

F 
δ T

LS
 [×

10
−6

]

150 nm
300 nm
500 nm

ba

0

Figure 6.6: TLS loss in bare CPW resonators with Al films of different thicknesses. a Qi as
a function of the average number of photons ⟨n⟩ fitted to the TLS model in Eq. 2.4, for two
resonators with a comparable δother and resonant frequency of 4.45 GHz. b FδTLS extracted
from the TLS model fits, plotted as a function of frequency for resonators with the three
different film thicknesses of 150 nm, 300 nm and 500 nm. Data indicated by the same marker
belong to resonators on a single chip. The dashed lines indicate the average value of FδTLS for
a given film thickness. For best visual comparability, the resonators showcased in a are chosen
for their proximity in high-power Qi, and are indicated in b with a dashed-line square.
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Figure 6.7: Energy relaxation of qubits with Al films of different thicknesses. a Time-averaged
Q of 40 qubits fabricated with 150 nm, 300 nm and 500 nm Al films, plotted as a function of the
measured relaxation time relative to the calculated Purcell decay time. Qubits with T1/Tp → 1
are limited by Purcell decay, while the quality factor of those qubits with T1 ≪ Tp is closer to the
limit set by TLS loss. Qubits represented by identical markers are fabricated on the same wafer.
b Histogram of the T1 values of the best qubit from a measured over 48 h, reaching an average
T1 = 270 µs plus/minus one standard deviation of 83 µs. c The individual T1 measurements of
the qubit in b, measured over a span of 48 h. Fit error bars are smaller than markers where
not visible. d Demonstration of the exponential fit to the longest T1 measured.
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We solve the former issue by converting the energy relaxation times T1 into the
frequency-independent quality factors Q = ωqT1, where ωq is the angular frequency of
the qubit. As established in Section 2.1, we expect the total qubit loss 1/Q to be a
linear combination of several loss mechanisms. Analogously to the common practice in
resonator characterization, we separate these loss contributions into the internal qubit
quality factor Qi with contributions from all losses native to the qubit, and the external
(Purcell) factor Qp:

1
Q

= 1
QTLS

+ 1
Qqp

+ 1
Qmag

+ 1
Qrad

+ 1
Qp

. . . = 1
Qi

+ 1
Qp

. (6.2)

To compute the theoretical Qi of a qubit in the absence of Purcell decay, we could
calculate Qp and subtract it from the measured qubit Q. However, the theoretical
Purcell decay rate, as introduced in Eq. 2.11, might not be accurate for some cases
(such as large detunings or asymmetric resonances [138]), and require correction factors.
Instead, we can transform the equation 1/Q = 1/Qi + 1/Qp into:

1
Qi

= 1
Q

(
1 − T1

Tp

)
. (6.3)

In this form, we find that the qubit Q approaches its limit set by its internal loss
mechanisms (such as by QTLS, as suggested by the resonator measurements), when
T1/Tp ≪ 1. On the other hand, as T1/Tp approaches 1, the qubit becomes close to fully
limited by Purcell decay. Therefore, we plot the measured Q of 40 qubits, fabricated
from films of the three familiar thicknesses, as a function of T1/Tp in Fig. 6.7.

The average qubit Q for the 150 nm thick films is 2.1 × 106 ± 23% , which increases
to 3.3 × 106 ± 26% for the “thicker” films (300 nm and 500 nm). The differences between
the two “thicker” films are not sufficiently pronounced as to consider them separately.
The separation between the “thin” and “thick” datasets scales with the Purcell decay.
In the Purcell-limited regime of T1/Tp → 1, the data is scattered and the performance
of different thicknesses is indistinguishable. For T1 ≤ 0.5Tp, where the qubits are not
significantly limited by Purcell decay, the data for the thicker and thinner films are clearly
separated, with the qubits fabricated from the 150 nm thick Al showing a comparatively
lower Q. The average quality factor in this range is 2.1×106 ±22% for the qubits on the
thin film, while it increases by 76 % to 3.7×106 ±18% for those on the thicker films. For
a more stringent case of T1 ≤ 0.25Tp, the average quality factor becomes 3.9×106 ±16%
for the thicker films.
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6.4.4 High-power loss

In the resonator studies, we find a frequency-dependent increase in the other, non-
TLS-related losses for the 500 nm thick films, see Fig. 6.8a–b. As the Fδ0

TLS values of
resonators made from 500 nm thick film are now so small they become comparable to
δother, this other loss warrants further investigation.

Depending on the loss mechanism, qubits can be affected in a similar way to res-
onators, or barely at all. For example, radiation loss will depend on geometry, and the
relatively small qubit and the distributed resonator are impacted differently. On the
other hand, quasiparticles or magnetic flux noise may affect both structures in similar
ways.

We hypothesize that the radiation loss of the resonators could be exacerbated by
decay into the resonant mode of the copper sample box, or into parasitic slotline modes.
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Figure 6.8: Non-TLS related loss in bare CPW resonators with Al films of different thicknesses.
a Qi as a function of average number of photons ⟨n⟩ fitted to the TLS model in Equation 2.4,
for two resonators. The resonance frequency is 5.9 GHz, which is high enough to observe the
exacerbated δother for high-frequency resonators made from the 500 nm films. b The loss due to
other sources δother extracted from the TLS model fits, as a function of frequency for resonators
of three different film thicknesses. Data indicated by the same marker belong to resonators on
a single chip. For best visual comparability, the resonators showcased in a are chosen for their
proximity in frequency and low-power Qi and are indicated in b with a dashed-line square.
c δother of resonators made on 500 nm thick films. Chip 1 and Chip 2 are placed (each) in a
copper sample box, while Chip 3 is in an aluminum box. In Chip 2, we add wirebonds across
the main transmission line and the resonators.
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Figure 6.9: Elemental analysis of the Al/Si material stack by ToF-SIMS and resonator loss
from corresponding films. Depth profiles of a) Si, b) Al, and c) O. The sample in grey shows an
Al film milled from 500 nm to 300 nm, the other two samples are Al films of the two respective
thicknesses. The sharp increase in the intensity of Si in (a), and the arrows in (c), mark the
SM interface of each sample. d Qi as a function of average number of photons ⟨n⟩ fitted to
the TLS model in Equation 2.4, for three resonators with a resonant frequency of 5.9 GHz. e–f
δother and FδTLS of resonators made from films of three different thicknesses, as well the film
milled from 500 nm to 300 nm show that this milling reduces the δother exacerbated in thick
films at the expense of increasing TLS loss.

To test this, we measure three identical chips coming from the same wafer (see Fig. 6.8c),
packaged in different ways. We place one chip in an Al box instead of Cu, which we
expect will change the Q of the sample box mode, and thus the resonators’ decay rate
into this mode. We measure another chip (Chip 2 ) in a Cu box as usual, and then we
add wirebonds across the transmission line and the resonator to suppress slotline modes,
after which we re-measure this chip. We do not observe a significant decrease in δother

in either of these experiments.
To investigate to which extent this increased δother has to do with the film thick-
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ness and how much with its structure, we fabricate another 500 nm film and use Ar+

ion milling to thin the film down to 300 nm. We perform elemental depth profiling of
the thinned-down film using ToF-SIMS. We also fabricate CPW resonators, which we
compare to regular films of the corresponding two thicknesses (300 nm and 500 nm), see
Fig. 6.9. We find that the SM oxygen peak of the 500 nm film milled down to 300 nm re-
mains unchanged after the milling, and the SM interfacial O content corresponds to the
comparatively low value of an unmilled 500 nm film. On the other hand, δother drops
to lower values consistent with the 300 nm films, and loses its frequency dependence.
This is encouraging; however, the significant damage to the SM interface increases TLS
loss to such an extent, that the resulting low-power Qi is significantly diminshed. This
milling-induced TLS loss is also observed in [139].

6.4.5 Discussion
Throughout this chapter, I have identified the interface of our CPW geometry at which
excess dielectric loss has the largest impact - the SM interface. I have identified a po-
tential source of loss at this interface - a peak in oxygen concentration measured by
ToF-SIMS, which I have correlated with the grain size associated with a given film
thickness. I have shown that increasing the Al film thickness while keeping all depo-
sition conditions constant increases the grain size, which reduces the number of grain
boundaries, which in turn lowers the peak in oxygen concentration. Fabricating CPW
resonators from films of different thicknesses showed that dielectric loss due to TLSs
is reduced in thicker films. Finally, I showed that qubits fabricated from thicker films
(≥ 300 nm) outperform our previously standard 150 nm thick films.

Now, I explore alternative explanations for the observed decrease in qubit and res-
onator loss when increasing the film thickness from 150 nm to 300 nm or higher.

The dilution of electric field associated with an increased film thickness decreases
the participation ratios of the interfaces. Simulating this effect on our standard CPW
cross-section, we expect QT LS to increase by about 5% from 150 nm to 500 nm, which
does not explain the magnitude of improvement we observe in the measured data.

Another TLS-related hypothesis would concern the impact of change in granular
structure on the Al surface roughness, and associated losses at the MA interface. How-
ever, atomic force microscopy reveals negligible differences in the surface roughness of
the 150 nm and 500 nm thick films. Additionally, the ToF-SIMS data from the MA
interfaces of the various film thicknesses are indistinguishable - any improvement from
reduced grain boundary oxidation is negated by the ∼ 5 nm of native AlOx we expect
on our films (see Chapter 7).
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Additionally, thicker films could result in higher Tc values, which could suppress
equilibrium quasiparticle loss. However, in our dc-transport measurements, we observe
no such trend in Tc between the three measured film thicknesses (0.91 K, 0.85 K, and
0.93 K for 150 nm, 300 nm and 500 nm, respectively). On the other hand, the measured
residual-resistance ratio increases with film thickness (8, 17, and 28 from the thinnest of
the three to the thickest), confirming the higher crystallographic quality of the thicker
films.
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CHAPTER 7

Mitigating loss - metal-air and substrate-air interfaces

In Section 6.1, I have discussed how participation ratio simulations of our standard CPW
geometry indicate the dominant status of loss due to TLS at the substrate-metal (SM)
interface.

Once loss at the SM interface is sufficiently mitigated, the losses at the metal-air
(MA) and substrate-air (SA) interfaces are expected to dominate – provided that the
device performance is still limited by TLS loss after the SM loss is mitigated. However,
as the losses at the various interfaces are additive, we may observe the impact of a
change in the non-dominant loss as well. In this chapter, I present our investigations
into losses at the MA and SA interfaces in CPW resonators. The data collected during
the investigations shown in this chapter includes results published in Paper B, as well
as previously unpublished data.

Additionally, I will discuss the results published in Paper D, where we investigate loss
in 3D superconducting cavities. We find evidence of TLS-related loss in these cavities,
which, in the absence of a substrate and any associated substrate-related interfaces, we
attribute to the MA interface.

I will also discuss the results of Paper E, where we integrate our resonators and
qubits into a more scalable flip-chip architecture without measurably degrading qubit
performance compared to our standard planar architecture.
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7.1 Passivation of metal films
Most metals, including the popular choices for superconductors in quantum processors,
grow amorphous oxide when exposed to ambient air. Throughout the previous chapters,
I have discussed how such interfacial oxide amounts to dielectric loss in quantum circuits.
In this section, I explore strategies for controlling or hindering the growth of surfacial
oxide in thin metal films.

7.1.1 In-situ oxidation
Despite how counter-intuitive this step might sound after the discussion concerning the
lossy nature of amorphous oxides preceding this chapter, in our standard qubit and
resonator fabrication process, we conclude each Al deposition by oxidizing the film in-
situ in pure oxygen at 10 mbar for 10 min.

An important reason for controlling the oxidation parameters in materials that would
otherwise inevitably grow native oxide upon exposure to the atmosphere is reproducibil-
ity. When exposing a pure metal film to ambient air, conditions such as temperature,
pressure, moisture and the presence of contaminants will affect the kinetics of oxidation,
and may also influence the oxide thickness and composition. Such discrepancies may
influence not only device performance, but also processing parameters such as the etch
time during patterning, as metals and metal oxides can have different etch rates [140].

In paper B, we compare the materials properties of films oxidized in-situ with films
oxidized in ambient air. We also compare the quality of CPW resonators produced from
two different wafers - one prepared using the standard process including in-situ oxidation
(sample #1 in Section 6.2), and a sample that differs from the standard sample by only
one fabrication step - skipping the post-deposition in-situ oxidation of the Al film.

We find that skipping the oxidation step increases the average TLS loss of the 8
resonators on the sample only marginally: the Fδ0

T LS of the sample oxidized in atmo-
spheric conditions is 9.7±2.7×10−7, while the value for the standard sample with in-situ
oxidation is 8.7 ± 2.9 × 10−7.

However, we do find differences in the microscopic properties of the two films. The
surface oxide thickness is ∼ 5 nm for both films; however, a scanning electron micrograph
(SEM) in Fig. 7.1a reveals unexpected features in the film oxidized in the ambient air,
as well as on the surface of the underlying Si substrate after the patterned Al has been
etched away.

We find a high presence of voids in the Al film oxidized in ambient air. The voids show
as dark spots in the Al-covered areas in Fig. 7.1a, as confirmed by transmission electron
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Figure 7.1: Materials analysis via SEM, AFM, TEM and EDS of a sample where the Al film
is oxidized in ambient air instead of our standard in-situ oxidation in pure oxygen. a The SEM
shows voids in the Al film (dark spots in the light gray area), and residues on the underlying
Si where the Al has been etched away (light spots in the dark gray area). b AFM showing
the residues in an area of Si where the Al has been etched away. c TEM cross-section of the
Al/Si material stack, showing a void in the Al film. The Pt film was deposited prior to the
TEM imaging in order to protect the structure during sample preparation. d EDS composition
map of a cross-section of an area where a residue flake remains after the etching of Al on Si.
The signals of Al, O, and Si are plotted in yellow, blue, and cyan, respectively. e The EDS
cross-sectional profiles extracted from the area indicated by the dashed-line square in d, plotted
in the direction shown by the arrow.

microscopy (TEM) in panel c. To investigate the origin of these voids, we prepared a
second film where we omitted the in-situ oxidation. At first, we did not see any defects in
the film. We heated this sample to 160 ◦C for 5 min to create similar conditions to that
of baking steps during resonator patterning, which did not produce voids immediately;
however, monitoring this sample over time, we noticed the appearance of the voids after
about two days.

After patterning the Al film with CPW structures, we found residues on the exposed
Si surface where the Al is etched away (Fig. 7.1a), even for films that were never heated
after deposition. These residues appeared insoluble in Al etchant, even if exposed to the
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etchant for extensive periods of time. The atomic force micrograph (AFM) in Fig. 7.1b
places the lateral size of these features in the range of few tens of nanometers up to
200 nm, and the thickness to about 2 nm. The compositional distribution of one of the
residual features obtained via energy-dispersive x-ray spectroscopy (EDS) in Fig. 7.1d–e
shows intermixing of Al, Si, and O in the features, which can explain the insolubility in
Al etchant.

Due to the thermal expansion mismatch between Al and Si, changes in temperature
can induce stress in the Al film (αAl = 23.1 ×10−6 ◦C−1 and αSi = 2.6 ×10−6 ◦C−1),
which can promote recrystallization in the polycrystalline film. Recrystallization under
stress is known to lead to the formation of hillocks and voids in pure Al films grown on Si
[130]. We suggest that the structural differences in the Al oxide formed under ambient
conditions and in pure oxygen introduce different levels of stress into the underlying Al
film, which can promote the formation of defects in the film oxidized in ambient air.

As the TLS loss of the resonators fabricated from the film without in-situ oxidation
is only marginally higher than of the standard, one might conclude that the in-situ
oxidation is not a necessary step for device performance. However, the defects formed
in the absence of the in-situ oxidation steps may result in random and unwanted open
circuits in the device, decreasing the fabrication yield.

7.1.2 In-situ capping
While controlling the oxide growth and mitigating its negative impact on the device
quality is helpful, the ideal strategy would be to prevent the oxide growth altogether. In
metals that inevitably oxidize in ambient air, a solution can be to encapsulate (or cap)
the surfaces that will be exposed to air by a material that is less prone to oxidation.
This can be done in-situ inside the deposition chamber without breaking the vacuum
by depositing the superconducting film, and then immediately depositing the capping
material layer before the superconductor has a chance to oxidize. Ideally, the capping
material would resist oxidation entirely, but improved coherence may be achieved by
capping the superconductor with a metal that grows a thinner oxide, or an oxide with
a lower dielectric loss tangent [141].

It should be noted that while the in-situ passivation of a film prior to patterning is an
interesting tool in studying dielectric loss in our circuits, it is only a partial solution to
the MA interface loss of the CPWs fabricated using our traditional approach. In an etch-
based patterning process, if the film is deposited first, then immediately passivated, and
only then a pattern is etched into the film, only the top surface of the CPW structures
will be protected from oxidation – the sidewalls of the CPW will be oxidized as usual.
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Given that the majority the electric field is concentrated in the gaps of the CPW, the
top-surface passivation only partially protects the critical structures from oxidation.

Due to the proximity effect in superconductors, the capping material does not nec-
essarily need to be a superconductor in order to avoid resistive losses at the capped
interface [142]. If a thin layer of normal metal (thinner than the coherence length of the
superconducting film) is placed in proximity to a superconductor, the superconducting
wave function will extend to the normal metal, facilitating lossless DC transport. This,
however, comes at the expense of a reduced Tc.

In practical applications, we need to consider not only the coherence lengths of the
materials, but also the surface roughness of the bottom film – the capping layer has
to be thick enough to form a continuous film without forming pinholes [143]. Thus,
we find a maximum capping film thickness governed by the coherence length of the
superconductor, and a minimum thickness governed by the superconductor’s roughness.

The superconducting coherence length of Al is relatively long at 1600 nm[144]. How-
ever, the capping material possibilities are compromised by the tendency of Al to form
intermetallic compounds with many other metals. The formation of these compounds
can cause anomalous effects in Tc [145].

Palladium capping

For example, while it is possible to cap Nb with Pd [146], Al capped with Pd will form
an intermetallic alloy [147]. In an experiment shown in Fig 7.2, I set out to see whether
capping Al with a more oxidation-resistant Pd would lower the TLS loss at the MA
interface. I compare resonators of our standard CPW design fabricated on two films: a
150 nm thick evaporated Al film, and another 150 nm thick Al film evaporated the same
way and immediately followed by a 10 nm Pd deposition.

The Pd layer thickness was chosen to be the thinnest found continuous layer. I
determined the continuity of the capping layer by dipping the wafer in the standard
Al etchant (Sec. 4.6.1), which etches Al but not Pd. If the film corroded (as it did at
5 nm of Pd), it was a sign that the film was not continuous. At 10 nm Pd thickness,
there was no corrosion. During resonator patterning, I milled the Pd away with oxygen
plasma, and then etched the Al as usual. In Fig 7.2a, we find that any potential benefits
of decreasing TLS loss this this way are outweighed by an increase in other, non-TLS-
related losses, which have a profound negative effect on the resonator Qi over the entirety
of the measured input power span. Measuring the resonator properties as a function
of temperature, we see that the frequency of the Al/Pd resonators begins shifting at
a significantly lower temperature than the uncapped Al (see Fig 7.2b). The frequency
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Figure 7.2: Properties of resonators with frequencies 4–8 GHz fabricated on a 150 nm thick
film of evaporated Al (shades of green), and a comparable Al film capped in-situ by 10 nm of Pd
(shades of purple). a Resonator Qi as a function of drive power for 7 resonators each present
on one chip with an Al film, and one chip with a Al/Pd film, respectively. b The frequency
shift of one resonator out of each of the two Al and Al/Pd samples plotted as a function of
the temperature of the cryostat stage where the sample is mounted. The frequency shift is
calculated with respect to the frequency at 10 mK

shifts are associated with an increase of quasiparticle density, and their occurrence at
lower temperatures indicates a lower Tc (see Sec. 2.3). Therefore, the deterioration of
the Al/Pd resonator performance could be explained by the anomalous effects caused
by the Al/Pd intermetallization.

Aluminium fluoride capping

In another experiment, we explore the potential of passivating Al with aluminium flu-
oride (AlF3), which forms on Al when exposed to fluorine-based plasma in dry-etching
processes [148]. This formation of AlF3 makes Al resistant to fluorine-based gas etching
[149]. Unlike efforts in capping the superconductor with oxidation-resistant metals, we
do expect AlF3 to contribute to dielectric loss. We aim to compare whether the differ-
ences between the thicknesses and dielectric loss tangents of the passivating AlF3 and
the native AlOx amount to differences in TLS loss of CPW resonators.

In the fabrication process for this test, we first cap the Al in-situ with a Nb film. Nb is
chosen based on availability in our deposition system, as well as on findings in literature
demonstrating how Nb and Al are a suitable material combination for quantum circuits
in Nb-based trilayer junctions [150]. In our process, the Nb serves as a temporary
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protective layer, and it will oxidize – however, it will prevent the underlying Al from
oxidation.

After patterning the resonators into an Al/Nb material stack, we etch the protective
Nb away using NF3 plasma, intending to leave behind an AlF3-passivated Al.

At the time of writing, the results of these tests are inconclusive. The resonators
fabricated from a wafer using the process outlined above show a comparable performance
to the standard samples. We do detect traces of AlF3 in the passivated sample in ToF-
SIMS; however, we also find a native oxide layer in a TEM cross-section.

Further tests will be needed to ascertain whether the AlF3 passivation was incomplete
and thus insufficient in preventing oxidation, or whether this passivation is temporary,
leading to an inevitable native oxide growth over time.

7.2 Post-fabrication treatment with HF and HMDS
As I discussed in the previous sections, after the conclusion of the qubit and resonator
fabrication processes, the device surfaces are covered in amorphous native oxide together
with potential organic residues from the various fabrication steps, which is a source of
dielectric loss in these devices. Other contamination may also occur during fabrication.

In this section, I explore the impact on the quality of our CPW resonators of stripping
surface oxides with an HF dip of the chips as the last step of the fabrication process.
The potential benefits are two-fold: removal of the surface oxide, and together with it,
any contaminants accumulated on top or encased within this oxide. On Si substrates,
the SA interface can also be temporarily passivated by an Si–H monolayer after the HF
treatment (see Sec. 4.2).

While the removal of contaminants may have a long-lasting effect, the native oxide
will regrow over time. Therefore, in our investigations of the effect of native oxide
removal, we begin the chip packaging procedure immediately after the HF treatment,
after which we cool the chips down. In practice, this translates to about ∼ 2.5 h between
when the chip is treated in HF, and the start of the vacuum pumpdown of the cryostat.

A similar approach has been successfully demonstrated to improve the performance
of resonators fabricated using Nb-on-Si and Ta-on-Si [106, 123, 151]. However, this
process is less straightforward for Al-based devices, as the exposed Al itself reacts with
HF after its oxide has been consumed. This can result in damages in the metal film, and
a degradation of the device quality [152]. Therefore, we optimize the process to avoid
Al film degradation.

To extend the passivation at the SA interface, we test following the HF dip by a
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vapour deposition of hexamethyldisilazane (HMDS) on a hot plate heated to 100 ◦C.
HMDS is typically used to enhance the adhesion of photoresist to Si substrates. It can
be deposited by spin-coating, in which case it forms an amorphous coat. However, when
deposited as a vapour, HMDS can bind to SiOx and create a hydrophobic monolayer,
which could be expected to protect the Si from re-oxidizing [111, 153].

We experiment with this post-fabrication cleaning process on CPW resonators fab-
ricated on two material platforms: Al on Si, and Nb on sapphire. Some of the data
presented in this section is published in Paper B.

7.2.1 Al on Si
In the Al-on-Si material platform, both the Al and Si oxides (AlOx, SiOx) can be re-
moved by HF. Removing SiOx without damaging the underlying Si is relatively straight-
forward: SiOx is removed in an HF solution, but the underlying Si becomes terminated
by an Si-H monolayer and does not degrade further (see Sec. 4.2). In our standard qubit
and resonator fabrication process, we expose the bare Si wafer to a 2% HF solution for
60 s prior to the Al deposition, although 30 s has also been shown to be sufficient in
literature [123].

Removing AlOx is less straightforward, as HF will start etching Al once the surfacial
AlOx has been removed. We found that on our previously standard 150 nm thick films,
a 30 s HF dip was already sufficient to damage the Al film. Therefore, we submerge the
chips for 15 s only before rinsing the HF off in deionized water and proceeding to chip
packaging.

We measure CPW resonator fabricated on films from three different wafers. Wafers
#7 and #8 have Al films sputtered at 1 nm s−1 and 1.4 nm s−1, as discussed in Sec. 6.2.
The Al film on wafer #12 was evaporated at the standard rate of 1 nm s−1. From each of
these wafers, we measure resonators on one chip without any post-fabrication treatment
(denoted with the index “a” following the respective wafer number), and at least one
chip with either post-fabrication treatment (HF or HF + HMDS, denoted by “b” and
“c”). The results of the resonator analysis are summarized in Table 7.1 and Fig. 7.3.

Apart from the deposition conditions outlined above, the films are fabricated using
the standard process (see Sec. 6.2) with one exception – the SC1 step is omitted.

Comparing the HF-treated chip #7b to the control #7a, we find that the average
low-power Qi of resonators with the HF treatment doubles. The subsequent HMDS
deposition degrades the Qi of resonators on chip #7c slightly, but the dielectric loss of
this sample sample is still well below half that of the control sample. This degradation
is presumably at least partially due to the heated treatment which can accelerate reox-
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Figure 7.3: Resonator loss as fitted to the TLS model (Eq. 2.4) for the samples with process
variations listed in Table 7.1. a–c Qi vs. ⟨n⟩ for one resonator each from samples fabricated in
a sputtered film deposited at a standard rate of 1 nm s−1, a film sputtered at 1.4 nm s−1, and
a film evaporated at the standard rate of 1 nm s−1, respectively. The resonance frequency is
∼ 4.5 GHz. d Box plot of TLS loss from the fits to the TLS loss model for all of the resonators
on each sample. Each data point represents the loss of an individual resonator.

idation of Al and Si. Further studies into the longevity of the HF+HMDS passivation
treatment are needed, together with material characterization to ascertain its nature.
HMDS is expected to bond as a monolayer to SiOx, and therefore a study into the micro-
scopic morphology of the Si surface after the short HF dip, as well as at the start of the
passivation step, is important in optimizing this step in terms of timing and deposition
temperature.

Samples from wafers #8 and #12 likewise see an improvement in low-power Qi

and TLS after the HF+HMDS treatment, compared to the untreated samples. The
otherwise-standard sample #12 shows a slightly subpar resonator performance compared
to our standard devices (see Sec. 6.2). I attribute this to persistent lithographic residues
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Sample 7a Sample 7b Sample 7c
(#7a) (#7b) (#7c)

Process variation Sputter Sputter Sputter
1 nm s−1 1 nm s−1 1 nm s−1

Reference HF HF + HMDS

No. of resonators 6 5 7
Qi (⟨n⟩ ∼ 10) 1.0 × 106 2.2 × 106 2.1 × 106

F δ0
TLS/10−6 0.86 0.27 0.39

(±0.29) (±0.05) (±0.16)
δother/10−7 1.5 2.0 1.7

(±0.24) (±0.37) (±0.49)

Sample 8a Sample 8b Sample 12a Sample 12b
(#8a) (#8b) (#12a) (#12b)

Process variation Sputtered Sputtered Evaporated Evaporated
1.4 nm s−1 1.4 nm s−1 1 nm s−1 1 nm s−1

Reference HF + HMDS Reference HF + HMDS

No. of resonators 8 7 6 5
Qi (⟨n⟩ ∼ 10) 0.58 × 106 0.91 × 106 0.72 × 106 1.5 × 106

F δ0
TLS/10−6 1.5 0.95 1.3 0.42

(±0.26) (±0.32) (±0.40) (±0.14)
δother/10−7 1.3 2.2 6.2 3.5

(±0.38) (±1.2) (±5.4) (±1.5)

Table 7.1: List of samples in the post-fabrication HF dip and HMDS deposition study.
Samples with the same numerical index are from the same wafer. Samples with the numer-
ical index a are reference samples with no post-fabrication HF or HMDS treatment. Samples
with indices b–c have received the HF or HF + HMDS treatment indicated in the table. The
table includes the number of resonators on each sample, the average Qi at ⟨n⟩ ∼ 10 across all
the resonators on the sample, as well as the average Fδ0

TLS and δother for the TLS model fit.
Standard deviations are provided for the parameters of the TLS model.

that appeared during processing and were not removed by our gentle cleaning steps.
Likewise, the performance of chips from this wafer improved with the discussed post-
fabrication treatment.
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7.2.2 Nb on sapphire
When treating sapphire substrates with HF, we do not expect the same passivation
benefits as with Si, but we can remove contaminants, as well as the metal oxide.

In Fig. 7.4, I show resonators fabricated from high crystallographic quality Nb with
a thickness of 60 nm, grown via molecular beam epitaxy on sapphire. The residual
resistance ratio of this film is 37, and Tc = 9.2 K. The films are etched with an NF3
plasma, and the resonator design is identical to those on our standard Al films. We
investigate the effect of different HF treatment times, as well as the effect of an HMDS
treatment. The samples are measured in two different cooldowns – the resonators shown
in panel Fig. 7.4b were allowed to age inside a dry box with a nitrogen atmosphere for
about two months longer than the resonators in panel Fig. 7.4a.

The control sample in Fig. 7.4b, which has not undergone any HF or HMDS steps,
shows a single-photon Qi between 3–4 × 105, which is relatively low for the state of the
art quality that can be achieved in the same geometry using Nb-on-Si [106]. A post-
fabrication dip in a 2% aqueous solution of HF for 2 min increases the total quality of
the resonator, with the low-power Qi between 1–2×106, which is slightly lower than our
HF-treated Al resonators. The HMDS-treated resonators deteriorate – this is because
we do not expect any benefits from the HMDS–sapphire interaction as opposed to the
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Figure 7.4: Resonator quality of CPW resonators with fr ∼ 5.1 GHz, made from Nb on
sapphire. Each data set belongs to a different chip, with the post-fabrication treatment noted
in the legend. All chips are from the same wafer. The resonators shown in panel b were aged
in a nitrogen atmosphere for two months after the resonator patterning and chip dicing was
completed.

107



Chapter 7 Mitigating loss - metal-air and substrate-air interfaces

interaction with Si; on the other hand, the heated HMDS vapor process may increase
the kinetics of the Nb reoxidation.

When aged for two months, the Qi of the control resonators degrades slightly. A
treatment in 2% HF for 10 min does not increase the quality of these resonators further,
which may indicate that such prolonged treatment incurs damage to either the substrate
or the metal surface on the Nb-on-sapphire material platform, negating the cleaning and
oxide-stripping benefits of this processing step.

7.3 3D cavities
In Paper D, we investigate the performance of 3D aluminium cavities as a function
of metal purity, cavity design, resonance frequency, and surface treatment. Due to
the significantly reduced dielectric participation ratios in 3D cavities as opposed to 2D
waveguides, we also observed significantly higher Qi compared to our CPW resonators.

Studying the impact of frequency and design, we observe only a slight trend of higher
Qi at lower frequencies, which may be attributed to a lower density of TLS at these
frequencies. We also find that cavities with a taller cylindrical waveguide section above
the coaxial pin 35 mm (see Fig. 7.5a) perform better than the shorter cavities. This
we attribute to a reduction of seam loss at the top of the cavity – the intensity of the
electric field falls exponentially from the maximum at the top of the coaxial post, and
cavities with a top seam sufficiently far away from the post are not limited by seam loss.

We find that the purity of the Al metal has an impact on the cavity Qi: cavities
made from the 6081 alloy (96%-98% Al with traces of mostly Mg, Si and Mn) achieve
Qi in the range of 106 − 107, which is relatively low for our 3D architecture. Cavities
made from the 4N Al (99.99% purity) perform better than the 6081 alloy, with Qi in
the 107 − 108 range. On average, 5N Al (99.999% purity) cavities perform even better
than 4N.

We measure these cavities as-machined, and after various material treatments – etch-
ing, annealing, and electrochemical polishing. The results are shown in Fig. 7.5b–c.

It has been observed that etching 100–200 µm of material is instrumental for achieving
millisecond coherence times in Nb and Al cavities [154, 155]. In our etching process, we
immerse the cavities in a beaker of the standard aluminium etchant (see Section 4.6.1),
heated to 50 ◦C, for 2 h. We repeat this process twice (totaling 4 h of etch time), re-
freshing the etchant between the two etching rounds to maintain a constant etch rate
without saturating the etchant. The etch rate at 50 ◦C is about 10 nm s−1, therefore we
expect to etch about 150 µm of Al during this process [156].
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a b

H

c

Figure 7.5: Design and Qi of cavities that have undergone different treatments, measured at
the single-photon power level. a The stub-geometry cavity design and the simulated electric field
amplitude. b–c The cavities are measured after each step of a sequence consisting of machining
(M), post-machining annealing (AM), etching (E), post-etch annealing (AE), electropolishing
(P), and post-polishing annealing (AP). Data plotted with identical markers belong to the
same cavity. The cavities in b were machined from Al with a 4N purity, while in c the material
purity was 5N.

Due to the relatively low melting point of Al at 660 ◦C, it is possible to anneal
this metal at 500 ◦C to promote recrystallization, which stimulates the migration of
atoms in the crystal lattice and a subsequent reduction of defects [157]. To discourage
excessive surface oxidation at high temperature, we anneal the cavities in a nitrogen
atmosphere. The annealing furnace ramps up from room temperature to 500 ◦C at a
rate of 5 ◦C min−1, which is limited by the furnace specifications. Then, we anneal the
cavity for 3 h. Afterwards, the cooldown from 500 ◦C to room temperature takes about
4–5 h, which favours the relaxation of defects in the Al lattice [158].

We also investigate the potential of electrochemical polishing (or electropolishing) of
cavities in reducing the surface roughness of the cavities, and therefore TLS loss at the
surface. The polishing process, developed in [159], is done in a solution of phosphoric
and sulfuric acids with a 60:40 ratio using graphite as a counter-electrode. The polishing
cycle begins by a voltage sweep into the diffusion-limited polishing regime, followed by a
constant voltage step lasting 20 min. This cycle is repeated three times for each polished
cavity.

We find that electrochemical polishing can markedly improve the Qi of short cavities
in which we can achieve a better flow of reagents. However, in taller cavities with worse
flow, Qi is unaffected or can even degrade.

Our 5N cavities, just after machining and solvent-cleaning the cavities in acetone and
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IPA, achieve Qi between 107 − 108. A subsequent etching treatment reduces the spread
of the scattered Qi values, increasing the average value. A post-etch annealing reduces
the spread further, with the mean Qi tending towards the higher values. Subsequent
treatment by electropolishing and annealing does not further improve the performance
of these cavities.

We find that by machining cavities from 5N Al, followed by etching and annealing,
we can reproducibly achieve Qi over 80 × 106.

7.4 Flip-chip
To reduce the physical footprint as well as to facilitate the routing of the input/output
signals of our quantum processors in order to increase their scalability, we integrate our
devices into a flip-chip architecture, which we present in Paper E.

In our chosen approach, we separate the quantum processor into two modules – a
qubit chip and a control chip. The qubit chip contains all qubits and couplers, while the
control chip contains the input/output transmission line, the readout resonators, and
the control lines for the qubits and couplers. The qubit and control chips are fabricated
on separate wafers and then bonded facing each other through so-called bump bonds at
a set separation designed to achieve the desired coupling between the elements on the
two respective chips.

We use superconducting indium (In) for the bump bonds. In is soft at room tem-
perature, and therefore it is possible to bond chips by compressing the In bumps on the
respective chips together.

As I discussed in Section 7.1, Al has a tendency to intermetallize with many other
metals, which includes indium. Therefore, we deposit an under-bump metallization layer
from superconducting NbN between the Al ground plane and the indium bumps to act
as a diffusion barrier.

In the fabrication process flow, we first deposit the Al ground plane, after which
we deposit the under-bump metallization via lift-off. Afterwards, we pattern the Al,
and deposit Josephson junctions on the qubit chip. Finally, 8 µm tall indium bumps
are fabricated on each wafer via evaporation and lift-off, after which the wafers are
diced into chips. The control and qubit chips are then bonded by compression at room
temperature with the target chip separation of 8 µm.

While the flip-chip modules are designed with great care to reduce potential losses
introduced by the proximity of the added elements to critical device structures compared
to our standard planar chips, it is still possible for dielectric losses to be exacerbated
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during the added processing steps, e.g. lithographic residues or excessive oxidation dur-
ing heating steps. These potential losses would likely affect primarily the MA or SA
interfaces, although heating and and added stress in the film could also influence the
film structure and the SM interface. In Paper E, we find the performance of the qubits
integrated into the flip-chip modules to be comparable to our planar devices – therefore,
we conclude that the added processing steps and elements do not degrade the device
performance when integrated into our flip-chip architecture.
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CHAPTER 8

Intermodulation spectroscopy of TLSs

In the previous chapters, I have identified parasitic TLSs as a major source of decoher-
ence in our devices, with the focus on investigating their microscopic origin and devel-
oping strategies to mitigate them through device design and fabrication. I have also
discussed how the presence of these TLSs in our devices gives rise to nonlinearly power-
dependent internal quality factors Qi with a TLS-limited performance at qubit-operating
conditions. In the following experiments, published in Paper C, we demonstrate and
investigate the inherent nonlinear nature of TLSs through intermodulation spectroscopy
of a CPW resonator.

A hallmark feature of nonlinear elements is that when driven by multiple frequencies,
the nonlinearity gives rise to frequency mixing (also referred to as intermodulation).
Driven nonlinear media thus generate so-called intermodulation products (IMPs) – sig-
nals at frequencies not contained in the original drive tones, but rather at linear combi-
nations of the incident drive frequencies (fIMP =

∑
i kifi, where fi are drive frequencies

and ki are integers). I illustrate the strongest IMPs generated from a two-tone drive in
Fig. 8.1a.

All experiments in this chapter are performed using a CPW resonator with a fre-
quency of 4.11 GHz. Conventionally, CPW resonators are treated as fully linear ele-
ments and modeled as lumped-element LC harmonic oscillators. The resonator used in
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Figure 8.1: Intermodulation in nonlinear media. a Illustration of the strongest IMPs generated
by frequency mixing of two drive tones f1 and f2, which are depicted in pink. Odd-order IMPs
(i.e. when |k1| + |k2| is an odd number) are shown in shades of green, and even-order IMPs in
shades of blue. b Measurement schematic: The measurement instrument (MI) outputs two drive
tones and measures the response of the device under test (DUT). c IMPs measured when two
slightly detuned drive tones are applied at resonance. The drive power corresponds to ⟨n⟩ = 103.
The x-axis shows the detection comb frequencies f relative to the centre of the detection comb
fc = (f1 +f2)/2. IMPs are detected at frequencies fulfilling the fIMP = |k1|f1 +|k2|f2 condition,
which falls on every other tone in this detection comb. The remaining comb tones sample the
microwave background.

these experiments is coupled only to its input-output transmission line and there are no
engineered nonlinear elements present on the chip; therefore, nonlinear behaviour is not
expected from this resonator.

8.1 Intermodulation spectroscopy
For the intermodulation spectroscopy experiments, we use a multi-frequency lock-in
amplifier to generate two drive tones separated by a comparatively small spacing ∆ =
100 Hz with respect to the resonance linewidth. The power-dependent Qi (see Fig.8.3a)
translates to a power-dependent linewidth, which is in the range of 8-11 kHz for this
resonator. Setting the tone spacing ∆ much smaller than the linewidth ensures that
both drives, as well as numerous lowest-order IMPs, can fall well within the resonance
linewidth.

We measure the response of the device to the two drive tones using a detection
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frequency comb demodulating the in-phase and quadrature components. We define
the detection frequency comb such that every other frequency of the comb coincides
with a frequency fIMP where an odd-order IMP is expected, and the remaining comb
tones sample the microwave background, see Fig. 8.1b. This way we not only collect
information about the background, but also confirm that the signal observed at fIMP is
indeed the result of intermodulation. We are not able to observe any even-order IMPs,
as their frequencies would fall far outside the resonance linewidth.

The generation of the drive tones and the digitization of the response are performed
in the second Nyquist zone, without the use of analog mixers for frequency conversion.

We perform IMP spectroscopy by sweeping the frequency comb with the two drives
in the center, defined in Fig. 8.1c, across the resonance (see Fig. 8.2). We detect no
intermodulation when the two drive tones are far detuned from the resonance frequency
fr, outside the resonance linewidth. Approaching fr, IMPs start to appear at the comb
tones corresponding to fIMP , with a peak when fc = fr. The observation of IMPs
only when the drive tones are near-resonant with the device – verified in another, far-
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Figure 8.2: Intermodulation spectroscopy. The x-axis in a and c shows the detection comb
tones relative to the comb center frequency fc, set up in an identical fashion to that shown in
Fig. 8.1c – every other tone of the comb corresponds to an fIMP with the two drive tones in
the center of the comb. a Sweeping fc across the resonance on the y-axis, we observe IMPs at
the expected comb frequencies as we approach fc = fr. b Vertical line-cuts of the data shown
in a: the device resonance demonstrates as a dip in the transmission of drive tone f2, the third
IMP f3 presents as a peak at 2f2 − f1, and the background noise is shown at a frequency fBG

that does not correspond to any IMP. c The drive tones are off-resonant by ∼ 700 kHz – so far
outside the resonance linewidth that the drives are rejected by the resonator, and no IMPs are
generated.
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Chapter 8 Intermodulation spectroscopy of TLSs

detuned spectroscopy in Fig. 8.2c – confirms that the observed nonlinearity is native to
the device, and is not an artefact of nonlinearities present elsewhere in the measurement
set-up (e.g. the amplification chain).

8.2 Power dependence
We perform intermodulation spectroscopy as a function of applied drive power and
compare the acquired data with the standard TLS analysis performed with a VNA. In
Fig. 8.3c, we plot the measured power of the lowest-order IMPs when fc = fr as a
function of applied drive power. The drive powers used in this measurement exceed the
critical photon number nc (see Fig. 8.3a). We detect IMPs well above the noise floor
in the entirety of the measurement power span and identify three regions with differing
slopes of this power dependence on the logarithmic scale.

In the low-power regime where ⟨n⟩ ≲ 200, TLSs dominate the total loss of the
resonator, and the dependence of the IMPs on power is strong with a variable slope.
In the intermediate drive power regime where ⟨n⟩ ≫ nc, the four strongest IMPs show
a power-law dependence on applied drive power. We fit the power dependence in this
regime to ⟨n⟩m and summarize the fit parameters m for the different orders of IMPs in
Table 8.1. It is notable that the IMP power increases more subtly than the drive power
(i.e. m < 1 for our device, while m = 1 would be typical for intermodulation distortion
in electronic devices [160]). This weaker power dependence can be attributed to the
saturable character of the TLS bath.

At drive powers exceeding 5 × 105 photons, the slope of the nonlinearity changes
abruptly, which relates to the onset of kinetic inductance effects at high input power
due to current-induced Cooper pair breaking [161, 162]. This increase in kinetic induc-
tance also demonstrates in fr shifts and Qi degradation in the high-power regime, see
Fig. 8.3a–b. This high-power behaviour is not specific to the resonator used in our IMP
experiments, but is common for all CPW resonators studied in the previous chapters.
As this kinetic inductance-induced behaviour is not a subject of the studies discussed in
chapters 6–7, this high-power data is typically disregarded in our analyses.

8.3 Temporal stability
The coupling between a quantum circuit and the TLS bath is known to fluctuate on
slow time scales, which results in fluctuations of device quality and frequency over time
[12, 47, 55]. Tracing these device parameter fluctuations to their underlying mechanisms
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Figure 8.3: TLS characterization of the same device using different methods. a Qi as a function
of ⟨n⟩ extracted from a VNA measurement, fitted to the standard TLS model (Eq. 2.4). The
data plotted in a lighter shade of green was disregarded in the fit. b Resonator frequency fr

as a function of applied power, likewise collected by a VNA. At low power the frequency is
scattered due to the spectrally unstable TLSs. At high powers, coinciding with the degradation
of Qi in a, fr drops due to increased kinetic inductance. c The power of the four strongest
IMPs, as well as the background noise at a non-IMP frequency, plotted as a function of applied
drive power when the comb center fc is at resonance. The slope of the power dependence of
the data plotted on a logarithmic scale is fitted for ⟨n⟩ in the range of 200–2 × 105 photons. d
IMPs measured repeatedly for 25h in 5-minute intervals, at a drive power level of 103 photons.

such as the interaction with TLSs, or environmental effects like cryostat temperature or
magnetic field fluctuations, or even cosmic ray incidence can require advanced analysis.

In Fig. 8.3d, we study the temporal stability of the measured IMPs by repeating
an identical measurement over a span of 25 h. The measurement is performed with
the frequency comb center on resonance, and the applied drive power corresponds to
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⟨n⟩ = 103. This power is chosen from the region of Fig 8.3a where the power is low
enough that the TLS bath is not saturated, but high enough to achieve a favourable
signal-to-noise ratio for several orders of IMPs. Each of the measurements plotted in
Fig. 8.3d is averaged for 5 min.

Over the measurement time span, we observe fluctuations of varying amplitudes in
the measured IMPs. Low-amplitude fluctuations are present over the entire time span,
and at some time stamps, such as the 7–8 h mark, the amplitude jumps are significant.
These amplitude jumps are correlated between the different IMP orders, but do not
extend to the measured noise floor or the drive tones, which are stable in comparison.
From this we conclude that the fluctuations are native to the nonlinearity in the device,
and do not originate in the measurement setup from sources such as drifts in room-
temperature electronics. As the IMPs are unique to the nonlinear mechanism producing
them, this method enables us to study TLS fluctuations over time.

In the IMP power sweep in Fig. 8.3c, we also observed fluctuations of the measured
IMPs. The temporal stability measurement in Fig. 8.3d suggests that the fluctuations
in Fig. 8.3c may not necessarily have been a function of applied power (such as the
saturation of a prominent TLS), but were likely at least partially caused by fluctuations
in time.

8.4 Modeling and reconstruction

In this section, we model the IMPs of a driven harmonic oscillator with nonlinear damp-
ing modeled according to the standard tunneling model for TLSs. Simulating the IMP
amplitude as a function of drive power, we achieve a qualitative match with the exper-
imental data. We also reconstruct parameters of the standard TLS model by fitting a
single intermodulation spectrum using harmonic balance analysis [163, 164].

We first solve the forward problem by numerically integrating the following equation
of motion for a harmonic oscillator with nonlinear damping due TLS loss to obtain the
time-dependent intracavity field:

˙̂a = −iωrâ− κ0 + κext

2 â− κT LS(|a|)
2 â−

√
κextain, (8.1)

where â and ain are the time-dependent intracavity modes and the input drives, respec-
tively, ωr is the resonant frequency, κ0 the internal linear loss rate, κext the external
coupling to the transmission line, and κT LS(|a|) the power-dependent loss due to TLSs.
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Figure 8.4: Simulation of the power of the
generated IMPs as a function of applied drive
power. The parameters of the fit shown with
dashed lines are shown in Table 8.1.

IMP Experimental Model
order fit m fit m

3 0.41 ± 0.05 0.42
5 0.38 ± 0.04 0.43
7 0.42 ± 0.04 0.44
9 0.48 ± 0.05 0.45

Table 8.1: Power dependence of the
measured IMPs in Fig. 8.3c, and of
the modeled IMPs in Fig. 8.4, fitted
to ⟨n⟩m · 10y0 , where y0 is the y-axis
offset.

We consider a power-dependent damping of the standard form of Eq. (2.4), giving

κT LS(|a|)a = κT LS[
1 + (|a|/ac)2

]β
, (8.2)

where κT LS = frFδ
0
T LS represents the TLS loss rate, and a2

c = nc the critical photon
number.

The simulation results, plotted in Fig 8.4, qualitatively match the experimentally
observed behaviour in Fig. 8.3c. For strong drives a ≫ ac, the modelled IMPs scale with
power as ⟨n⟩m, where m matches well with the values obtained by fitting experimental
data – for a side-by-side comparison of m obtained by fitting the experimental and
modelled data, see Table 8.1.

Using an harmonic balance analysis, we can reconstruct the standard TLS model
parameters Fδ0

T LS and nc from a single IMP spectrum taken at a relatively high drive
power of ∼ 103 photons, such as the one in Fig. 8.1b. The reconstructed parameters
are in good agreement with the parameters of the standard TLS model fitted to the
Qi vs. ⟨n⟩ relation, see Table 8.2. Differences may be due to variable conditions across
cooling cycles as the standard resonance sweeps and IMP data were obtained in separate
cooldowns [165].

However, this method of analyzing a single IMP spectrum in its current state does not
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Parameters Standard model Harmonic balance
fr [GHz] 4.11 4.11
κext [kHz] 6.8 ± 0.1 6.6 ± 0.2
κT LS [kHz] 4.0 ± 0.3 5.2 ± 0.2
ac [√nc] 1.4 ± 0.4 1.6 ± 0.4

Table 8.2: Reconstructed resonator parameters via fitting the standard tunnelling model
Eq. (8.1) and the intermodulation spectral method with harmonic balance.

yield consistent β with the standard model. In the reconstruction in Table 8.2, β = 0.3 is
fixed to the value obtained from the standard analysis in Fig. 8.3a. Nonetheless, while
a VNA power sweep is necessary to obtain β, we find that it is sufficient to perform
that power sweep at high powers, which is fast due to a favourable signal-to-noise ratio.
Since it is the measurements at single-photon power levels requiring heavy averaging
that are necessary to extract Fδ0

T LS in the standard method that are time consuming,
our method allows for an efficient characterisation of loss in superconducting resonators
compared to the traditional approach.
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CHAPTER 9

Summary and Concluding Remarks

In these chapter, I will summarize the main results of the thesis, and provide concluding
remarks on the significance of these results, as well as an outlook on what I would
consider interesting future work that could be done to continue the line of research
established throughout this thesis.

In the preceding chapters, I have summarized my work on studying the mechanisms
of decoherence in superconducting quantum devices of various architectures – transmon
qubits, coplanar waveguide resonators, and three-dimensional cavity resonators. The
main focus of this work was the investigation of the microscopic nature of the typi-
cal performance-limiting factor of these devices – dielectric loss due to parasitic TLSs
residing at the various materials interfaces – and strategies towards mitigating this de-
coherence channel.

Our energy participation ratio simulations show that our coplanar geometry is par-
ticularly sensitive to dielectric loss at the substrate-metal (SM) interface. Thus, typical
sources of TLS loss such as amorphous interfacial oxides, dangling bonds, molecular
oxygen, hydrogen, or organic adsorbates tend to exacerbate the loss rate of the device
if present at this SM interface. Once the SM dielectric loss is mitigated, loss at the
remaining materials interfaces (metal-air and substrate-air) is presumed to contribute
to loss almost equally in our standard geometry – provided that TLS loss is still the
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dominant loss mechanisms once the SM loss has been mitigated.
We see the effect of the sensitivity of the SM interface to variations in dielectric

loss in our experiment with systematic variations of the fabrication procedure of CPW
resonators. When we focus on varying one step of the SM interface formation at a
time (substrate cleaning with SC1 and HF, or substrate annealing in vacuum), we find
that subtle changes in this procedure can measurably affect the quality of the resulting
devices in ways that are nontrivial to predict.

Unsurprisingly, we find that failing to strip the native oxide of the substrate wafer
prior to the metal deposition has major repercussions on the device quality. However,
TEM shows that following our standard fabrication procedure outlined in Section 6.2,
including a Si native oxide removal in 2% HF prior to depositon, can result in a pristine
Si/Al interface with no continuous interfacial oxide observed. Therefore, the subsequent
ToF-SIMS observation of a distinct peak in the oxygen concentration at the SM interface
of a Si/Al sample, fabricated using the standard process, came as a surprise. Due to
the broad scanning area of the ToF-SIMS analysis, we hypothesized that this was due
to oxide growth along the grain boundaries of the Al film. We do not expect such
intergranular oxide to contribute to any additional losses within the metal film as the
field is zero inside a superconductor; however, this oxide could contribute to dielectric
loss in the vicinity of the materials interfaces.

To test this hypothesis, we want to find a way to increase the grain size of Al films
without affecting the systemic parameters of the deposition procedure, as we know from
the experiments in Section 6.3 that such variations can have complex consequences for
device quality. Al films deposited in high vacuum tend to grow in columnar structures
of parallel grain boundaries, and the grain size depends on film thickness, which we
confirm is the case for our films via TEM. Therefore, increasing the film thickness also
increases the grain size, decreasing the number of grain boundaries that are known
diffusion channels and hosts of oxide.

We fabricate samples with Al films of three different thicknesses: 150 nm (our previ-
ous standard), 300 nm, and 500 nm. We confirm through TEM that the grain size scales
with film thickness, and ToF-SIMS analysis shows that the oxygen content of the Al
films, as well as the oxygen concentration of the SM interface, decreases in the thicker
films. This is consistent with our hypothesis that the oxygen detected in ToF-SIMS
originates at the grain boundaries.

Having found that growing thicker films can mitigate the presence of oxygen – a
known suspect in TLS loss – at the SM interface in our films, we fabricate and mea-
sure CPW resonators with the three aforementioned film thicknesses. Analyzing the
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power-dependence of the quality of these resonators, we find a systematic decrease in
the characteristic TLS loss parameter Fδ0

T LS , which halves when increasing the film
thickness from 150 nm to 500 nm.

Expanding this study to a set of 42 qubits fabricated with Al films of the three
thicknesses, we find that the average qubit quality factor increases from 2.1 × 106 to
3.3 × 106 across all devices when increasing the film thickness from 150 nm to ≥ 300 nm.
The qubits in this study are all impacted differently by Purcell decay, which is a device
design parameter that does not relate to the internal quality of the qubit; however, this
Purcell decay can limit the observed T1 significantly. Therefore, we introduce the T1/Tp

parameter, which shows how closely a qubit’s performance is limited by Purcell decay,
when comparing different qubits. We find that if we constrain our data set to the less
Purcell-limited qubits with T1/Tp ≤ 0.5, the average qubit Q of the 150 nm films remains
constant; however, the average value for the thicker films rises to 3.7×106. Constraining
the data set further to T1/Tp ≤ 0.25 where the qubits should not be significantly limited
by Purcell decay, the average Q for the thicker-film qubits becomes 3.9 × 106. For a
qubit frequency of 3 GHz, an average Q of 3.9 × 106 corresponds to a T1 of 200 µs.

Therefore, we conclude that the presence of oxygen at the SM interface, where the
energy participation ratio is typically high, is a source of TLS loss in our devices. We
mitigate this loss by increasing the Al film thickness to at least 300 nm, which increases
the grain size, thereby reducing the contribution of intergranular oxide to interfacial
dielectric loss.

We consider several alternative hypotheses, such as changes to the metal-air interface
loss as a result of the modified film morphology, an increase of film Tc in the thicker
films suppressing quasiparticle-related losses, or a decrease of the participation ratios
of the lossy interfaces associated with a dilution of the electric field in a thicker CPW;
however, none of these hypotheses explain the observed improvement in device quality
sufficiently.

Unfortunately, the CPW resonators fabricated on the thickest, 500 nm-thick films,
show a frequency-dependent increase in non-TLS related loss. This loss shows at high
drive powers where the TLS bath is saturated; however, it impacts the low-power Q
as well due to the cumulative nature of the various loss mechanisms. We find that at
the lower end of our frequency range ∼ 4 GHz, the non-TLS related loss of the thicker
films is comparable to their thinner counterparts. However, towards 8 GHz, this other
loss becomes significant. Further research is much needed to establish the nature of this
non-TLS-related loss mechanism, and how it relates to transmon qubits. For example, if
the mechanisms is related to radiation, qubits may be less affected due to their smaller
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footprint. Other losses, however, may affect qubits similarly to resonators. Therefore,
until this question is resolved, 300 nm thick films may be preferable.

Having decreased the TLS-loss of our devices to such an extent that other losses
become comparable, further studies are needed into what other, non-TLS-related losses
our devices are facing – even if the 300 nm film with lower other losses is selected.
Additionally, now that the SM loss is mitigated further, the remaining TLS loss may
originate predominantly at the substrate-air and metal-air interfaces. We investigate
some strategies towards mitigating loss at these interfaces in Chapter 7; however, con-
siderable further research is needed on that topic, particularly for Al-based devices.

Following the success of tantalum- and niobium-based qubits in breaking through
the 100 µs T1 threshold, we have now demonstrated that Al-based platforms are also
capable of achieving comparable coherence times. This suggests that the important fac-
tor in achieving high coherence in superconducting qubits might not necessarily be the
metal itself, but more importantly, the surface oxide, the fabrication procedure and the
resulting materials interfaces, as well as the device design. Al has long been a popular
choice of superconductor for quantum circuits for many reasons: availability, ease and
variability of deposition, reproducibility, self-passivating native oxide, and the relatively
uncomplicated Al/AlOx/Al Josephson junction platform, among others. Al has proved
itself a reliable material; however, the question now becomes whether it is the material
that will yield the highest-performing devices. Future works in side-by-side compar-
isons of state-of-the-art qubits fabricated from the different popular superconductors,
using identical designs and matching fabrication procedures, would be of special inter-
est. However, this is challenging to execute: differences will occur during etching, as
some metals perform better when etched using wet chemistry, while others should be
etched by a plasma, and they rarely share a similar etching chemistry.

The fact that Al reacts with many acids and bases is convenient in certain applica-
tions – on the other hand, it severely limits our options for efficient but harsh chemical
treatments designed to clean the substrate-air or metal-air interfaces, as the metal film
incurs damage during these treatments. The choice of metals suitable for in-situ capping
is also limited for Al due to its tendency to intermetallize with many materials. Finding
a reliable in-situ passivation method for Al that lowers the metal-air loss, as well as pro-
tects the underlying metal so that harsh surface treatments could be executed without
damaging the metal, might remove the negative implications of using Al while keeping
the advantages.

Additionally to our efforts in TLS loss mitigation, we have investigated the nonlinear
behaviour inherent to TLSs through intermodulation spectroscopy of a CPW resonator.

124



This resonator with no engineered nonlinear elements produced frequency mixing prod-
ucts when driven by two slightly detuned drive tones – a hallmark feature of nonlinear
media. We show that the behaviour of this measured nonlinearity is consistent with
the standard tunneling model for interacting TLSs. This method of analysis is partic-
ularly interesting in distinguishing various loss sources in a device, as it picks up only
on the mechanisms with a nonlinear fingerprint. Furthermore, we find potential in ap-
plying this measurement method continuously to track the spectrally unstable coupling
between the TLSs and the device over time. As the TLS model parameters can be
reconstructed from a single spectrum taken at an intermediate power level, the method
also provides a framework for a loss characterization speedup.

We also developed an improved fabrication recipe and design for three-dimensional
coaxial cavity resonators. This recipe has since been implemented in architectures inte-
grating a qubit inside the cavity, and used to produce bosonic states in a step towards
continuous variable quantum computing [166].

The flip-chip architecture demonstrated in the appended Paper E has also been
developed further, producing a 25-qubit chip used to investigate cross-talk between
different qubits on a chip, which affects quantum gate fidelities [167]. Future work for
the extensibility of this architecture could plausibly include adding through-silicon-vias
to aid with a more compact wiring.
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