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“And I think I’ve found the real benefit of digital memory.
The point is not to prove you were right;
the point is to admit you were wrong.”

- Ted Chiang The Truth of Fact, the Truth of Feeling
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Abstract

By 2030, the battery industry is predicted to have an annual output of over 4
TWh of storage capacity, thus supporting the ”electrify everything” paradigm.
This comes with societal benefits such as lower CO2-emissions in the end applic-
ations, but also with risks of over-consumption and too high life-cycle emissions.
Thus, making sure that batteries last longer by mitigating degradation is
paramount. Here we explore how mechanistic understanding of degradation
can be gained and effectively communicated for use in a battery digital twin
(BDT), in it’s turn capable of predicting future battery degradation and suggest
mitigating actions.

This is achieved by conducting a campaign of lab-based experiments to
identify relevant degradation modes. Simultaneously a battery information
format (BIF) suited for field application is developed within the scope of this
thesis. The BIF is framed so as to respect both qualitative and quantitat-
ive needs existing in battery powered applications and those from a broader
informatics perspective. The knowledge about degradation modes are success-
ively encoded into a graphical causal model (GCM) that is consequently used
to define the binning scheme of the BIF-compatible histograms, enabling a
memory-efficient data-collection strategy.

The method is showcased for a Hard Carbon and Na3V2(PO4)2F3 sodium-
ion battery, utilizing 1 M NaPF6 as electrolyte, and identifying degradation
using electrochemical techniques (e.g. galvanostatic cycling and electrical
impedance spectroscopy), coupled gas-chromatography/mass spectrometry, in-
frared spectroscopy, and EDX analysis. Subsequently the mentioned translation
into a BIF-compatible data collection strategy is carried out. For next steps we
suggest doing a field deployment of the strategy, either with the investigated
chemistry or with commercial cells of a similar chemistry, so as to validate the
BIF concept.
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Chapter 1

Introduction

Since the commercialisation of the lithium-ion battery (LIB) in the early 1990s,
a slow but steady transformation has taken place in how we view and implement
storage of electrical energy at a societal level. The transformation is mainly
fueled by the realisation that climate change and environmental decline impose
a significant risk for the future of human civilization and our standards of
living. One of the most notable technology and consumer shifts relates to the
transition from vehicles with internal combustion engines (ICEs) to electric
vehicles (EVs) promising a tank-to-wheel energy conversion free from CO2

emissions.
Within this ”electrify everything” paradigm [1] many pitfalls still remain

when one seeks true sustainability from both the environmental and social
points of view [2]. In the environmental dimension the massive increase in
LIB production carries a substantial energy and CO2 footprint that in the
short term could risk outweighing potential long-term benefits [3]. In the social
dimension, sourcing of raw materials for LIBs risks affecting local communities
adversely, the main focus having been put on workers conditions in cobalt
mining in D.R. Congo, and to some extent lithium extraction in the Lithium
Triangle in South America [4].

A cousin to the LIB, the sodium-ion battery (SIB), has recently entered a
phase of pre-commercialisation and has the potential of addressing challenges
related to material sourcing and scarcity but may not substantially improve
the CO2 footprint [5] when normalised for energy density. Thus, reducing
over-consumption and minimising social and environmental footprints require
us to make the most out of all SIBs and LIBs produced, maximising their
utilisation, often synonymous with minimising their degradation.

1.1 Scope

This thesis outlines two strategies to understand and limit LIB and SIB
degradation: (1) building mechanistic understanding of degradation phenomena
to suggest interventions and (2) using the understanding to design field data
that enable robust and actionable data-driven models to forecast degradation.
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CHAPTER 1. INTRODUCTION

1.2 Lithium-ion and sodium-ion batteries

1.2.1 Galvanic cells

Galvanic cells are defined as devices able to store electrical energy as chemical
energy. In daily life, we usually talk about ”batteries” but strictly speaking a
battery is a device comprising many galvanic cells. In the remainder of this
thesis we will use the words ”galvanic cell”, ”cell” and ”battery” interchangeably,
but for the latter we will indicate whenever a multi-cell system is considered
by using the term ”battery pack”. In the standard LIB and SIB cell, two
electrodes of different electrochemical potential are kept apart by a separator,
preventing electrode contact and short circuiting (Figure 1.1). The electrodes
are made up of an active material (AM), a conductive additive, such as carbon
black, serving to improve electrical connection between AM particles, and a
binder that keeps everything together (Figure 1.2) [6]. In conventional battery
manufacturing, the electrode is coated as a slurry on top of a metal foil, serving
to provide mechanical stability and an evenly distributed surface current [7].

Figure 1.1: The fundamental principles of a galvanic cell.

To allow for ion transport between the electrodes, closing the inner circuit
of the battery, the cell is filled with electrolyte, residing in the pores of the
separator and those of the electrode composite structure. For the latter, the
amount and size of pores can vary greatly with particle sizes and other process
parameters. The electrolyte is electrically isolating to prevent cell self-discharge
and mainly consists of a salt containing the ion of interest that is dissolved in
an organic solvent [8]. Optimally the electrolyte should be oxidatively stable at
the redox potentials of cathode and reductively stable at the redox potential

2



1.2. LITHIUM-ION AND SODIUM-ION BATTERIES

Figure 1.2: Conventional components of an electrode coated on a metal current
collector.

of the anode to avoid causing unwanted side-reactions. This is also known as
having a broad electrochemical stability window (ESW) [9].

When discharging a galvanic cell, the electrodes are connected by an external
load. Because of a difference in redox potential associated with the anode
and cathode, electrons will start flowing through the outer circuit [7]. At the
same time ions will flow in the electrolyte to maintain global charge neutrality.
The flow of electrons and ions is sustained by a continuous oxidation of anode
species and a continuous reduction of cathode species, commonly known as a
”faradaic current”. In a battery, such a redox process gradually lowers the total
internal energy of the system, the current being sustained until the full capacity
of either of the active materials has been depleted. When charging a galvanic
cell, the opposite process takes place: Energy is supplied to the system and
stored by reversing the flow of ions and electrons, causing the internal energy
of the system to increase. At any point in time the state of charge (SOC),
denoted by the variable z, is determined by the fraction

z =
Qavl

Qtot
, (1.1)

where Qavl, the available discharge capacity, is the number of ions (M+)
that at any given time are available to move from the anode to the cathode,
and Qtot is the highest possible value that Qav could attain, limited either by
the total inventory of ions, or the sites available for intercalation in the cathode
or anode [10].

The total discharge capacity, Qtot, is dependent on the type and amount of
active material used on both electrodes and on how the cell has degraded. The
potential at which extraction or insertion of ions and electrons takes place will
be dependent on the material structure and instantaneous composition. This
makes the total percentage of inserted/extracted ionic charge carriers a factor
determining the cell open circuit voltage, Vocv(z), i.e. the cell potential in the
no-load condition, the ”z” indicating the functional dependency on SOC.
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CHAPTER 1. INTRODUCTION

Several factors determine the performance of a cell: first, we desire high
gravimetric and volumetric energy density. To calculate the energy of the
cell we integrate the cell voltage with respect to capacity, expressed as

Ecell = Qtot

∫ 1

0

Vocv(z) dz. (1.2)

Second, high reversibility upon cycling is paramount, a ”cycle” being defined
as one complete charge and discharge within the allowed cell voltage limits.
Irreversibility indicates how well discharge capacity is preserved both after the
first (initial) and successive cycles. Initial irreversibility, Q1,irr, is defined as

Q1,irr = Qc
1 −Qd

1, (1.3)

where Qc
1 and Qd

1 denotes the charge and discharge capacity at the 1st

cycle, respectively. For any cycle, ”n” we can furthermore define a coulombic
efficiency, ηcen , communicating the fraction of discharge and charge capacity, i.e.

ηcen =
Qd

n

Qc
n

, (1.4)

and thus also serving as a measure of how reversible each cycle is. For
commercial LIBs, ηcen is usually above 99.991 % , ensuring that cell capacity
reaches 80% of it’s beginning-of-life (BOL) value after more than 3000 cycles
[11] .

Third, we desire a low cell polarization. This is defined as the voltage
drop observed under load and can be defined as a combination of the linear
and non-linear effects of having current passing through the cell. Denoting the
current by i, designating a positive current for charging, we can express the
cell voltage and polarisation as

Vcell(z, i, T ) = Vocv(z) + iR0(T ) + f(i, z, T, θ, t)︸ ︷︷ ︸
Polarisation

, (1.5)

where iR0(T, z) denotes an ohmic effect, albeit with a temperature (T) and
SOC dependency, and f(i, T, z, t, θ) gathers all non-linear effects that depend
both on current, cell temperature, SOC, time, as well as internal states of the
cell, θ, relating to ageing of materials. The non-linearities in the cell arise
due to transport and double-layer effects within the cell. Polarisation, also
referred to as voltage drop due to cell internal resistance, determines both the
energy efficiency of the cell and, consequently, how much heat is generated
when (dis)charging the cell, thus impacting the cells power capability.

Finally, cells must be safe to not risk damage to persons or property, even if
the case where batteries are mishandled by users. A somewhat elusive state-of-
safety has been proposed in literature to denote the instantaneous safety level
of a battery as an inverse of the amount of abuse the cell has been subjected
to according to

SOS =
1

fabuse(x)
, (1.6)
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1.2. LITHIUM-ION AND SODIUM-ION BATTERIES

where fabuse is an arbitrary abuse function that takes on values from 1
to +∞ [12]. Another definition is to assume the SOS indicates the risk of a
thermal event happening within a given time horizon, t, given the usage history
(UH):

SOSt = 1− p(thermal event before t|UH). (1.7)

This is similar to what is proposed by Preger et al. [13].

1.2.2 The solid electrolyte interphase

Enabling safe LIBs and SIBs with low polarisation and a long cycling life does
not only imply developing thermodynamically stable electrolytes and electrode
materials in isolation. The interfaces between the electrolyte and the electrodes,
emerging in the full cell, are just as important. Many commercial solvents
used in LIBs and SIBs have appropriate oxidative stability but are reduced at
the potentials reached at the anode, meaning that ionic charge carriers would
continuously get lost were there no balancing mechanism. The solution to the
problem comes from the kinetics of electrolyte decomposition [8]. As predicted
by reduction potentials, there is an initial solvent decomposition. However,
instead of continuing the reaction, the decomposition products create a film and
passivate the surface. The film, commonly called the solid electrolyte interphase
(SEI), is formed during the first charge and then stabilised during subsequent
cycles [8]. Novák et al. have described properties of an ideal SEI, noting that
it should be electrically insulating, leading to prevention of further electrolyte
breakdown, but also a good ion-conductor, leaving kinetic performance and
polarisation of the cell unaffected [14]. Another quality would be that they are
insoluble in the solvent used for the electrolyte, leaving a stable film.

Understanding the morphology and structure of the SEI is thus motivated
by a wish to deliberately tune it to give the longest cell cycle life and lowest
polarisation. Complete understanding of the SEI remains a challenge that has
been tackled in numerous ways. For example, G. Gachot et al. [15] studied
SEI chemical composition using gas chromatography and mass spectrometry
(GC/MS) coupled to Fourier transform infrared (FTIR) spectroscopy. Primary
and secondary electrolyte decomposition products of LiPF6 in cyclic and linear
carbonates, such as EC-DMC (Figure 1.3) were identified using this method
[15], [16]. For SIBs, the higher redox potential of Na limited the rate of further
reduction of decomposition products, such as diethylene carbonate. The lack
of reduction indicates that the SEI would have a different character and a
different (worse) performance in terms of stability [17], [18].
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CHAPTER 1. INTRODUCTION

Figure 1.3: Decomposition scheme taking a range of different LIB processes
into account when using carbonate electrolytes. Reprinted with permission
from [15]. Copyright 2011 American Chemical Society.

Similarly, Seh et al. conducted a study on the glyme family of solvents [19],
[20]. Employing X-ray photoelectron spectroscopy (XPS), the authors claimed
to observe anodic ether reduction products of cycled surfaces. The reduction
was proposed to yield a very thin layer of ROCH2−Na species on top of a
layer of inorganic NaF and NaO2 species. Furthermore, they demonstrated
how a diglyme-based electrolyte leads to a very efficient plating-stripping
behaviour which they attributed to the stability and mechanical properties of
the aforementioned film [19].

1.3 Battery degradation

From an engineering perspective, cells reach their end-of-function (EOF) when
they can no longer provide useful energy and/or power (Figure 1.4). The useful
energy and power can be expressed by cell capacity and resistance/impedance,
respectively: low capacity and high resistance diminishes useful energy, while
power is mainly limited by high resistance.

Often in literature and industrial settings, however, it is only the estimated
Qtot divided by the nominal, BOL capacity of a cell that is used to express
a state-of-health (SOH) metric. Such aggregation risks masking the fitness
of a cell to perform any specific function, when other factors such as energy
efficiency and self heating rates are also important to understand. EOF can
also be reached when the SOS is deemed too low. Even though manufacturing
defects are among the most detrimental factors for SOS [21], [22], a rough
correlation also exists to resistance growth and capacity fade [23].

6



1.3. BATTERY DEGRADATION

Figure 1.4: The connection between usage conditions and their impact on
failure modes, degradation modes, and subsequently on battery performance
metrics.

Below we present a causal tree of degradation, and identify “stressors” [24]
as the operating condition(s) inducing a specific failure mode, successively
leading to observable degradation modes and, finally, to changes in capacity
and internal resistance. The focus is on LIBs and SIBs, but many of the main
mechanisms illustrated, e.g. SEI-growth or particle cracking, are likely to be
valid for the many next generation battery technologies, such as solid-state
(lithium) batteries [25], Ca metal [26], lithium-sulfur batteries [27], etc.

Stepping through some specific parts of the hierarchy of Figure 1.4, loss of
cell capacity (Q) can be divided into loss of (anode/cathode) active material
(LAMa/c) and loss of lithium inventory (LLI) [28]. For LAM, the mechanism
involves sites for lithium insertion being lost due to structural changes at the
micro or meso-scale, such as cracking upon cycling due to volume change [29],
AM particles disconnecting from the electrode, or resistive surface film formation
[30]–[34]. Cracking can be worsened by rapid (local) insertion, meaning that
both wide swings in average electrode lithiation, i.e. SOC, and high, sustained,
current can cause LAM. Local insertion errors are promoted by current density
heterogeneities, which develop more easily in thick electrodes with high mass
loadings, and low temperatures. LAMc may happen due to irreversible phase
transitions or structural disordering of the AMs, most often at low levels of
lithiation, as in NMC811 at high cell voltages and high SOC [35]–[39]. It can
also be caused by transition metal dissolution into the electrolyte as for LMO
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CHAPTER 1. INTRODUCTION

cathodes at high temperatures and SOC [40].
LLI on the other hand is caused by parasitic reactions, mainly due to the

formation of the solid electrolyte interphase (SEI) at the anode surface, and
AM sites becoming electrically isolated within the electrode [41]. The SEI
forms and consumes cyclable ions primarily during the first cycle(s), also known
as “formation cycles”, but continues to develop during operation, stimulated
by low anode potentials, globally corresponding to high SOC/high cell voltage,
and locally promoted by high sustained charging current and rough particle
morphology [42], [43]. Higher temperatures will further promote SEI (re)growth
by speeding up kinetics, while also causing the existing SEI to dissolve, exposing
new surfaces for the electrolyte to decompose at.

Furthermore, there are negative synergies; LLI is partly triggered by LAMa

as when electrode particles crack, fresh surfaces are exposed for electrolyte
decomposition and SEI growth. This is of particular concern to SIBs, where the
solubility of SEI components in the electrolyte is higher than for LIBs, further
increasing the temperature sensitivity of degradation [44]–[46]. LLI can further
occur due to metal plating. Apart from the loss of cyclable ions, this can cause
dendrite-growth, tree-like structures that eventually risks short-circuiting the
cell. Metal plating occurs at low anode potentials and is hence promoted by
high SOC/cell voltages and also by high sustained charging current at low
temperatures.

Cell internal resistance (Rω) increases partly due to the same reasons as
capacity loss; meso/microstructure evolution decreases the electronic contact
and conductivity within the electrode, while the growth of the SEI makes ion
transport slower, both by limiting access to single particles and by decreasing ion
mobility/diffusivity within the porous electrode. Electrolyte loss, accelerated by
high temperature, poor cell design, and SEI formation, will further increase the
internal resistance. Rω is dependent on the observation timescale/frequency,
hence the ω subscript, and observably higher at long timescales, due to a richer
set of mechanisms contributing to the voltage response of the cell, which also
means that the Rω timescale dependence may change as the cell ages (also
refer to the part on polarisation in Section 1.2.1).

For SOS we consider the risk of catastrophic failure, which for a cell mainly
happen due to exothermal decomposition reactions. Since LIB electrolytes
contain highly flammable solvents a fire is easily sustained once started [47],
[48]. Rapid SOS decline can often be traced back to cell manufacturing defects,
as in a major OEM vehicle recall in 2021 [21], [22]. A SOS decline can be caused
by dendrite growth, gas formation, as well as ageing-induced inhomogeneity of
electrode resistance, leading to local spikes in current density, thus inducing
material decomposition, especially if the battery management system (BMS)
is not ageing aware [21], [48]. SOS can in fact also improve upon usage
due to a decrease in the energy stored [13]. Preger et al. showed that the
empirically most well-supported SOS decline hypothesis is that cycling below
25°C increases the risk of thermal runaway, but also that this can often be
mitigated by allowing a cell to rest [13]. Overall, SOS is highly dependent on
the ageing trajectory.

8



1.4. CONNECTED BATTERY PACKS AND DIGITAL TWINS

1.4 Connected battery packs and digital twins

From an application perspective, it is often the battery pack that serves as
the relevant design unit. Here we give a general outline of the topology of a
battery pack, urging that there is a high variability between manufacturers and
applications. Battery packs are often composed of several modules (Figure 1.5,
grey boxes), serving as conveniently sized mechanical units and logical units
communicating with the BMS on an pack-internal communication bus [49].

The BMS is an embedded computer responsible for functions such as
receiving and processing sensor data, ensuring safe operation of the battery pack,
estimating cell SOC/SOH, logging important information, and communicating
with the rest of the application (Figure 1.5, red lines) and the outside world,
e.g. via a telematics module. The pack can further be fitted with a system
that provides active cooling (or heating) to the module or the cells in the
module. Often coolant flow and inlet/outlet temperature are measured (Figure
1.5, green F and green Ts, respectively). On the pack level, the pack voltage
and current are measured (Figure 1.5, green ”A” and ”V” circles).

Figure 1.5: Common logical layout of a battery pack featuring several modules.

9



CHAPTER 1. INTRODUCTION

Stepping into the module level, these are comprised of several ”supercells”,
each containing a number of physical cells connected in parallel (Figure 1.6,
right). Across each supercell voltage is measured (Figure 1.6, left, green circles
with ”V”’s), either directly by the BMS or via an analog frontend chip (denoted
”CVTN” in Figure 1.6, left) [49]. Also, temperature will be measured at several
positions (Figure 1.6, left , green circles with T’s), not necessarily coinciding
with the number of cells due to the cost, complexity, and increased risk of
single sensor failure associated with adding many temperature sensors [49].
Since configurations with supercells and modules in series are often preferred
to increase pack voltage, it is in these cases sufficient to measured pack current
(1.5, green I), since this will also be the current of each supercell (due to
Kirchhoff’s current law).

Figure 1.6: Logical layout of a module (left) composed of several supercells
(right).

Information gathered within the battery pack from the sensor outlined above
can be leveraged to establish a battery digital twin (BDT), consisting of three
parts: i) a virtual model of the battery pack and its constituent cells, ii) a
record of relevant meta- and usage data delivered by the battery, and iii) an
information link between the physical battery and the data record, e.g. a
telematic capability between the battery and a central storage [50]–[52].One
such BDT concept is illustrated in the upper part of Figure 1.7. Here the
capabilities of off-board computing and aggregation of data across several
members of a fleet are used to train accurate prognostic models of battery
health and remaining useful life (RUL). Furthermore, the BDT is used to
propose optimal usage strategies for the battery pack, translated into control
parameters that can be fed back to the real-world asset [52].

10
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Figure 1.7: A BDT as proposed by Wu et al. [52].

Thus, a properly implemented BDT, closely coupled to a battery information
format (BIF), standardising the inputs (a.k.a. features) and outputs (a.k.a.
targets) of the BDT degradation models, can provide control of the battery
degradation [52]–[55]. Ultimately it can also create a more reliable 2nd life
and refurbishing market of batteries. This happens by virtue of lowering
the uncertainty in forecasts of remaining battery lifetime, health, and safety.
Accurate prognoses of battery capacity and electrical resistance allow for the
trading of 2nd life batteries and battery cells at a higher price, by lowering
information barriers and risk for the buyer, without having to conduct expensive
end-of-(first)-life testing [56], [57].
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Chapter 2

Methods, approach and
experimental

In this chapter we outline both the theoretical background and the application
of methods used in this project. The first part concerns lab-based measurements
of degradation mechanisms carried out in Paper I, while the second part focuses
on the theory and approach taken when designing a BIF (Paper II). The third
and final section introduces the concept of causal graphical models, later used
to combine results from the two papers.

2.1 Pinpointing degradation phenomena in the lab

In the experimental part of this work (Paper I) we studied a SIB system with
diglyme as the electrolyte solvent. A number of techniques were employed
to understand the full and half cell cycling stability, and to uncover what
degradation mechanisms occurred, focusing mainly on the electrolyte. Below
we outline the theory and application of the main methods used.

2.1.1 Experimental cells

The cells used in this project employed either Na-metal or Hard Carbon (HC)
as an anode [58], [59], HC or Na3V2(PO4)2F3 (NVPF) [60], [61] as a cathode
and an electrolyte consisting of 1 M NaPF6 [17] in diglyme (Figure 2.1) [20].

O

O

O

Figure 2.1: A diglyme molecule, used as electrolyte solvent in this project.
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CHAPTER 2. METHODS, APPROACH AND EXPERIMENTAL

In the remainder of this thesis we express the cell setup according to the format

Anode|Electrolyte|Cathode,

sometimes omitting the electrolyte (and then only using one ”|” symbol).
The reason for using a HC|1 M NaPF6 in diglyme|NVPF was the recent
pre-commercialisation of HC|NVPF cells and initial studies showing great
performance of diglyme for Na stripping and plating and appearing stable in
SIBs [19] as compared to their LIB counterparts [62].

Dealing with mechanistic understanding of cells employing a new electrolyte
we used experimental cells to reduce cost and be able to do easy disassembly
and post-mortem of cells after experiments were run. Swagelock cells made out
of stainless steel and coin cells were thus assembled according to Figure 2.2, left
and right, respectively. Assembly was done in an argon-filled glovebox with the
surrounding oxygen and water content being less than 10 ppm. The atmosphere
was controlled in order to not contaminate the electrolyte with water, NaPF6

being known to decompose and form corrosive HF in the presence of water,
and oxygen reacting with Na metal to form impurities.

Within the cells, electrodes were placed on both sides of a boro-silicate
glass-fiber separator. Electrode size was in the case of full cells controlled so
that the balance was NVPF:HC 1.0:1.1. Furthermore, for coin-cells, a piece
of Al-foil was cut and placed to completely cover the the cathode part of the
casing to avoid corrosion of the stainless steel, shown to occur in previous tests.
After putting the electrodes and foil in place, 120 µL of electrolyte were added
to the separator using a pipette to ensure proper soaking.

Figure 2.2: Schematic of Swagelock (left) and coin cell (right) assemblies.

For Swagelock cells (Figure 2.2, left), plungers were polished with a grade 1000
sandpaper to remove solid surface contaminants. The components were further
cleaned and sonicated in ethanol and then in acetone and dried in a oven at 100
°C for 24 h to avoid water contamination. A Mylar® foil was used and cut to
precisely cover the inner part of the cell body (Figure 2.2, left, thin red lines)
to avoid corrosion of the cell. Mylar was used because of earlier experiments
indicating that PTFE was degraded upon cycling in Swagelock cells employing
Na-electrodes.
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2.1.2 Galvanostatic cycling with potential limitation-GCPL

A common method to test electrode materials and cell setups is through
galvanostatic cycling. By connecting the cells to a potentiostat that can track
and regulate the current and voltage applied to the cell very precisely, arbitrary
working conditions for a cell can be simulated.

Experiments are often run in either two or three electrode setups. In the
latter case, two of the electrode potentials–denoted the counter- and working
electrode–are constantly referenced against a third, reference electrode (Figure
2.3). With such a setup, the electrochemical processes taking place at the
anode and cathode in a battery setup can be monitored independently. In a two
electrode setup, one of the electrodes will instead serve as both reference and
counter electrode. In this case, the proper working electrode potential can only
be controlled if the electrochemical potential is constant at the counter/reference
electrode, which is often (but not always!) the case when using alkali metal
counter electrodes.

Figure 2.3: Principle of a three electrode setup. A current is measured between
the counter and working electrodes. Voltages are measured with respect to a
third, reference, electrode. Image adopted with permission from [63].

In galvanostatic cycling, the current is set to a constant value by the user.
Mostly, a potential limit is also set for both charge and discharge of the cell.
The setup tested can then be cycled between the upper and lower voltage
cut-off limit for any number of times at the programmed current, while the
total charge throughput during charging and discharging is tracked along with
the voltage.

It is common practice to normalise the amount of current drawn in terms of
C-rates, expressing the number of times the theoretical capacity of the active
material is passed in one hour. For example, a rate of C/10 equals a current
that will extract/insert the complete theoretical capacity from the electrode
material in 10 hours. Since the C rate is dependent on the total amount of
theoretical charge available, the current drawn during an experiment will vary
with both the type and amount of active material used.
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2.1.3 Cyclic and linear sweep voltammetry to track elec-
trolyte stability

Conversely to galvanostatic cycling, cyclic voltammetry (CV) methods con-
trol voltage and current is the response variable. When interpreting cyclic
voltammetry data, the current, I, detected at each voltage, V, is plotted in a
so called voltammogram. Each peak in the voltammogram will correspond to
a specific electrochemical process taking place [8]. A similar method, linear
sweep voltametry (LSV), is used when it is relevant to scan a potential range
only once at a fixed V/s rate. This is often employed when probing irreversible
electrochemical breakdown of components.

In order to investigate degradation pathways relating to electrolyte de-
composition, both oxidative and reductive stability was tested for 1M NaPF6

in diglyme, using LSV. The oxidative potential limit was studied in Na half-
cells using working electrode of NVPF, and mirror-like Glassy Carbon, and
mirror-like foils of Al, Cu, and, Au. The cell voltage was then swept from 3
to 5 V vs Na+/Na◦ at a rate of 0.1 mV/s, slow enough to clearly identify any
electrochemical processes taking place. The onset potential for a process was
defined to occur when the current density of the cell reached 50 µA/cm2, the
area of the electrode being 0.95 cm2. Such a condition was consistent with
previous work on electrocatalysis [64].

Reductive stability was similarly studied in half cells using working elec-
trodes made of mirror-like stainless steel, glassy carbon,and foils of Al, Cu, and
Au. These cells were cycled to 0V vs Na+/Na◦ and any reductive peaks were
recorded in the voltammogram. The wide selection of electrodes was used to
rule out any contribution of activation energy impairing observability of the
reduction process, assuming that at least one electrode would serve as a good
catalyst for any potential parasitic reduction process.

2.1.4 Probing film growth on Na using electrical imped-
ance spectroscopy (EIS)

The different mechanisms and regions that are present in any electrochemical
system can be modelled as an equivalent circuit featuring a set of resistive
and capacitive elements. As with every equivalent circuit featuring a network
of passive components, it can be reduced to a single, frequency dependent,
equivalent impedance. For example, the multilayered structure of the SEI will
contribute with a certain phase shift and gain of any time dependent electrical
signal. So will the transfer of ions in the bulk of the electrolyte and the transfer
of electron in the bulk of the electrode [65].

By applying a small amplitude sinusoidal voltage at varying frequencies and
tracking the current response, the equivalent impedance of a system can be
probed and visualised in a Nyqvist plot. The reason for keeping the amplitude
of the signal small is the nonlinear nature of transport and cell polarisation.
Thus, making sure to control both the magnitude of applied voltage signal,
and the temperature of the cell is crucial to guide interpretation of results.
From the shape of the Nyqvist curve, it is possible to gain information about
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system kinetics and transport properties [66]. Thus, it is also possible to detect
any change or degradation taking place in the SEI structure or bulk of the
electrode, as this would change the EIS spectrum over time [67].

To judge whether electrolyte decomposition resulted in a growing resistive
SEI on the Na, an EIS spectrum was recorded in a Na|1 M NaPF6 in diglyme|Na
Swagelock cell at 25 ◦C. The measurement was done directly after assembly
and then repeated every 6 hours for 96 hours. To stay in the linear impedance
domain, we applied a 10 mV sinusoidal voltage, while frequencies were selected
to capture a broad range, ranging from 0.02 Hz to 200 kHz with 10 points
sampled per frequency decade. In each 6-hour interval the cell was left at OCV
to let the growth of any SEI continue.

2.1.5 FTIR-spectroscopy of cycled cells

Fourier transform infrared (FTIR) spectroscopy involves illuminating a sample
with broadband infrared radiation and recording reflected or scattered light.
Because some frequencies of the incoming IR-radiation will match vibrational
transitions in the sample, the response will be a modulated signal containing
information about the frequencies that were absorbed. Illuminating a sample
at an angle and taking advantage of the IR radiation being heavily absorbed
in the bulk of the material sample studied, the technique can be used to probe
surface layers chemical composition. SEIs from cycled surfaces in batteries
could thus be analysed if they remain intact [68].

To determine if there was any SEI film formation on the surface of cycled
hard carbon anode, FTIR was used to study 2 HC anodes cycled 2 times in
full cells. The reason for not examining electrodes cycled more times was that
any film formation is expected to happen mainly at the first and second cycles,
since these cycles were associated with the largest irreversibilities. Cycled coin
cells were disassembled under argon glove-box conditions and the HC anodes
allowed to dry in the glove-box atmosphere for more than 24 hours. They were
then transported in sealed coffee-bags to a nitrogen-filled glove-box equipped
with an IR spectrometer. The cycled anodes were mounted in a praying mantis
diffuse reflectance accessory (HARRICK) to allow for airtight transfer to the
spectrometer. IR measurements were carried out in diffuse reflectance mode.
To remove any contributions from the bulk hard carbon, a background of a
pristine HC electrode was initially recorded. Also a spectrum was recorded for
a HC electrode that had been soaked in the diglyme 1 M NaPF6 electrolyte for
20 minutes and then allowed to dry for 2 hours in glove-box conditions. The
soaked and dried electrode was made as a comparison, to record any effects
arising solely from the electrolyte penetrating the electrode or evaporating,
leaving a crystalline surface film behind.
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Figure 2.4: Principle of a GC/MS setup.

2.1.6 GC/MS to track electrolyte breakdown

The principle of coupled gas chromatography/mass spectrometry (GC/MS)
setup is illustrated in Figure 2.4. For the gas chromatography (GC) part, an
analyte in gas phase is injected into the column where a steady stream of inert
gas is flowing. The gas flow then separates the different components of the
analyte based on their tendency to be retained inside the column. Retention
will in turn depend on the amount of interaction the component experiences
with the column walls, which are often coated with a polymer to improve
separation. In case the analyte was a liquid, it would first have to be heated for
evaporation, thus limiting the detection to that of substances able to evaporate.

After the GC-column, the components separated will reach a mass spectro-
meter (MS) at different times. The mass spectrometer works by first ionising
the analyte component and then separating the resulting fragments by their
mass/charge ratio in the analyser. Each substance emerging from the gas
column produces a cascade of ionised fragments serving as a fingerprint for
the substance. In this way the contents of the analyte can be determined
one-by-one [69], [70].

Complementary to the surface analysis offered by FTIR, liquid injection-
GC/MS was employed to understand any decomposition products formed from
the 1 M NaPF6 in diglyme electrolyte. Results were then coupled to reduction
schemes of the electrolyte. The separators from full cells that had been cycled
50 times and half-cells that had been cycled 10 times were recovered and
soaked in 1 mL of dry acetonitrile to dissolve any degradation compounds.
The separators were then removed from the soaking liquid and discarded. The
remaining blend of acetonitrile and soluble compounds from the separator
was diluted 100 times before being injected into the GS/MS setup, consisting
of a trace 1300 series GC ultra-gas chromatograph coupled to an ISQ mass
spectrometer.

Since this method would not allow for the detection of gases, another
experiment was carried out where the electrolyte was stored together with Na
metal for 48 days. Using the same setup as a above for gas gas-phase GC/MS,
flushing the column and storage vessel with argon.
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2.1.7 Half and full cell capacity tests

To study the interaction between actual electrode materials and the 1M NaPF6

in diglyme electrolyte, half-cell galvanostatic cycling was performed in coin
cells using Na-metal as an anode. The cells were cycled 15 times using the
cut-off potentials given in Table 2.1.

Working electrode Lower cut-off potential (V
vs Na+/Na◦)

Upper cut-off potential (V
vs Na+/Na◦)

HC 0 2
NVPF 2 4.3

Table 2.1: Cut-off voltages for cycling of materials in half-cells, using Na metal
as counter electrode

Full cells of HC/NVPF where also cycled in coin cell, employing the cut-off
scheme in Table 2.2. In the full cells, the electrodes were not completely
balanced in capacity because of difficulties doing so with tape cast electrodes.
Instead, the capacity ratio between carbon and NVPF was approximately
NVPF:HC 1.0:1.1 based on charge capacity of the first charge in half-cells.
Since HC capacity was in excess, the mass of active NVPF was used to set the
C-rate.

Electrode setup Lower cut-off potential
(Vcell)

Upper cut-off potential
(Vcell)

NVPF/HC 2 4.3

Table 2.2: Cut-off voltages for cycling of materials in full cells

2.1.8 SEM and EDX analysis of cycled anodes

Further complementing the FTIR and GS/MS analysis to study degradation in
and on the HC anode of cycled full cells, scanning electron microscopy (SEM)
micrographs of the anode were recorded. Before imaging, HC anodes from full
cells had been cycled 1.5, 2 and 50 times in 1 M NaPF6 diglyme electrolyte
using the same cut-off voltages as in Section 2.1.7. Because of limitations in
the movement of the stage of the microscope, the samples had to be transferred
in air before being mounted inside the microscope.
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Electrode setup Lower
Vcutoff [V]

Upper
Vcutoff [V]

Cycles Comment

Na|NVPF 3.5 4.3 1
Na|HC 0 1.4 1
HC|NVPF 2 4.3 10 Using materials

from previous 2
rows after washing
the NVPF.

Table 2.3: Cycling scheme for further exploring possible vanadium extraction.

Apart from imaging, Energy-dispersive X-ray spectroscopy (EDX) analysis was
carried out on the samples to identify any elemental contamination. After
detecting vanadium in the EDX spectra it was decided to investigate if the metal
came from soluble species forming at the cathode and if it was only deposited
during the first cycle. This was done by cycling a NVPF cathode in half cell
and HC anode in half cell according to the scheme in Table 2.3. The half cells
were then disassembled and the electrodes recovered. The NVPF cathode was
further washed in fresh electrolyte, with the purpose of removing any soluble
species. The washed NVPF electrode and the extracted HC electrode were
then used to assemble a new coin cell which was cycled 10 times according
to the scheme on the third line of Table 2.3. After cycling the full cell was
disassembled and the anode analysed using EDX.

2.1.9 Binder stability

Finally, exploring if the binder material in the HC anode contributed to cell
capacity fade, PVDF binder powder was dissolved in acetone and coated on
one side of a stainless steel disk. Two such disks were made and dried at 55 ◦ C
for 24 hours and then brought into the argon filled glove-box. Thereafter, one
disk was submerged in a vial containing 1 M NaPF6 in diglyme electrolyte and
the other in a vial containing 1 M NaPF6 in EC50:DMC50 electrolyte. Change
of colour of the liquid and PVDF film was then monitored for 5 days (right
part in Figure 2.5). In the next stage, the same experiment was repeated, now
coating the clean side of the steel disk with Na metal. The purpose of this was
to bring the binder and metal into electrical contact without touching each
other directly. For the Na/binder system the change of colour of the liquid was
also monitored for 5 days (left part in Figure 2.5).
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Figure 2.5: Experimental procedure used to compare degradation of binders
by Na in EC:DMC- and diglyme-based electrolytes.
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2.2 BIF design methodology

For the second part of this project we explored the design of a battery inform-
ation format (BIF) that would be possible to employ across several battery
powered applications and that could be tuned by mechanistic understanding
from the lab (Paper II). To do this, we first devised a simple base case for
evaluating the yearly amount of data associated with any feature set to be
incorporated into the BIF. Second, we conducted a literature review and tab-
ulated feature formats used in previous studies. Third, we devised a set of
design criteria that needed to be fulfilled by a BIF for it to be widely useful.
Finally, the literature study and selection criteria were used to devise the ”best”
BIF, according to the criteria developed.

2.2.1 Data sharing principles - the FAIR framework

The FAIR data sharing principles, proposed in 2016, were designed to formalize
what is meant by ”good data management” and to enable research data to be
found and used also by machines (also denoted ”Computational Stakeholders”)
[71]. While a number of domains in science have managed to establish their
own frameworks for ensuring data quality, the principles strive to be generally
applicable. FAIR, standing for Findable, Accessible, Interoperable, and Reusable
establishes the definitions in Figure 2.6 [71]

2.2.2 Data footprint evaluation

To compare the data footprint of data generated yearly by any set of features a
base case for feature data size and collection frequency had to be decided. An
assumption was made that any single feature was represented by a 4 byte vari-
able, while targets were represented by 2 byte variables. Furthermore,collection
of the features and targets was assumed to happen 26 times per year (i.e. bi-
weekly). Finally we assumed that 6 targets were collected, entirely independent
on what original studies stated. Wherever it was obvious that the strategy
devised above was unjust or not representative for a real life use case, the data
footprint was evaluated on an individual basis, clearly communicating this was
the case. For more details on individual evaluation of data footprint we refer
the reader to Paper II.

2.2.3 Literature survey of feature formats

With the data footprint method we proceeded to survey literature for formats
previously employed when designing targets and input features for data-driven
ageing models. Both peer-reviewed and other sources were considered to achieve
the broadest scope of alternatives. Studies considering health indicators (HIs),
i.e. proxies for the target as the model input where excluded from the analysis,
since these did not actually strive to record the usage history of a battery. For
each study found, the data footprint was evaluated using the method outlined
in section 2.2.2. Finally the studies found could be grouped into broader
categories.
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To be Findable:

F1. (meta)data are assigned a globally unique and persistent identifier

F2. data are described with rich metadata (defined by R1 below)

F3. metadata clearly and explicitly include the identifier of the data it describes

F4. (meta)data are registered or indexed in a searchable resource

To be Accessible:

A1. (meta)data are retrievable by their identifier using a standardized commu-
nications protocol

A1.1 the protocol is open, free, and universally implementable

A1.2 the protocol allows for an authentication and authorization procedure,
where necessary

A2. metadata are accessible, even when the data are no longer available

To be Interoperable:

I1. (meta)data use a formal, accessible, shared, and broadly applicable lan-
guage for knowledge representation.

I2. (meta)data use vocabularies that follow FAIR principles

I3. (meta)data include qualified references to other (meta)data

To be Reusable:

R1. meta(data) are richly described with a plurality of accurate and relevant
attributes

R1.1. (meta)data are released with a clear and accessible data usage license

R1.2. (meta)data are associated with detailed provenance

R1.3. (meta)data meet domain-relevant community standards

Figure 2.6: FAIR data criteria as defined by Wilkinson et al. [71].

2.2.4 Scoping design criteria and attributes

To make a selection between feature categories and to be able to fine-tune any
category chosen, it was necessary to define what we considered to be a ”good”
BIF. Hence, a set of design criteria and attributes were developed, criteria being
those where a feature set could score ”fulfilled/not fulfilled” and attributes
being qualities of a feature set that could be evaluated on a continuous spectrum.
Moving on, the feature categories were evaluated with respect to these criteria
and attributes, so as to select the most compliant category. The definition of
attributes were chosen with inspiration from the FAIR framework, and truly
the attributes themselves where made sure to overlap with the FAIR criteria
when possible. Especially criteria I1., R1., and R1.3 were adhered to, stressing
that data is described with a formal, broadly applicable language, with relevant
attributes that meet community standards.
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2.3 Causal graphical models

In the final part of this thesis we aim to discuss a structured way of connecting
mechanistic understanding of degradation to the design of a data collection
strategy based on the BIF. Since this discussion builds on the framework of
causal graphical models (CGMs) developed by Pearl et al. in the 1980s [72] we
elaborate on relevant theory below.

CGMs are used to formally representing causal relationships. At the heart of
this work lies the directed graph, with nodes representing measurable quantities
or states and edges representing the functions mapping one node to another.
Edges are directed, indicating the direction of interactions. For example we
can model the candidate’s stress during a Ph.D. defence (Figure 2.7) where
we assume the work/life balance of the candidate will affect both the quality
of sleep of the candidate, and the quality of the thesis. We can furthermore
assume that both of these things affect the amount of stress the candidate feels
at the day of their defence. Likely, there are other factors, such as outdoor
temperature, affecting the quality of sleep. The direction of edges further tells
us the flow of information, e.g. how quality of sleep does not affect the outside
temperature.

Figure 2.7: A causal graphical model of stress experienced during a Ph.D.
defence.

The graph in Figure 2.7 is also an example of a directed acyclic graph (DAG)
defined together with some useful terminology as.

Definition 1 A DAG G consists of a set of vertices (i.e. nodes) V and a set
of directed edges E. Each node Vi is associated with a random variable Xi. Let
i → j denote an edge from vertex i to vertex j. We then call Vi the parent of
Vj and Vj the child of Vi. For any directed path i → ... → j with k ∈ Z+

0 edges
between i and j, we call Vi an ancestor of Vj, and Vj an descendant of Vi.

In a DAG, there are no paths leading from Vi back to itself. [73]
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Figure 2.8: Example of an intervention, resulting in a mutilated graph.

DAGs can both be used as a modelling framework for predictions, demanding
that the functions on edges are specified, but even without such specification
they constitute a useful tool for communicating a data generation process
and to communicate expert understanding of a physical process. Furthermore
they serve as ”oracles of intervention” [72], allowing for analysis how a system
responds when variables are controlled by external means. This is opposed
to associational/statistical knowledge about a process where one can not
always conclude the effect of an intervention by just observing data of the
non-intervened process [72].

In our example above, we can, for the sake of reasoning, decide to issue the
Ph.D. student with sleeping pills, thus controlling their quality of sleep. This
is equivalent to deleting all edges leading into the ”Quality of sleep” vertice.
The controlled node, indicated by a blue outline, now lacks any parents. This
is opposed to when we just observe data from the original process and try to
draw conclusions about sleep quality’s impact on thesis defence stress.
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Chapter 3

Results and discussion

In the following chapter we present the major results in Paper I and Paper II
and elaborate on how they can be integrated into a common flow for designing
battery field data.

3.1 Discovered degradation pathways

Understanding of potential routes for degradation aids when diagnosing field-
operated commercial cells and can further provide guidance when trying to tune
a BIF. Here we present the degradation pathways and lack thereof discovered
for the SIB investigated in Paper I.

3.1.1 Electrolyte stability and SEI growth

Since we mainly focused on the electrolyte in Paper I, the first two ageing
mechanisms (ref. Figure 1.4) investigated were electrolyte stability and SEI
formation. To probe oxidative stability, LSV sweeps were made on half cells
with various positive electrode substrates employing the 1 M NaPF6 in diglyme
electrolyte. Substrates affect the oxidation potential and can introduce a shift
from ca 4.4 V to ca 4.6 V vs. Na+/Na◦ (Figure 3.1, left ). Furthermore, the
NVPF voltammogram shows evidence of NVP contamination in the NVPF, in
the form of a peak at 3.4 V (Figure 3.1 left, inset, purple line), the exact Na+

extraction potential in NVP [74], [75].
No oxidation was observed below 4.4 V, i.e. 0.3 V above the second

extraction peak of the NVPF cathode material at ca. 4.1 V. Both the
substrate dependency and the upper limit of 4.4 V are relevant to consider
when tracking degradation in the field, so as to not exceed these limits and cause
unwanted electrolyte decomposition. The possibility of NVP contamination
and associated defects is also interesting since it might pose a risk for transition
metal dissolution.
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Figure 3.1: LSV of 1 M NaPF6 in diglyme vs multiple counter electrodes
probing electrolyte oxidation behavior (left) and reduction behaviour (right).
Please note the 0.01 multiplying factor for the HC curve.

For reductive stability of the electrolyte we also observe a substrate dependence,
albeit with much lower current densities for all substrates. The LSV indicated
electrolyte reduction only below 0 V for the non-electrochemically active
substrates (Figure 3.1, right), likely due to Na plating [19]. The small reductive
currents observed already above 1.2 V for all substrates except Al are solvent
independent and have previously been assigned to parasitic reactions involving
H2O or O2 contaminations or possibly slow electrolyte reduction[62].

To further probe the presence of any SEI formation, EIS measurements
were done on symmetrical Na cells. The shrinking of semi-circles with time
in the Nyqvist plot (Figure 3.2) indicates that no continuously growing SEI is
present. Alternatively, the SEI might be growing but is so permeable that ion
conduction and surface kinetics are not impacted significantly. In Paper I we
further discuss the possible reason for the shrinking of semi-circles.

Figure 3.2: EIS spectra of symmetrical Na|1 M NaPF6 in diglyme|Na cell at
different times of rest after assembly.
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Electrolyte reductive stability was further investigated by liquid GC/MS ana-
lysis, conducted on separators from cycled full cells. The lack of observable
peaks in the GC data (Figure 3.3), other than the washing compound and the
diglyme, indicates no soluble liquid degradation products.

Figure 3.3: Liquid injection GC data for cycled separators.

Figure 3.4: GC data of gas when storing Na metal in diglyme. A multiplication
factor of 20 has been applied between 15 and 65 min.

Similarly, GC/MS conducted on ambient gas when submerging sodium metal
in the electrolyte did not indicate any gaseous degradation products to be
released (Figure 3.4). The combination of gas and liquid-phase GC/MS data
don’t completely exclude the possibility of electrolyte reduction, since there
could still be (semi-) solid compounds formed that are insoluble in diglyme (see
reaction pathways in Paper I, SI). However, this evidence together with LSVs,
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Figure 3.5: FTIR spectra of cycled and pristine HC anodes.

EIS and the complementing FTIR analysis of cycled cell anodes (Figure 3.5),
lacking any signatures of degradation products, all corroborate the hypothesis
of a lack of electrolyte degradation or SEI formation.

Given the evidence that 1 M NaPF6 in diglyme was stable against reduction
on Na surfaces and with HC anodes, several GCPL-cycling tests were conducted.
We refrain from discussing the results in detail and refer the reader to Paper I
for the full analysis. Instead, as a briefer summary, we first note that both half
cells suffer from an initial irreversibility: the 3% for NVPF, probably related to
the NVP contamination undergoing an irreversible phase transition at the high
potentials experienced, and 23 % for HC attributed to some initial parasitic
process consuming Na. With previous result on (lack of) SEI formation we are
hesitant to attribute the irreversibility on HC to electrolyte reduction even if
this is the conventional hypothesis [59]. What further stands out is that the
first cycle irreversibility is significantly larger for the diglyme (ca. 23%) than
the equivalent alkylcarbonate (ca. 17%) based electrolyte. This is surprising
given the relatively thick SEI formed by alkyl carbonate based electrolytes [76].

Studying the continuous (normalised) capacity evolution of half and full
cells for the 2nd to 16th cycles we can further observe that the HC, as compared
to NVPF, has a significantly higher capacity loss already at the end of this short
interval (ca 3%), with no observable trend of stabilizing (Figure 3.6, diamonds),
even though both half cells suffer from a similar coulombic efficiency of 99.5
% . As a comparison, commercial cells are expected to retain > 80% capacity
after > 1000 cycles, translating into a loss of < 0.3 % after 15 cycles [11]. This
indicates that in the HC electrode we are experiencing LAM and possibly LLI
at the same time, while in NVPF we are either experiencing a mimimal amount
of LAM, and/or electrolyte oxidation.
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Figure 3.6: Capacity relative to the second cycle (i.e. first reversible cycle).

The issue of the compatibility between HC and the electrolyte is further
corroborated in the same graph when comparing the results to the full cells.
If using the coulombic efficiency from the Na|HC cell and accumulating the
capacity loss, the full cell performance is matched within a ± 0.5 % window, the
full cell having only a 99 % coulombic efficiency. Finally, tests using a different
anode (NVP) with a higher working potential further confirmed that when
excluding the HC anode, cells significantly stabilised in cyclability (Figure 3.7,
NVP|NVPF). Tellingly, using NVP in the cathode configuration (HC|NVP),
thus lowering the risk of electrolyte oxidation, also yields cells with a capacity
fade similar to that of the full HC|NVPF cells.

Figure 3.7: Cycling performance with different anodes. Please note that for
the NVP|NVP cells the anodic capacity is used, while for both the HC|NVP
and NVP|NVPF cells the cathodic capacity is used.
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3.1.2 Binder stability

Given that the underlying mechanism for the poor performance of HC in
full cells remained elusive, including the lack of detectable SEI formation,
we shifted focus to other degradation mechanisms. Upon testing the binder
(PVDF) compatibility with Na-metal in both 1 M NaPF6 in EC50:DMC50 and
1 M NaPF6 in diglyme we found a significant discoloration and deterioration of
PVDF happening in the latter, but not in the former (Figure 3.8). This indicates
that diglyme as a solvent has the property of allowing PVDF reduction.

Binder reduction could both be directly and indirectly responsible for the
initial and continous irreversibilities seen in HC half cells and NVPF|HC cells.
The direct effect can be evaluated assuming that the binder makes up 4 - 6
% of the anode, weighting 4.9 mg and that active material makes up 90% of
the cathode, weighting 9.6 mg. The resulting ratio between F-C bonds and
available Na is approximately 1:6 - 1:4 ((C-F):Na), not matching the 30 %
initial irreversibility in full cells and half cells. The indirect effect of a weakened
binder is likely disconnection of the active material, contributing both to the
initial and continuous irreversibility.

Figure 3.8: Ocular inspection of binders in different electrolytes before and
after being subjected to Na.
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3.1.3 Transition metal dissolution

A final degradation mode we investigated was the risk of transition metal
dissolution, an issue often enountered in LIB cathodes containing manganese.
Probing HC anodes cycled in full cells with our diglyme electrolyte using EDX
inside of a SEM, we indeed observed peaks relating to Vanadium (Figure
3.9) both from pristine cells and cells where the NVPF electrode had been
removed, washed and reassembled into new cells. This points towards another
degradation mode leading to continuous capacity loss, where V-ions are being
shuttled from the cathode to the anode, where they deposit as vanadium
metal, consuming Na inventory in the process. Degradation by transition metal
dissolution was further corroborated by observing that the HC electrodes had
a bluish hue after cycling (Figure 3.10), indicative of V4+ ions [77].

Figure 3.9: EDX spectra from cycled HC anodes.

Figure 3.10: Hard carbon electrodes before and after cycling.
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3.2 The BIF

Given that it is neither practically, nor economically feasible to conduct the
experimental campaign in Section 3.1 on a fleet of battery packs and cells, a
different methodology has to be used to record data and forecast degradation
in the field. A BDT provides this opportunity but to fully realise its potential,
the right information, including features and targets, has to be collected. In
this section we discuss results from Paper II and the effort to suggest a widely
applicable standard for a battery information format (BIF) for BDTs.

3.2.1 Results of meta-analysis of targets and features

Given the multiple attempts made to perform data-driven forecasting of de-
gradation in batteries, our first step in Paper II to develop a BIF standard was
a meta-analysis of previous work. Forecasting SOH, RUL, and possibly SOS,
involves deciding on a desired model output(s), consisting of a combination
of performance metrics. For targets we found that mostly those relating to
capacity have been used, either predicting absolute values, capacity loss (Figure
3.11, ∆Q) in a predefined usage window (Figure 3.11, “UW”), forecasting of the
EOF or knee-point, i.e. the event where onset of rapid non-linear loss begins
[78]–[84]. A few studies have focused on the resistance, including predicted
pointwise resistance, knee point, and the EOF (Figure 2, purple line) [85], [86].

Figure 3.11: Most common targets proposed in literature.

Further results from our meta-analysis indicate four main categories employed
(Table 3.1): Incremental capacity curve derived features, Event counting,
Histograms, and Semi-empirical. In Paper II we explain these thoroughly
and tabulate several common metrics reported for feature type, size, data
collection strategy, and reported accuracies in predicting battery health. Here
we instead settle for a summary version of that tabulation (Table 3.1), where
the annual data footprint has been estimated using our data footprint base
case (ref. Section 2.2.2). It is not obvious that any feature category has better
performance or practical applicability from this analysis alone, calling for the
development of more detailed selection criteria.
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Feature
type

Typical annual
data footprint
[kB]

Reported
RMSE in
Q [%]

Reported
RMSE in
RUL [%]

Sources

Incremental
capacity
curve

104 N/A 11 [79], [84],
[87]

Event
counting

79 1.7-10 N/A [88]

Histograms 16-36 1-11 1-3 [24], [79],
[81], [89],
[90],

Semi-
empirical

0.4-0.5 1-2.3 3-5 [82], [91]

Table 3.1: Summary of features and targets employed in literature. For a more
detailed view we refer the reader to table 1 in paper Paper II.

3.2.2 Design requirements

To guide our selection of good candidates for a BIF we arrived at a set of
selection criteria and requirements : Data Footprint (DF), Interpretability
(I), Accessibility, Predictive Power (PP), and Reusability (R). The
criteria, summarised in the green box below, account for both qualitative and
quantitative aspects of data collection and lifetime modelling of LIBs and SIBs.

To yield a low data footprint :

DF 1. The number of bytes collected annually are kept at a minimum.

DF 2. The number of redundant features/variables are low.

To be Interpretable:

I 1. Features and targets allow for physical interpretation, making it possible for
humans to understand them.

I 1.1 Features make it possible to propose alternate scenarios still relevant for the
application.

I 2. Features relate to causally relevant mechanisms that have impact on the targets.

To be Accessible:

A 1. Features and targets can easily be collected from an engineering perspective.

A 2. Artificial variability in features introduced due to variation in definitions or
implementation of collection software is low.

To have Predictive Power:

PP 1. Features are accurately predicting the target.

To be Reusable:

R 1. Features and targets collected in one application can be transferred to the
analysis and modelling of other applications.

R 2. BIF data is complemented with adequate metadata.
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By data footprint we consider how many bytes of data that need to be
transferred annually for a given feature set. A low footprint is desired, reducing
transmission, processing, and storage of data, each driving cost and complexity.
Furthermore, the possibility of fewer redundant variables in the target and
feature set improves training speed and robustness by avoiding overfitting.

By interpretability we mean the degree to which features allow for a
physical interpretation, making it possible for humans to understand them and
propose alternate scenarios still relevant for the application [24]. The mean
SOC is easily interpretable as the mean state of lithiation, while aggregated
statistics, such as higher order moments (e.g. kurtosis or skewness) of residence
time histograms, are harder to interpret. The interpretability should be as high
as possible, acknowledging it often comes at the expense of data footprint.

By accessibility we mean the ease with which a feature can be collected
from an engineering perspective. Accessibility can be impaired by difficulty to
observe the quantity of interest or when very specialized and expensive sensors
are needed. For example optic fibres used to sense the state of lithiation in
the anode have been proposed but the engineering limitations pose a challenge
for mass-market implementation of such techniques [92]. Accessibility further
denotes the risk of artificial variability introduced due to variation in definitions
or implementation of collection software. As an example, aggregated features
or those relying on a state estimates depend on the battery manufacturer’s
implementation of the underlying algorithm. Such variability hides “true”
estimates and lowers accessibility. Accessible features and targets are unanimous
and can easily be read out with low risk of artificial variability.

By predictive power means how accurately a feature set allows prediction
of targets. The main prediction targets and modelling strategies are mentioned
above in section 3.2.1, but there are other less explored targets worth predicting
as well, including fast/slow dynamics resistance, available useful energy, and
SOS. A BIF should yield predictions with high accuracy and reliable error
bounds for as many of these targets as possible.

Finally, reusability is defined as the ease with which features collected
from one application could be transferred to another application, especially
useful if the same (type of) cells have been used. However, data could partially
be reused for initialization of ageing models also for other cases, given that
it has been collected in such a way that the datasets can be reused – either
directly or through proper resampling. An important aspect of reusability not
covered in Paper II includes the inclusion of proper metadata. To maximise
utility for a user of data and provide a meaningful way of data interpretation,
details about cell chemistry (anode, cathode), supercell capacity, physical cell
format, and the number of physical cells per supercell should be included. If
possible, the voltage limits as specified by the cell manufacturer should be also
be provided to guide interpretation.
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3.2.3 Feature and target selection

For targets to be collected in the BIF, we include both instantaneous total
capacity (Qtot), and equivalent DC resistance at 20°C, 50 % SOC and timescales
1s and 10s (R1 & R10). We define Rx as

Rx =
∆Vx

∆Ix
, (3.1)

where Ix is a 1C discharge current pulse applied for x seconds and Vx is the
voltage difference between time t and time t+x. Furthermore, to communicate
the quality of the target estimates (only estimates are available in this case,
and never direct measurements), standard deviation σ for each estimate is
included in the BIF. Our final set of targets then becomes:

Qtot σQ

R1s σR1s

R10s σR10s

Continuing with the features, we apply our selection criteria on the categories
observed in literature and give them a Low, Medium, or High score in each
criteria (Table 3.2). Incremental capacity curve features score low on both
data footprint, Interpretability, and Accessibillity. These features require the
whole incremental capacity curve to be captured every time the feature is
to be recorded, thus impacting DF and A criteria. Furthermore, for the
Interpretability, it is not entirely clear how to modify the curve, nor it’s mean,
variance, and kurtosis, to propose an alternate scenario relating to a change in
operational pattern of the battery.

Feature cat-
egory

DF
score

I score A score PP
score

R score

Incremental
capacity
curve-
derived

Low Low Low Unknown Medium

Event count-
ing

Medium High Low Unknown Low

Histograms High High Medium Unknown High
Semi-
empirical

High High Medium Unknown High

Table 3.2: Results from scoring of feature categories with respect to design
requirements

As for the other feature categories they rank similarly in data footprint with
significant flexibility in how much data to collect but with Event counting
scoring slightly lower in accessibility due to it being non-trivial to define an
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event, which will introduce artificial variability into the feature. Also for Event
counting, the reusability score will be low, since for some applications certain
events never occur, e.g. a ”driving” event never happens in a BESS system.
For histograms and semi-empirical features we assume they are equal in all
aspects considered. Histograms, however, offer a greater flexibility and can
capture a richer picture of the battery usage history.

As a final comment about the predictive power, here judged to be unknown
for all feature categories, studies predicting capacity (change) or EOF have
demonstrated an RMSE of 1-10%, but the datasets used to conduct these
studies lack the richness experienced in real life applications. This implies that
it is impossible to draw conclusions about how well results generalize and thus
to judge the predictive power for capacity and resistance prediction. Given that
residence time-counting histograms offer more flexibility and higher granularity
for capturing battery usage, this is the feature category we decided to proceed
with. They are furthermore attractive from a causal standpoint since they
contain the necessary components to describe kinetics for parasitic reactions;
both information about the time spent in a certain condition, and the nature of
the rate-determining conditions (I,V,T) can be simultaneously communicated.

3.2.4 Specification of histograms

Histograms include features that count the distribution of some aspect of the
battery’s usage history and is one of the most frequently used features observed
in literature. Multidimensional histograms with 1-3 axis dimensions and time as
counting dimension have often been used, resulting in so-called “residence-time
counting” histograms [24], [79], [81], [89], [90], [93]. Deciding to proceed with
histograms as the basis for the feature set specified by the BIF, we specify
histogram axis dimensions.

Axis dimension Stressors captured

I vs. V High (cathode) voltage / low anode voltage, high cur-
rent

i vs. T High current at low temperature, high current

V vs. T High (cathode) voltage / low anode voltage, high tem-
perature

V vs. iMA30s High (cathode) voltage /low anode voltage, high sus-
tained current

SOC vs. T High/Low mean lithiation, high temperature

SOC vs. i High/Low mean lithiation, high current

SOC vs. iMA30s High/Low mean lithiation, high sustained current

Table 3.3: Axis dimensions for BIF histograms.

38



3.2. THE BIF

To allow for a rich enough data we include including voltage, temperature,
current, SOC, and a 30 s moving average of current (iMA30s) to be used (Table
3.3). The latter is defined as

iMA30s =

∫ t

t−30

i(τ)dτ, (3.2)

and captures sustained current, something otherwise lost when forming
histograms, resembling the 3-minute RMS-feature used by Zhang et al. [81] but
accounts for directionality of the current (charge and discharge are separated)
making it more suitable to capture local overcurrent and over/underpotential
conditions. In Paper II we further explore the accessibility of each axis dimen-
sion but omit it here for the sake of brevity.

3.2.5 Design details - maximising histogram reusability

Based on selected targets and features, we now proceed to define units and
binning strategy. This is done to fully specify the BIF and satisfy the reusability
criterion. For the same reason, quantities observed across applications should
be of similar magnitudes and bins should satisfy necessary overlap criteria – so
that fine-grained and course-grained histograms can be compared.

Quantity/
Dimension

V/V I/C-rate iMA30s /C-rate SOC/% T/°C

Alignment point 3 0 0 50 15

Base layout
spacing

0.5 1 1 25 10

Bin aggregation
dimension

Minutes

Collection
frequency

Biweekly

Bin refinement
divisor

2

Table 3.4: Hyperparameters for BIF design

First, we consider units (Table 3.4, first row), requiring that current is expressed
as a directional C-rate, i.e. current is normalized by the mark-plate capacity of
the given (super) cell. Voltage (in Volts), and temperature (in °C) stay within
the same order of magnitude/range meaning no normalization is needed. For
histogram count dimension we suggest using minutes to allow for capture of
rare conditions. Collection frequency is further set to bi-weekly, corresponding
to one where degradation can be observed between samples, when cells are
subject to the harshest operating conditions [87].
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Figure 3.12: Proposed histogram bin construction and impact on reusability.

Second, there is a need to establish an alignment of the histogram bin edges
(Figure 3, red line), requiring the specification of where to put at least one
edge. Without alignment there is a risk of offset between data collected from
different cells, impacting the reusability. Alignment points should be chosen
such that they cover most battery cell use cases since all data formats will need
to include this.

Third, for the data format to allow for histogram down-sampling, we suggest
using a base partitioning scheme for the bins – from here on called “base layout”,
and rules for refinement. A base layout (Figure 3.12, middle bin layout) is the
coarsest bin size allowed and it needs to allow for sufficient data minimization
while being detailed enough to enforce reusability of data. For simplicity, we
propose using an evenly spaced binning, starting from the alignment point and
continuing as far as is required by the application at hand. We note, however,
that the base layout could be designed with non-uniform bin partitions but leave
this for future work to explore. Allowing for design freedom, any application
should be allowed to split the base grid into further partitions. However, to
maintain reusability, any partitioning scheme should only split existing bins in
two (Figure 3, lower green bin layouts). A divisor of 2 is selected as it impacts
the data footprint the least.

Fourth, the last bin on each side of the histogram should be required to
capture any remaining data “falling off the edge” (Figure 3.12, edges of bin
layouts). Finally, the collection frequency is specified, here suggested to be
an aggressive base-case of biweekly collection, leaving the exact collection
frequency as a design parameter, but requiring it to be an integer multiple of
the biweekly interval. By doing so, transferability is achieved. In Table 3.4 we
summarize our full proposal of BIF design hyperparameters.
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3.3 Bridging mechanism and BIF tuning with CGMs

With the introduction of a BIF we now proceed to approach the question of
how to use mechanistic understanding of ageing from the lab into the tuning
of a lean data collection strategy possible to use in a field application. This is
done by formulating our mechanistic knowledge as a CGM and then using the
CGM as a guide when designing the binning scheme of the BIF.

3.3.1 Encoding our undestanding of the SIB in a CGM

Looking at a generic CGM of battery ageing (Figure 3.13). This is a merged
subset of the information shown in Figure 1.4, where we consider five failure
modes: Electrolyte decomposition, SEI formation and destruction, Binder
decomposition, Transition metal dissolution (TM dissolution), and Current
collector corrosion (CCC).

Figure 3.13: Generic CGM for five battery failure modes.
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For most LIB chemistries, these five modes will not be equally relevant (Figure
3.14). Especially, we assume that binder degradation plays a negligible role
for LIBs. Also transition metal dissolution can be expected to be limited in
chemistries with little Mn in the cathode, such as LFP or NMC111 even though
not completely accurate for the latter [94], [95]. Regular LIBs, however, will
suffer from SEI formation and non-SEI forming breakdown of the electrolyte.
Also, CCC will be an issue at low cell voltages and SOCs.

Figure 3.14: CGM for a LIB cell, lacking TM dissolution and binder degradation.

For the investigated HC|1 M NaPF6 in diglyme|NVPF cell we instead have
an almost opposite situation in the causal structure (Figure 3.15) where our
study shows little evidence of electrolyte breakdown or SEI formation. This is
equivalent to mutilating the generic graph to remove any paths involving these
two mechanisms. We still let the nodes relating to increased charge transfer
resistance and slower pore/bulk diffusion remain connected to the observed
quantities Q and R, to highlight that these could potentially be altered by
other degradation mechanisms, not included in the CGM.

Instead we have observe clear evidence of both binder degradation and TM
dissolution. Furthermore, SIBs are able to utilize aluminum current collectors
due to Al not alloying with Na. The stability of Al at higher potentials means
that SIBs can be discharged to 0V without detrimental CCC [96].
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Figure 3.15: CGM for the HC|1 M NaPF6 in diglyme|NVPF cell.
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3.3.2 A BIF for SIBs with a diglyme electrolyte

Given the understanding of degradation mechanisms documented in the CGM
in Figure 3.15 and, for illustratory purposes, assuming this is the complete
picture of degradation, we now proceed to specify a information collection
strategy compatible with the BIF. Our aim for this strategy will be to minimize
the data footprint while still being able to capture enough information about
the cell usage to model the degradation and trajectory of targets.

First, we note that the lack of CCC means we don’t need to consider the
low voltage region. Thus, we design the voltage binning scheme with 3 V,
the alignment point, as the lowest point. The BIF then tells us we need to
add bin edges in increments of 0.5 V. Since the max cell voltage is 4.3 V and
transition metal dissolution likely happens at these higher voltages, we are
keen to capture the higher voltage region with higher granularity, given that on
it we first add the points 3, 3.5,4,4.5 and then use the division rule to split the
higher bins so that edges 4.25,4.3125,4.375 are added giving us 6 bins in total
(Figure 3.16, first axis). Due to the same reasons we limit the SOC bins so that
all residence time below 50 % is aggregated while at higher SOCs granularity
is higher (Figure 3.16, second axis).

3 3.5 4 4.25 4.38 4.5

4.31
V [V]

25 50 75 87.5 100 125

93.75
SOC [%]

−3 −2.5 −2 −1 0 0.5 1 1.5 2

I [C-rate]

−15 −5 5 15 25 30 35 40 45

37.5
T[◦C]

Figure 3.16: Binning scheme for voltage, SOC, current, and temperature for
our data collection strategy design for the diglyme-based battery.

Proceeding with current, we assume the cells will operate at max 3 C discharge
and 2 C charge. Thus, we add points every 1 C between -3 and 2 C. Since
the lack of SEI and the previously reported power capability of the HC|NVPF
system [97] implies fast charge transfer dynamics throughout the lifetime of
the battery, we do not aim for high granularity for the current. This allows
us to only split the lowermost bin in two to understand how much discharge
happens above 2.5 C, remembering that the last bin captures everything falling
of the edge. We also split the two charging bins in two, giving a slightly more
detailed picture with a total of 8 bins (Figure 3.16, third axis). For the reasons
of high power capability we can also use this binning scheme for iMA30s.
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As for temperature, the CGM tells us it is a stressor that will still impact
ageing. This will likely be the case for any chemistry, since higher temperatures
tend to increase calendar ageing of materials [98]. Assuming 40 degrees to be
the max temperature and knowing that degradation is accelerated at higher
temperatures we add extra granularity in this region, ending up with 9 bins in
total (Figure 3.16, fourth axis).

3.3.3 From lab to field and back again

Having selected the binning scheme, we now have a fully specified data collection
strategy for our HC|1 M NaPF6 in diglyme|NVPF cell. Including the six targets
specified by the BIF (Section 3.2.1), the binning scheme gives rise to a data
footprint of 39 kB/year if we account for all histograms in Table 3.3.

This memory-efficient data collection strategy can now be implemented in
an application. Taking the fictional case of an SIB electric motorcycle (Figure
3.17), the data collected will have a causal relationship to any degradation
observed and can be used to train a model for forecasting SOH decline. The
interpretable nature of the data further provides the opportunity to identify
blind spots that are not currently explored by the fleet. For our motorcycle fleet,
we may for example identify a lack of fast charging (> 1C) at all SOC-levels
(Figure 3.17, top of the histogram on the right side). Lab measurements can
then be used to fill this gap and report data back on the same format to
complement model training. Taking it a step further, the process of filling
blind-spots may be automated using a Bayesian optimization, similar to that
used by Attia et al. [54].

Figure 3.17: Closing the loop between lab and field.
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Chapter 4

Conclusions and outlook

This thesis has studied degradation at the materials level in a SIB cell (Paper I)
employing diglyme as an electrolyte. By extensive characterisation we conclude
that diglyme tends to suppress or completely avoid any SEI growth while still
resulting in large capacity fade when used with HC anodes. Furthermore we
have shown how it is possible to design a BIF based on 2D histograms for
ageing prediction that respects necessary design requirements (Paper II) and
the FAIR principles.

We further conclude that any such format should still rely as much on
mechanistic understanding of battery failure modes and the memory constraints
of BMSes, as it does on the limited empirical evidence available in the academic
literature. We finally conclude that GCMs allows for a structured way to to
tie the material and fleet levels together. This is done by allowing lab data to
guide what edges to include or remove in the degradation GCM. The GCM
can then be used with the BIF and tuning the histogram binning scheme when
devising a data collection strategy for the field.

Looking forward, we suggest that the unknown mechanism for capacity
fade observed in Paper I is uncovered by further investigation. Specifically it is
important to develop the understanding of binder degradation and possibility
of Na+ trapping in the anode when using diglyme-based electrolytes. For
the BIF, we acknowledge the need for further validation and optimization,
preferably on large scale scale dataset. However, given the connection to
mechanistic understanding and the ample possibilities of designing histogram
axis dimensions, binning, and collection frequency, we are confident that the
BIF will provide a useful starting point for future BDTs when balancing the
trade-off between data footprint and predictive power.

We finally suggest that any OEM or battery system operator that have not
yet devised a data collection strategy, should consider using (a subset) of the
BIF features and targets presented above to not lose valuable insights. We also
stress that it is imperative that the, so far fragmented, battery data landscape
gets mended, allowing society to truly leverage the possibilities that BDTs
provide to strengthen the resource efficiency of LIBs and SIBs.
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