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ABSTRACT

We report here multiphase direct numerical simulations of a recently discovered passive mechanism of self-cleaning on superhydrophobic
surfaces. The removal of contaminants is governed by coalescence of a single droplet with a particle of micrometer size, where the droplet ini-
tiates spontaneous spreading on the particle and drives particle–droplet jumping. We use an in-house volume of fluid–immersed boundary
numerical framework, introduce and thoroughly analyze capillary forces at the particle–droplet contact line, and validate our simulations in
relation to previous experimental results. We then perform a comprehensive investigation over a number of different parameters regarding
the interaction physics of the droplet with the particle and the substrate. We systematically vary particle, droplet, and surface physical and
wetting properties and unveil a range of scenarios related to different energy dissipation mechanisms as a function of the substrate contact
angles and contact-angle hysteresis. Detailed parameter studies establish the connection between the droplet, substrate and particle properties,
and the outcome and efficiency of the particle-launching process. We particularly highlight the effects of the particle–droplet size ratio and
the wettability of the particle. We reveal and discuss the corresponding dissipation mechanisms and quantify the energy efficiencies of the
jumping process in the treated parameter space.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0222367

I. INTRODUCTION

In the field of surface technology, preserving the surface proper-
ties becomes a challenge due to contamination caused by solid particles
and microbiological agents. These contaminants deteriorate the func-
tionality of the surfaces that are used in numerous applications, such
as defrosting, deicing, and heat-exchanging condensers.1–3 To address

this problem, surface modifications have been suggested, particularly
focused on achieving hydrophobicity.4,5 The design of such surfaces
was initially inspired by the water-repellent behavior that certain
organisms have developed in nature. These organisms demonstrate
natural self-cleaning on their surfaces, with some examples being lotus
plant leaves and cicada wings.6 They have developed micro- and
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nano-scale structures to repel water and remove contaminants by
droplet motion.7–10 Studies have shown that by reproducing patterns
with micro- and nano-scale structures, contact angles of 170� and
above were achieved, while the sliding angle and hysteresis remained
below 2�.11,12

A significant challenge related to a successful industrial applica-
tion of these bio-mimicking superhydrophobic surfaces is how to
improve their durability. Typical estimated lifetimes of these low-
adhesion surfaces are often short,3,13,14 but recent studies suggest that
the life-cycle of superhydrophobic surfaces can be significantly
extended.9,12 This makes the need for understanding mechanisms and
devising techniques for cleaning (including self-cleaning) of such sur-
faces even more industrially relevant.

Multiple ways to remove particles from surfaces have been sug-
gested in the literature, with studies explaining the dynamics of
removal when an initial velocity for a liquid phase is present15 or an air
flow stream carries the particles away harnessing inertia.16 Gravity
often contributes as an external supporting mechanism, leading drop-
lets to roll off the substrate, while they capture and remove particles
from the surface in the process.4,17 In addition to the mentioned active
cleaning mechanisms, there is a need for devising passive mechanisms
that use droplets to remove the contaminants and require no presence
of an external field.

A recently suggested and very popular passive mechanism for
the removal of contaminants is a somewhat counter-intuitive phenom-
enon of droplet coalescence and jumping on superhydrophobic
surfaces.18,19 Wisdom et al.20 were one of the first to explore the self-
cleaning benefits of the phenomenon, but effort was foremost focused
on the physics behind the eventual jumping.19,21–23 The interest associ-
ated with this mechanism was mainly attributed to the absence of
external contribution instigating the jumping,21 and the phenomenon
was studied extensively, both experimentally and numerically, to
uncover the factors that affect its efficiency,24,25 influence of the initial
velocity,26,27 or the existence of grooves,28 which all can significantly
increase the jumping velocity. The surface energy released during coa-
lescence is translated into the kinetic energy that propels the merged
droplet. The total energy gained by the droplets can vary, and it is
influenced by surface modifications that promote a Cassie–Baxter wet-
ting stage.29–31 In our previous study,32 we emphasized the strong con-
nection between the values for advancing and receding contact angles
and the energy losses. We also studied and quantified how hysteresis
and the appearance of a dynamic contact angle variation increase dissi-
pation. We have shown that the accurate capturing of the merged
droplet contact line movement and the droplets’ oscillations leads to a
more accurate prediction of the energy losses at the contact line. We
note that most of these studies have only focused on the coalescence
and jumping of droplets, without considering the presence and influ-
ence of contaminants on the jumping process. The only work that we
are aware of that studied numerically the removal of a spherical parti-
cle by binary droplet coalescence and jumping33 used the lattice-
Boltzmann method to model the fluids and a separate model for the
capillary forces.34 In that study, the particle was already encapsulated
in the droplet, a condition that is not very physically relevant.

In a recent work, Yan et al.35 reported a different passive mecha-
nism for self-cleaning, based on coalescence (and subsequent jumping)
of a single droplet and a particle. The authors studied the phenomenon
experimentally and performed momentum and wetting analyses to

identify the effects of particle/droplet properties and wettabilities. The
process starts with the liquid bridge forming during the initial droplet
spreading on the particle (referred to as the spreading liquid front) and
interacting with the superhydrophobic surface and eventually pushing
the particle–droplet system upward with a specific jumping velocity.
The key factor behind this mechanism is the wettability of the particle
(especially for hydrophilic particles), which reduces the overall surface
energy of the system during the droplet spreading phase. A part of this
energy is converted into the kinetic energy of the particle–droplet sys-
tem. In some cases, the aggregate attains a jumping velocity similar to
that of jumping droplets. Moreover, the particle–droplet system shows
rotation due to the size and weight mismatch of the particle and the
droplet, while an oblique upward direction may appear when the
merged system is lifted from the solid surface.

This mentioned work35 indeed provided significant information
related to this novel passive self-cleaning mechanism, but certain
details can be uncovered solely by numerical simulations that fully
resolve the contact-line physics and capillary wave dynamics taking
place during droplet–particle coalescence and jumping. A fundamental
challenge, but also one of the major contributions of such numerical
studies, is to establish the connection between adhesion of the particle
to the droplet and inertia of the liquid bridge at the early spreading
stage. In the mentioned numerical study,33 the system was initiated
with the particle partially wetted in equilibrium or fully encapsulated
in a droplet. This leads us to conclude that there is great relevance in
investigating the wetting of a particle surface from a fully dry state, and
in that way identifying the driving factors for spreading dynamics, esti-
mating the energy losses during spreading of the droplet on the parti-
cle, and studying the interaction of the oscillating droplet with the
substrate. The present study provides qualitative and quantitative
information about these characteristics and their influence on the
jumping process by fully resolving the relevant physics and investigat-
ing different particle, droplet, or wetting properties. By creating a rele-
vant parameter space (mirrored by the cases we will run), we will
identify and quantify the influence of these parameters to the overall
efficiency of the proposed mechanism.

The novelty and complexity of the task are highlighted by the
absence of similar numerical studies. Numerous challenges exist in
studying numerically the dynamics of complex interfaces, movement
of a three-phase contact line, and wetting of a (highly) curved bound-
ary such as that of the particle surface. The most important ones com-
prise the lack of knowledge related to the adhesion physics,
particularly in the dynamic spreading during the liquid bridge forma-
tion and the limited (and insufficiently validated) models formulated
to describe capillarity adhesion in Eulerian frameworks. The capillary
forces on the particle from the droplet result from a line tension force
acting at the three-phase contact line. The total of these forces com-
bines the effects of the van der Waals bonds, electrostatic forces, and
capillarity. The direction and magnitude of the resulting force are
described and modeled for static applications such as colloids in
rest,36,37 captured contaminants,38 or elastic solids.39 However, we
expect that the contact-line dynamics has a strong effect on the adhe-
sive capillary force acting on the particle. So, any numerical framework
that aspires to study this self-cleaning mechanism needs to successfully
deal with three fundamental factors: (i) the contact line movement on
the superhydrophobic surface, (ii) the spreading of the droplet on the
curved particle surface, and (iii) the very small temporal and spatial
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scales determined by the fluid properties and droplet and/or particle
sizes. In addition, it is not to be forgotten that the movement of the
particle in space, as a result of the acting forces, creates an additional
complexity since the numerical framework needs to account for the
volume of the solid, which will be populated by the fluid and vice versa.
To achieve these goals, we combine in this work an immersed bound-
ary method (IBM)40 with a sharp interface representation in an
Eulerian framework.

Hence, this study addresses the aforementioned challenges and
introduces a comprehensive and robust numerical method able to
describe all stages of the particle–droplet coalescence and jumping pro-
cess. The method comprises a combined volume of fluid (VOF)–IBM
approach that is for the first time, to the best of the authors’ knowl-
edge, used for this type of problems. We also note that other studies
used VOF-IBM solvers previously, for example, for a water flooding
process,41 droplets and wetting cylinders,42,43 droplet–particle interac-
tions,44 and wetting of non-spherical particles.45 Specifically, we are
particularly interested in accurately capturing the initial spreading
phase for which only limited information can be extracted through
experimental studies. We will improve the understanding of that phase
of the process by looking in great detail at the liquid spreading on a
curved surface, the partial contact of the droplet with the substrate,
and the eventual launch of the particle–droplet system into the air.
Furthermore, a comprehensive study will be conducted regarding the
variations in the kinetic and surface energies of the system, along with
an analysis of the total energy budgets for systematically varied droplet,
particle, and surface properties. Our results will highlight, among other
things, the key mechanisms of total viscous dissipation before and after
particle–droplet departure.

The paper is organized as follows: in Sec. II, we describe in detail
our numerical framework and how we configure our simulations and
calculate fundamental geometrical and dynamical properties of the
system (Sec. III). A thorough validation process is presented in Sec. IV.
In Sec. V, we present and discuss our results and go through individual
effects of the chosen geometrical and wetting properties of the system.
Finally, in Sec. VI, we summarize our findings and implications of our
study and present suggestions for possible directions of future work.

II. METHODS

We carried out the simulations using an in-house Multiphysics
flow solver called IPS IBOFlowVR . To handle two-phase flow and mov-
ing objects, the solver combines the volume-of-fluid (VOF) method
with the mirroring immersed boundary method.46 The two-phase flow
is governed by a single–fluid equation, solved for the velocity v and
pressure p,

r � v ¼ 0 ;

@ qvð Þ
@t

þ v � r qvð Þ ¼ �rpþr � lrvð Þ þ q g þ fSF:
(1)

The density q and dynamic viscosity l depend on the interface loca-
tion, g stands for the gravitational acceleration, and fSF is the normal
surface tension force per unit volume acting at the interface. The cou-
pling of pressure and velocity is performed with the segregated
SIMPLEC method,47 while discretization is performed on an adaptive
octree, co-located grid.

The movement of the interface between the liquid and gas phases
is captured using the VOF method. It is a sharp-interface method,
which solves a transport equation for the volume fraction field,

@a
@t

þ v � ra ¼ 0; (2)

where a is the volume fraction. The transport equation is discretized
using the CICSAM48 convective scheme, which is a higher-order
scheme that is fully conservative and bounded, achieving an improved
sharp-interface movement.

Next, the fluid properties are obtained by volume averaging using
the updated interface location,

q ¼ a q1 þ ð1� aÞ q2; (3)

l ¼ a l1 þ ð1� aÞ l2; (4)

where the sub-indices represent the two different phases. The surface
tension body force fSF is given by the continuum surface force (CSF)49

model,

fSF ¼ rjn; (5)

where r is the surface tension between liquid and gas, j is the interface
curvature, and n is the interface normal vector. In this method, the lat-
ter is provided by the gradient of the volume fraction ra, which
reaches asymptotically maximum at the actual location of the
interface.

To obtain the curvature j of the interface, we compute the diver-
gence of the unit vector normal to the interface n̂. For its estimation,
an improvement in the volume fraction gradient is attained with artifi-
cially diffusing the interface by performing a series of Laplacian filter-
ings50 in the volume fraction field, which is a technique that ensures
accuracy even for highly distorted interfaces. Tests suggested that a
repetition of ten times of the filtering process was required for treating
wetting phenomena with the presence of strong capillary forces.51 The
equations for n̂ and j read

n̂ ¼ ~n
knk ¼ r~a

krak ; (6)

j ¼ �r � n̂: (7)

To counter issues stemming from the nature of co-located grids,
we use the balanced-force method52,53 in the momentum equation
[Eq. (1)]. This method provides improved values for the velocities at
the faces by accounting contributions from the forces and the pressure
gradient. Crucially, it also includes the surface tension body force for
the cells near the interface and helps to balance the variations in the
velocity field due to the phase change. Moreover, it contains a time
derivative in the velocity interpolation. This stable method for the face
velocities reduces spurious currents and avoids oscillations caused by
pressure instabilities. The correct implementation of this method has
been considered key in achieving perfect advection of the sharp inter-
face on top of curved surfaces. Our framework is able to capture the
interface even for the smallest length scales that appeared in our study.

To account for the wetting of a particle, the contact angle is
imposed at the particle surface in the same manner as we did for drop-
lets in our previous works.51,54 In summary, a Neumann boundary
condition is implemented for the volume fraction in the vicinity of the
immersed boundary. A correction for ghost cells near the contact line
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is used where the volume fraction is extrapolated to the ghost cell from
the main field, in the tangential direction of the interface. We consider
important to separate advancing and receding behaviors. We have
tested here using both a constant contact angle for each wetting
motion, and to let the framework compute the angles from a dynamic
contact angle model, dependent on the contact line velocity.55–57 A
contact angle is always imposed with reference to the normal vector at
the surface of the solid body. Additionally, the Navier-slip boundary
condition is used for the superhydrophobic substrate, to account for
roughness effects and to deal with the stress singularity problem.54

The mirroring IBM sets the presence of solid objects in an
Eulerian field by calculating the location of its triangulated boundary
surfaces and implementing implicitly the corresponding boundary
conditions in the cells that are populated by solid near the solid sur-
face. The normal vector of the boundary surfaces n̂dS is used to set the
corresponding normal and tangential velocities, as well as the pressure
boundaries, which are obtained with interpolation of the pressure
from the fluid cells to the boundary location. In addition, the fluid
shear rate is obtained at the center of the triangle of the boundary, tan-
gential to the boundary, using the values at the mirrored ghost cells.
This approach does not require further changes to the gradient com-
putation, as the gradients dictate the velocities at the center of the mir-
rored cells.40,46 The total hydrodynamic force acting on the particle is
computed by

FIB ¼
ð
Atr

tdS � n̂ dS dS; (8)

where the fluid stress tensor is given by

tdS ¼ �p I þ l rvþ rvð ÞT
� �

: (9)

The total torque is calculated by

TIB ¼
ð
Atr

r � ðtdS � n̂dSÞ dS: (10)

In the case of partial wetting, the adhesive force exerted on the
particle by the droplet arises from the line force acting at the triple-
phase contact line.38,58 The exact equation for the adhesive capillary
force Fcap at contact line Cl , when the interface is at rest, is obtained by

Fcap ¼
ð
Cl

r t̂ int dl; (11)

where t̂ int is the unit vector tangential to the interface, originating
from the contact line. Here, t̂ int can be computed from the normal n̂
of the interface at the contact line and the normal vector of the object
surface n̂dS with vector analysis,

t̂ int ¼ n̂dS � ðn̂ � n̂dSÞn̂
jjn̂dS � ðn̂ � n̂dSÞn̂jj : (12)

Washino et al.59 introduced the continuum capillary force
method (CCF) to directly estimate the force exerted on a solid surface
due to the presence of an interface of the fluid that spreads on that sur-
face. It follows an approach similar to the CSF model in VOF,49 which
involves integrating the volume fraction gradient across a cell to locate
the interface location and direction. With this technique to account for
the existence of two interfaces, the method is able to estimate the

location of the contact line from their intersection. In CCF, a field v
denoting the solid volume fraction is generated, imposing a smooth
transition between phases, in order to compute the Eulerian gradient
of the solid volume fraction. The contact line is then obtained from
the volume integral of two Dirac functions,59,60 corresponding to the
liquid–gas interface location with tangential direction to the solid and
the solid–fluid boundary normal. Both are integrated over the volume
of a cell to compute the line force in that cell.

The developed model, which estimates a body force for a cell that
contains the contact line, reads

fCCF ¼ rtintðra � tCl Þðrv � ndSÞ: (13)

The tangential unit vector to the wall pointing away from the interface
is computed from the unit normals as follows:

t̂Cl ¼
n̂ � ðn̂dS � n̂Þn̂dS

jjn̂ � ðn̂dS � n̂Þn̂dSjj : (14)

The total capillary force FCCF and torque TCCF can then be com-
puted in the fluid (Eulerian) domain as

FCCF ¼
X
Vi

fCCF DVi; (15)

TCCF ¼
X
Vi

ðrVi � fCCFÞDVi; (16)

where rVi is the distance to the center of the triangular solid surface
crossing cell i to the center of rotation of the particle. The force and
torque are subsequently passed to the particle motion solver.

In the ideal case of a spherically shaped particle and a stationary
spherical droplet, the analytical capillary force from Eq. (11) is given
by the total of the line force integration at the contact line dl as

Fcap;ideal ¼ 2prRp sin a cosw; (17)

where Rp is the particle radius, a is the spreading angle from the particle
center (see Fig. 1), and w is the angle that the interface creates at the

FIG. 1. Geometrical representation of the analytical capillary force in the case of a
spherical particle (red circle) and a stationary spherical droplet (blue circle).
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contact line with the axis from the centerline of the particle and the
droplet. From trigonometry, it is understood that w ¼ heq;p þ a� p=2,
with heq;p denoting the equilibrium contact angle, given as the average
of the advancing and receding contact angles of the particle.

We also needed to develop a method to estimate a possible
instantaneous force using the analytical expression and considering
the contact line to be fully circular, with a constant contact angle of
heq;p. To compute the magnitude and direction of this analytical force,
the mass center of the droplet is initially computed by our numerical
framework by volume averaging. The unit vector d̂ between the two
centers is selected to represent the direction of the force. The magni-
tude is obtained by computing the spreading angle a, and subsequently
the angle w. To estimate the spreading angle, the contact line position
is located in a plane created by d̂ and the z direction unit vector êz .
This was performed by evaluating in the investigated plane the liquid
volume fraction a in a certain radius Rp from the particle center.

It is important to note that we have observed potential problems
when using the CCF model. In particular, when the contact line is
experiencing highly dynamic or volatile behavior, and with abrupt
retractions and advancements of the contact line on the particle sur-
face, the force FCCF [Eq. (15)] was unable to capture the anticipated
increased attractive forces. To assess the impact of that observation, we
have chosen to compare the CCF model (FCCF) with the analytical
expression given in Eq. (17).

By looking at the directions of the two forces, a rather similar
behavior was observed, with the CCF force expectedly showcasing a
more volatile change, while the analytical formulation capturing the
trend well. On the other hand, the magnitudes of the forces showed
opposite behaviors with the analytical force attaining local maxima in
the same instants that the force from the CCF model showcased local
minima. The forces were normalized by the analytical capillary force
for an ideal contact area between droplet and particle S�pl and subse-
quently also compared with the magnitude of the total hydrodynamic
forces acting on the particle [as computed with IBM from Eq. (8)].
The physical explanation for the different trends in the magnitude is at
the moment unclear, and a parallel study is undergoing to understand
this behavior. Nonetheless, it became apparent to us that the total inte-
grated Laplace pressure force coincided with the weighted average of
these two forces, performing exceptionally during all stages of the par-
ticle–droplet coalescence and jumping processes. This, and a successful
validation against experimental results (shown below), made us com-
fortable to proceed with our investigation.

For the particle motion, the equations of translation and rotation
read

mP
dvP

dt
¼
X
i

Fi ¼ FIB þ FCCF þ F gravity; (18)

I
dxP

dt
¼
X
i

Ti � xP � ðI � xPÞ: (19)

The computations are provided by a rigid-body dynamics solver with
an improved Euler time-stepping scheme. The two equations are
solved to obtain the velocity and angular velocity of the particle at the
next time step, thereby updating its location in space.

For the immersed boundary, we apply the mirrored immersed
boundary method40,46 to set the boundary condition for the velocity at
the surface. This method estimates the velocity vghost for the cells that

are occupied by the solid volume of the object, extrapolating the veloc-
ity from a cell in the fluid bulk phase vext , along the normal direction
of the boundary surface ndS. The slip velocity vslip on the boundary is
additionally imposed along the tangential direction of the flow t̂C . The
equation reads

vext þ vghost

2
¼ vIB þ vslip t̂C; (20)

where t̂C is given by

t̂C ¼ vext � ðn̂C � vextÞn̂C

jjvext � ðn̂C � vextÞn̂Cjj :

For the particle–fluid coupling that requires exchanging of infor-
mation for the stresses to the rigid-body solver and the updated
location and velocity of the particle to the fluid solver, the Newmark
time-stepping method61 is selected.

III. CONFIGURATION OF THE SIMULATION CASES

We describe here how we formulate our simulation cases and
obtain fundamental geometrical and dynamical properties of the drop-
let–particle system. In essence, the numerical setup is based on the
experiments performed by Yan et al.35 In that study, a spherical parti-
cle was positioned on top of a superhydrophobic surface with a drop-
let, in contact with the substrate, exhibiting spontaneous spreading
over the particle. While that study explored particle–droplet coales-
cence and jumping using three types of particles of various densities
and sizes, our investigation focuses on a single particle type that, in our
belief, shows the most interesting features of this complex multiphase
process. Therefore, we have chosen here to work with the stainless steel
particle, which has the highest density of the three particle types in the
experiments and is of sufficient size, which facilitates obtaining fine
details from the available experimental images.

In all the simulations, the particle has a radius of Rp ¼ 80 lm
and is meshed by a volume tetrahedron mesh. In the immersed bound-
ary method (IBM), the surface triangulation is extracted and connected
to the Eulerian mesh. The IBM can handle arbitrary shaped objects.
We vary the droplet size and define the size ratio kR as the radius of
the particle to the radius of the droplet (kR ¼ Rp=Rd). The domain
size and the minimum cell size are selected based on the droplet size,
since the curvature of the droplet dictates the capillary-inertial scales of
the problem. The size of the computational domain should be large
enough to avoid any boundary effects on the droplet–particle system.
To be specific, the domain dimensions are set to 10Rd � 8Rd � 6Rd ,
with the smallest grid size Dx in the vicinity of the interface ranging
from 20 to 40 cells per Rd . Additionally, the time step has been
adjusted to maintain a constant Courant number CFL ¼ jjvjjDt=Dx
for each simulation. The velocity v in the system is scaled by the
capillary-inertial scaling UCI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rRd=ql

p
. The simulation time t is

normalized for the different setups to s by the capillary-inertial time-

scale (s ¼ t=sCI), where sCI is defined as sCI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ql=ðrR3

dÞ
q

.

To increase computational efficiency, adaptive mesh refinement
(AMR) has been employed to maintain the desired refinement near
the interface and at the location of the contact line. This allows using
coarser resolutions in the regions distant from these critical areas.

The physical properties were defined for a temperature state of
20 �C with the density of air being qg ¼ 1:204 kg/m3 and that of the

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 082117 (2024); doi: 10.1063/5.0222367 36, 082117-5

VC Author(s) 2024

 15 M
ay 2025 06:35:07

pubs.aip.org/aip/phf


liquid ql ¼ 998:21 kg/m3. The dynamic viscosity of the liquid is set to
ll ¼ 100:16� 10�5 Pa s and for the air to lg ¼ 1:813� 10�5 Pa s.
Finally, the surface tension between air and water has been specified as
r ¼ 7:286� 10�2 N/m.

The wetting properties of the substrate are first taken in accor-
dance with the experiment. The advancing angle in a static test was
recorded as hadv;w ¼ 170:3� and the receding one as hrec;w ¼ 167:7�.
Under these conditions, our framework imposes these angles by first
establishing from the contact line velocity whether we deal with an
advancing or a receding motion. The particle, on the other hand, had a
wider range in the measured static contact angles, with the values being
between 35� and 76�. Therefore, we have chosen to start with a conser-
vative approach and decided to have an equilibrium contact angle of
heq;p ¼ 55� and a static hysteresis of Dhp ¼ 5�. The advancing and
receding angles provided to the system are, thus, hadv;p ¼ 57:5� and
hrec;p ¼ 52:5�. In Table I, we summarize the changes that will be intro-
duced as additional simulation cases and as compared to the discussed
main configuration (case 1). We vary the droplet size, the wall and par-
ticle contact angles, the particle density and, finally, the droplet viscos-
ity. The goal with having those nine additional cases has been to
identify and quantify the relative influence of geometrical and wetting
droplet, particle, and surface properties on the efficiency of the coales-
cence and jumping process. We particularly focus on the balances of
different components of energy (both the energy beneficial for jump-
ing and that representing losses). Such parameter-related information
will be of great relevance when self-cleaning surfaces are to be
developed.

To perform a theoretical analysis of the system, we need to define
the final contact area between the droplet and the particle, the initial
and final interface area between air and droplet, and the initial contact
area of the droplet to the substrate. In our problem, the spreading
dynamics of the droplet on the particle is governed by the capillary-
inertial scales. The ideal spreading area and arch length depend on the
radii of the particle and the droplet, as well as on the equilibrium con-
tact angle between the droplet and the particle. The equations to com-
pute the final spreading radius of the droplet Rd;spr read as follows:

dAB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
p þ R2

d;spr � 2RpRd;spr cos heq;p
q

; (21)

cos a ¼ R2
p þ d2AB � R2

d;spr

2RpdAB
; (22)

cos b ¼ sin a sin heq;p � cos a cos heq;p; (23)

Vdrop;@wall ¼ 4
3
pR3

d �
1
3
pR3

d 2þ cos heq;w
� � � 1� cos heq;w

� �2
; (24)

Vpart;wet ¼ 1
3
pR3

p 2þ cos að Þ 1� cos að Þ2; (25)

Vdrop;@part ¼ 1
3
pR3

d;spr 2þ cosbð Þ 1� cos bð Þ2; (26)

Videal;@part ¼ Vdrop;@wall þ Vdrop;@part þ Vpart;wet; (27)

Rd;spr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Videal;@part=

4
3
p

� �
3

s
: (28)

The equations presented need to be solved iteratively to deter-
mine the apparent radius of the droplet Rd;spr . In this system of equa-
tions, the spreading angles from the center of the particle (a), from the
center of the droplet (b), the distance dAB between the spherical centers
of the particle and the droplet, and Rd;spr represent the unknown varia-
bles. For a clearer insight, the reader can visualize the geometric prop-
erties of the problem from Fig. 1. Subsequently, the ideal spreading
contact area of the system S�pl is obtained by the following expression,
provided the ideal spreading angle a� was obtained,

S�pl ¼ 2pR2
pð1� cos a�Þ: (29)

To estimate the spreading factor b for the cases of liquid spread-
ing on a substrate, most studies use the normalized diameter for the
spreading area at the impact duration. We extracted the arch length of
the spreading on top of the particle lcon to compare with these stud-
ies.62 The arch length lcon is then given from the spreading angle by
lcon ¼ 2aRp. The spreading length is normalized by the ideal spreading
arch length l�con ¼ 2a�Rp. To compute the instantaneous a, the follow-
ing expression is required:

TABLE I. List of configurations (cases) for performing numerical simulations of the particle–droplet coalescence and jumping. Note that only the settings changed in relation to
the benchmark case (case 1) are presented.

Case
No. (-)

Droplet
radius Rd (lm)

Substrate
hadv (�)

Substrate
hrec (�)

Particle
hadv (�)

Particle
hrec (�)

Particle density
qp (kg/m

3)
Liquid dyn.

viscosity ll (cP)

1 120 170.3 167.7 57.5 52.5 7800 0.100 16
2 240 � � � � � � � � � � � � � � � � � �
3 85 � � � � � � � � � � � � � � � � � �
4 � � � 164 158 � � � � � � � � � � � �
5 � � � � � � � � � 47.5 42.5 � � � � � �
6 � � � � � � � � � 72.5 67.5 � � � � � �
7 � � � � � � � � � 62.5 47.5 � � � � � �
8 � � � � � � � � � 57.5a 52.5a � � � � � �
9 � � � � � � � � � � � � � � � 2530 � � �
10 � � � � � � � � � � � � � � � � � � 0.010 016

aUsing Kistler dynamic contact-angle model.55
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a ¼ cos�1 1� Spl
2pR2

p

 !
: (30)

According to the literature, the spreading factor b remains con-
stant in a logarithmic scale during the initial spreading phase, which
suggests that the spreading dynamics is governed by the velocity of the
contact line UCI.

63–65 To obtain the spreading factor, a fitting of the
arch length is performed in line with the following functional depen-
dence on time lcon;norm � csb. Studies in this field62,64 suggest that the
spreading factor may vary from 0.25 to 0.66, with Yan et al.35 estimat-
ing it being between 0.40 and 0.70 in the particle–droplet coalescence
and jumping case.

Finally, to obtain the energy budget in different simulation cases,
the total released surface energy of the system is required. Following
the energy analysis in the supplementary material of Yan et al.35 and
using (i), the Young’s equation rsg � rsl ¼ r cos heq that connects the
specific surface tensions between solid and gas, rsg , and solid and liq-
uid, rsl , with the gas–liquid surface tension and the equilibrium con-
tact angle, and (ii) a balance of the contact areas with the solid, such as
Ssg ¼ Ssolid � Ssl between the solid–gas area Ssg , the total solid area
Ssolid and the solid–gas area Ssg , we obtain an equation to compute the
total released surface energy at any given state in the simulation,

DErel;surf ¼ r S0gl � Sfgl

� �
þ r cos heq;p Sf �pl � S0pl

� �
� rcosheq;wS0wl;

(31)

where gl refers to the air–droplet interface, pl is the particle–droplet
contact interface, and wl is the substrate–droplet interface. The surface
energy in the system increases when Swl increases and while the drop-
let spreads on the superhydrophobic substrate, but after detaching it
stops contributing to the energy budget. The indices 0 and f denote the
initial and final states, respectively.

IV. TIME- AND GRID-CONVERGENCE STUDY AND
VALIDATION OF THE SIMULATION FRAMEWORK

The next step in our study is to provide evidence of the temporal
and spatial convergence of our numerical framework, and we will start
with the former. Within the context of the droplet–particle interaction,
a numerical simulation is required to capture the transient spreading
of the droplet on the particle. To this end, we selected three time step
sizes and compared the resulting spreading dynamics. Throughout
each of the simulations, the selected time step remained constant. We
choose the initial time step on the basis that the Courant number
(CFL) did not exceed 1, peaking slightly above 0.9. The time step was
subsequently reduced twice, resulting in the simulations where the
CFL remained below 0.5 and 0.25, respectively.

In Fig. 2, we measure the spreading of the droplet on the particle
by calculating the arch length lcon and comparing it to the ideal spread-
ing length l�con. The study compares the spreading behavior in a loga-
rithmic scale as a function of normalized time s. In agreement with
prior studies on solid surfaces,62,63,66 the spreading follows an expo-
nential growth rate and is governed by inertia. We computed the
spreading factor to be 0.366, with all the cases obtaining almost the
identical behavior of the spreading length over time. It is in good
agreement with the previous experimental results in Yan et al.,35

regarding both the spreading time and the spreading factor. The jump-
ing took place at the normalized time of s ¼ 3:25 for all the cases, and

it is indicated by an asterisk in the graph. The case with the largest
time step with a maximum CFL of a bit more than 0.9 required a
higher number of inner SIMPLEC iterations to converge to the resid-
ual criterion. For all the cases in this work that will serve for a paramet-
ric analysis, we have chosen the median of the three time-steps. The
decision is based on our desire to maintain CFL values below 0.5 for
the entirety of the simulation, which ensured a continuous behavior of
the convective model (CICSAM), enhanced interface sharpness, and
reduced the number of inner iterations for convergence.

A grid resolution investigation was also conducted to determine
the minimum acceptable cell size Dx, which allows physics-based
interface movement and contact line spreading within the particle–
droplet–substrate system. We examined three configurations for the
cell length at the interface, corresponding to the grid sizes 20, 30, and
40 times smaller than the droplet diameter. The droplet and particle
sizes align here with the video images of all stages of the process, pro-
vided by Yan et al.,35 featuring a particle size of Rp ¼ 80lm, the drop-
let size of Rd ¼ 120 lm, and having the particle–droplet size ratio of
kR ¼ 0:67. We have deliberately chosen this setup (with the particle
having a relatively high curvature) in order to observe the scales domi-
nated by the droplet pressure jump and the capillary-inertial regime.
To this end, the curvature resolution for the particle corresponds to
13.3, 20, and 26.7 cells per particle radius.

To compare the three grid configurations, we examined the cal-
culated different energy components and the obtained trajectories of
centers of both particle and the droplet throughout the process. In
Fig. 3, we show the energy in the z direction, as well as the translational
and oscillatory energies for the three different grid sizes, having 20, 30,
and 40 cells =Rd . The moment of jumping of the particle–droplet sys-
tem for each of the grid sizes is indicated with an asterisk. In addition,
we tracked the centers of mass of both the particle and the droplet and
plotted their locations in the x–z mid-plane of the system (shown in
Fig. 4). We note that the center of the droplet was determined from
the volume-averaged center of the liquid volume. The results demon-
strate that jumping occurs in all three cases and showcase the

FIG. 2. Time-step independence study comparing the normalized arch lengths of
spreading over time. Three different time-steps are evaluated, and we see that the
spreading has a constant exponential rate with the spreading factor of b ¼ 0:37.
The asterisk represents the moment of jumping of the droplet–particle system.
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converging upward motion for the 30 and 40 cell cases, in contrast to
the 20 cells =Rd case.

Figure 5 compares the forces acting on the particle. The hydrody-
namic forces acting on the surface of the particle (mainly attributed to
the higher inner pressure of the droplet on the wetted area, Spl) are
compared to the total contact line forces resulting from capillarity. For
the three different grid resolutions, a very consistent trend is observed,
even though the particle response to these forces exhibits a less con-
verged trajectory. We note that the slight force mismatches between
the cases with 30 and 40 cells per radius in Fig. 5 (blue and black line,
respectively) will yield a minor inaccuracy for the particle location as
the force integrates in time. Therefore, we have chosen the following
cornerstones of the grid study, as seen in Fig. 3: the jumping time, the
jumping velocity, and the upward energy (which divided by the avail-
able energy gives the total efficiency of the process), but also the behav-
ior of the system that is clearly observed in the oscillational part of the
kinetic energy. Of course, the displacement, which is a double temporal
integration of the acceleration due to the forces acting on the particle,
will highlight any small mismatches. We, however, argue that with
obtaining so similar velocities for both x and z directions the grid

validation satisfies the requirements to be able to carry out an extensive
investigation of the particle jumping properties. As a result of this anal-
ysis, a configuration with 30 cells =Rd is selected for moving forward
in our parametric investigation as presented in Sec. V.

Finally, Fig. 6 shows a detailed qualitative comparison between
our simulations and a sequence of video snapshots from the

FIG. 3. Different components of energy (in z direction, translational, and oscillatory)
for three different grid sizes and with increasingly finer resolutions (from 20 to 40
cells =Rd ). The asterisk symbol indicates the moment of particle–droplet jumping in
the respective cases.

FIG. 4. Trajectories of the centers of the particle (left) and the droplet (right) for
three different grid sizes and with increasingly finer resolutions (from 20 to 40 cells
per Rd ).

FIG. 5. Computed hydrodynamic forces due to pressure and capillary adhesive
forces from our framework (magnitude) for three different grid resolutions. The
forces are normalized by the ideal capillary force at rest.
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experiments by Yan et al.35 of all stages of the coalescence and jumping
process. Overall, we argue that the simulation accurately captures the
spreading phase, the propagation of the capillary wave toward the par-
ticle, and the entire process of the apparent attraction between the par-
ticle and the droplet. We further observe that the oscillations of the
droplet, resulting from the movement of the capillary wave, are accu-
rately reproduced. As a result, the developed liquid bridge hits the sur-
face causing a reaction force that is a main mechanism behind the
jumping of both the particle and droplet. We acknowledge that the
simulated departure shape from the substrate exhibits minimal differ-
ences when compared to the experimental images, with the oscillations
of the droplet still fully agreeing throughout the process in both types
of studies. It is crucial to observe that the moment of departure takes
place at the expected instant and that the normalized jumping velocity
was v�jump ¼ 0:10, while Yan et al.35 estimated it 0.075. After detach-
ment, the droplet rotates with regard to the particle position (otherwise
explained as sliding on the solid surface), with a similar rotational
speed as in the experimental images. Finally, a pronounced

disagreement between the two cases is observed during the later stages
of the jumping process. We hypothesize that the simulation may incor-
porate a time-integrated error in the capillary forces, elevating the
particle–droplet aggregate with a seemingly higher velocity. In sum-
mary, the presented validation makes us comfortable to continue
using the developed numerical framework for an analysis of the rela-
tive importance of the individual particle and droplet properties on the
entire process.

V. RESULTS AND DISCUSSION

We will present and analyze here the results of our simulations
by looking at the influence of a chosen system parameter on the out-
come of the process. We start by looking at the overall energy budget
in the system and continue our analysis with investigating the influ-
ence of the chosen particle, droplet, and substrate properties on the
identified energy components. These properties can be divided into
two groups, and this is how our analysis will be presented: (i) wetting
properties of the substrate and the particle and (ii) the droplet and

FIG. 6. Comparison between experimentally obtained video images by Yan et al.35 (left columns) and our numerical simulation (right columns) for all stages of the droplet–parti-
cle coalescence and jumping process. Instants are presented increasing top to bottom, column-wise. The particle radius is Rp ¼ 80 lm (left sphere), and the water droplet
radius is Rd ¼ 120 (right sphere). The numerical instants match the corresponding experimental ones. We depict the adaptive mesh refinement (AMR). We note a great resem-
blance of variation of droplet shapes and particle–droplet positions at all instants between the simulations and experiments. The top left image denotes the gravitational vector
with a black arrow. Reprinted/adapted with permission from Yan et al., ACS Nano 16, 12910–12921 (2022). Copyright 2022 American Chemical Society.
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particle physical properties. The former group comprises the degree of
hydrophobicity of the substrate, contact angles at the particle surface
(including the influence of hysteresis) and, finally, the effect of imple-
menting a dynamic contact angle model at both the substrate and the
particle surface. In the latter group, we look at the influence of chang-
ing the droplet size, the particle density (having a significantly lighter
particle), and the fluid viscosity.

A. Analysis of the energy budget in the system

Detailed information related to energy budget is essential when
assessing the overall efficiency of the particle–droplet coalescence and
jumping process. Such information is readily available from our
numerical simulations. The available energy of the system stems from
the excess surface energy before the droplet initiates spreading on the
particle. The surface energy in the particle–droplet contact area mini-
mizes the total energy of the system since our particle is hydrophilic.
On the contrary, the surface energy for the area of the droplet in con-
tact with the superhydrophobic substrate increases the total surface
energy. When the droplet detaches, the total surface energy of the sys-
tem is dependent on the particle–droplet area and the droplet–gas
interface area. In Fig. 7, the available interface energy is presented for
case 1 for all the interfaces in the system. The energy starts from the
ideal interface energy measured for starting at rest up to the point
when the system jumped and reached an ideal contact area between
the particle and the droplet, as computed for the equilibrium contact
angle. Moreover, the total kinetic energy of the system (computed
from the velocity at each cell of the droplet and the kinetic energy of
the particle) is presented. The mentioned plots in the figure are accom-
panied by those of the total translational kinetic energy computed

from the separate translational kinetic energies of the two bodies, the
kinetic energy of the two-body system in the vertical z direction, and
the rotational kinetic energy of the system. We observe that the peak
kinetic energy of the system reaches roughly 38% of the available
energy, while the final gained momentum in the z direction corre-
sponds to approximately 4% of the initial energy. Additionally, the
rotation of the system gains energy in the period before detachment,
and then, it decreases gradually. When the total kinetic energy of the
system is subtracted from the total available energy in the system, we
are able to estimate the fraction of the initial energy that is lost either
by forms dissipation or by excess contact with the substrate. The latter
can indeed be recovered by the system in the form of the kinetic
energy, and therefore, the designation of this energy as lost is not nec-
essarily appropriate. Still, we prefer using this term as compared to
calling it the dissipated energy. We distinctly observe that the detach-
ment of the droplet from the substrate causes a sudden decrease in the
rate of energy being dissipated. After detachment, the energy is lost
mostly due to viscosity in the liquid phase or due to contact line move-
ment on the particle surface. Table II gives a summary of the results
from the performed simulation cases (following the configurations of
Table I), giving the jumping velocity, the total dissipated energy, and
the efficiency of the process. An in-depth analysis of these results is
included in Secs. VB and VC.

B. Influence of particle and substrate wetting
properties

We analyze in this section the effects of different both particle
and substrate wetting properties on the overall efficiency of the coales-
cence and jumping process. In all the cases, we will look at the behavior
of different energy components, resulting from variations of the degree
of substrate hydrophobicity and the value of the particle surface con-
tact angle hysteresis.

1. Influence of the degree of substrate hydrophobicity

We look here at the effect of the degree of the substrate hydro-
phobicity on the particle–droplet coalescence and jumping.
Superhydrophobic surfaces with high water repellency typically exhibit

FIG. 7. Energy budget obtained by the simulations for the particle–droplet jumping
process, case 1. The decrease in the surface energy normalized by the total avail-
able energy in the system is presented in blue. In addition, the total kinetic energy
of the system, as well the translational parts for the particles involved, the final
translational kinetic energy of the system perpendicular to the substrate (z direc-
tion), and the rotational kinetic energy of the system are shown. Finally, we plot the
losses in the system as measured by subtracting the available surface energy and
the kinetic energies from the total available energy of the system. The vertical dot-
ted gray line denotes the point of droplet–particle departure from the superhydro-
phobic surface.

TABLE II. Quantified information regarding the jumping velocity, the efficiency of the
vertical kinetic energy in relation to the available energy, and the total dissipated
energy, as averaged during the last stage of the simulation.

Case No.
Dissipated
energy (%)

Jumping velocity
norm (-)

Efficiency
(%)

1 74.81 0.1079 3.85
2 68.76 0.0780 1.65
3 85.48 0.0514 1.48
4 79.04 0.0799 3.00
5 68.46 0.1523 5.95
6 77.15 0.0966 0.97
7 75.44 0.0442 2.15
8 77.93 0.0674 1.55
9 72.28 0.2260 8.29
10 57.43 0.1040 3.34
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contact angles of 170� and above, while minimizing pinning with a
hysteresis of 3� or less. We compare the behavior of the high-
performance substrate (case 1), with a second one having a reduced
equilibrium contact angle and an increased hysteresis that corresponds
to the configuration of case 4 (see Table II). The advancing and reced-
ing contact angles selected were 164� and 158�, respectively, presenting
a hysteresis of 6�. Our selection is motivated by the minimum possible
contact angle that is needed for this case, considering similar values for
a classical droplet–droplet coalescence and jumping, that would result
in decreased efficiency or even non-jumping. The comparison of the
velocities of the two systems is depicted by the evolution of the kinetic
energy along the vertical z direction, as shown in Fig. 8. A decrease in
that energy is observed for the case with the less superhydrophobic
substrate. Additionally, our analysis includes the total translational
kinetic energy (adding the rotational energy of the particle) and the
oscillating kinetic energy, calculated as the difference between the total
kinetic energy accumulated in the system and the translational kinetic
energy. Even though there is a minimal difference in the oscillational
behavior for the droplet, the translational energy is higher for the high-
performance substrate, while the particle–droplet system jumps from

the surface at an earlier stage (as indicated by an asterisk). These results
suggest that further investigation to obtain the minimum contact angle
for jumping scenarios requires significant effort involving a wide
parameter space, but that it also represents an intriguing topic for
future investigations. The parameter space would also be strongly
influenced by the particle–droplet size ratio as our previous experi-
mental work suggested.35

2. Influence of the degree of particle hydrophilicity

We know that motion in the system is initiated as the droplet
starts spreading on the particle. A decrease in the contact angle with
the particle increases the available wetting area on the particle surface.
To examine this effect, we simulated two additional cases, with
decreased (case 5) and increased (case 6) particle contact angles. From
the analysis of the different kinetic energies in the system (Fig. 9), we
see that for case 5 with the increased contact area, a higher vertical
velocity upon jumping is exhibited. Additionally, a slight delay in

FIG. 8. Influence of the degree of superhydrophobicity of the substrate. We present
the kinetic energies in the system for the benchmark case (case 1) and a less
superhydrophobic substrate (case 4). The vertical, total translational, and the oscil-
lating (K�

tot � K�
tra) energies for the system are normalized by the total released sur-

face energy. The asterisk symbols indicate the moment of jumping.

FIG. 9. Influence of the degree of particle hydrophilicity. We plot the kinetic energies
in the system for the benchmark case (case 1) and those for the varied contact
angles with the particle (cases 5 and 6, where in case 5 we deal with a more hydro-
philic particle). We give the vertical, total translational, and the oscillating energies
for the system normalized by the total released surface energy. Using lower particle
contact angles results in the higher percentage of the released energy that is turned
to vertical momentum. The asterisk symbols indicate the moment of jumping.
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reaction is recorded until the maximum spreading and jumping. The
data, seen also in Table II, suggest that the non-normalized values for
the total kinetic energy increase when the contact angle is reduced.
This is expected due to the greater forces and the available wetting
area. However, for the normalized kinetic energies presented in Fig. 9,
we observe a slight decrease in the total translational (and rotational
for the particle) kinetic energy for heq ¼ 45�. This effect is attributed
to the increase in the available surface energy when the equilibrium
contact angle on the particle decreases. Therefore, the rate of trans-
formed energy into the total kinetic energy decreases when the particle
has a larger contact area with the droplet. We consider this to be the
result of the higher dissipation near the contact line, as both the area
and the contact line increase in size. In contrast, the upward momen-
tum of the system becomes higher, so even if a fraction of the energy is
to be absorbed into the kinetic energy, there is still enough excess sur-
face energy and a greater contact area with the substrate, causing the
particle–droplet system to jump with more energy. We present in
Fig. 10 the increase in the maximum contact area between the particle
and the droplet due to the decreasing contact angles.

3. Influence of the degree of particle surface hysteresis
and of employing a dynamic contact angle model

Next, we investigate the influence of different degrees of hystere-
sis on the particle surface, again focusing on the energy balance for the
system. Emphasis is placed on quantifying the percentage of the energy
that is lost due to dissipation when the droplet is experiencing a higher
degree of hysteresis with the particle. Hysteresis, being defined as the
difference between the angles observed in advancing and receding
motions of the contact line, can be represented in the framework in
two ways. The first one is by prescribing a constant degree of hysteresis
or, alternatively, by varying the exact values of the contact angle
imposed for the two different motions. The second way to estimate the
influence of particle contact angles is by obtaining the effective contact

angle from a dynamic contact-angle model. In our study, we utilize the
Kistler dynamic model,55–57 where the value for the contact angle is
dependent on the contact line velocity. The model requires the advanc-
ing and receding contact angles as an input, as they are observed from
a static experimental configuration. For a setup with a static hysteresis
of 5�, equivalent to the low hysteresis configuration for the benchmark
case (case 1), the effective hysteresis for the simulation that corre-
sponds to case 8 is measured to be 15�. Therefore, the described case
provides a suitable comparison with a setup that imposes a constant
hysteresis of 15� and using the quasi-static model (case 7).

The kinetic energy in the vertical direction is decreased for the
cases with a more pronounced hysteresis, as depicted in Fig. 11.
Furthermore, the total translational kinetic energy in the system has
also decreased, both for the higher hysteresis with the static angles case
and the one with the dynamic contact-angle model. The percentage of

FIG. 10. Contact areas measured on the particle surface obtained by the simula-
tions for cases 1 (the benchmark case), 5 and 6, treating particles with the different
degree of hydrophilicity. Case 5 involves a more hydrophilic particle.

FIG. 11. Influence of the degree of particle surface hysteresis and of using a
dynamic contact-angle model. We plot the different kinetic energies for case 7 (a
higher degree of hysteresis and with the quasi-static representation for contact
angles) and case 8 (using the Kistler dynamic contact-angle model) and compare
with those in the benchmark case (case 1) that uses a quasi-static representation
but with a moderate degree of hysteresis. The vertical, total translational, and the
oscillating energy components for the system are normalized by the total released
surface energy. With a higher degree of hysteresis, the jumping efficiency
decreases and the kinetic energy shows a more pronounced dissipation. The aster-
isk symbols indicate the moment of jumping.
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the decrease is consistent for the two simulations, indicating that hav-
ing a higher hysteresis, mostly due to a greater advancing angle, results
in increased losses in the system after jumping. The jumping in the
non-benchmark cases takes place moments after that in the bench-
mark case (case 1), as indicated by an asterisk in the respective cases.
Case 7 with static hysteresis jumps after the benchmark case, with the
Kistler case 8 detaching slightly afterward. Finally, the energy from the
droplet oscillations appears to have slightly decreased for the dynamic
model case, without affecting the kinetic energy saved in the system,
while the static hysteresis case of 15� turns nearly identical to the
benchmark case (case 1). Our analysis suggests that for the simulations
that aim to more accurately estimate dissipation stemming from the
particle surface hysteresis, precise values are required for the advancing
and receding contact angles. Such values may be recorded in a
dynamic test. For the cases with high effective hysteresis, using a
dynamic contact-angle model can be a better option, especially if exact
values of the angles cannot be provided. In this work, the benchmark
case (case 1) has been designed having a low degree of hysteresis, since
the information on the angles in the experimental tests varied signifi-
cantly. Therefore, the effect of hysteresis is otherwise neglected in fur-
ther investigations.

C. Influence of the droplet and particle physical
properties

We will here investigate again the variation of different energy
components, but this time as a function of changing the droplet and
particle physical properties. We start with the effect of changing the
droplet size and continue the analysis with working with a lighter par-
ticle and having a less viscous liquid phase in the system.

1. Influence of the droplet size

Experiments of Yan et al.35 have shown that different types of
particles required different particle–droplet size ratios to achieve effi-
cient jumping and attain higher jumping velocities. For the stainless
steel particle, we are working with in our simulations, and this ratio is
kr ’ 0:6, with the maximum normalized jumping velocity of 0.09.35

We have chosen to test a larger droplet with the radius of 240lm for
case 2 (from the 120lm radius of the benchmark case 1) and a smaller
with an 85lm radius defining case 3 in our study. Such a change influ-
ences the characteristic capillary-inertial velocity and time scales of the
system. From the process efficiency table (Table II), it is observed that
the normalized jumping velocity for the benchmark case (case 1) is
0.11, with its values being reduced to 0.8 and 0.5 for the larger (case 2)
and the smaller droplet size (case 3), respectively. The kinetic energy in
the z direction, as shown in Fig. 12, demonstrates a notable increase in
the velocity in the early stage of coalescing for the larger droplet case.
We attribute this effect to the stronger capillary forces attracting the
particle toward the droplet with an energy component in the z direc-
tion, as well as due to the particle–droplet size mismatch. Since in case
2, the Laplace pressure decreases, the effect of the attracting force
becomes stronger during the spreading phase. This energy is primarily
transferred to the particle, with the droplet displacing at a later stage.
Additionally, the increased inertia forces are evident from the oscilla-
tory kinetic energy of the system, as the oscillations in the droplet are
not dampened for the duration of the simulation. The total kinetic
energy of the system displays a volatile behavior, with dissimilar time

scales for maximum spreading and jumping. Furthermore, the
particle–droplet system experiences in this case only a slight elevation
and retains a minimal upward velocity. On the other hand, the smaller
droplet (case 3) retains the same trends for jumping as the benchmark
case (case 1), albeit with a significantly reduced jumping velocity. The
oscillations are now dampened earlier due to the higher dissipation
present in that configuration. Notably, the efficiency of the transla-
tional kinetic energy decreases for both the smaller and the larger
droplet, aligning with the experimental findings from Yan et al.35

2. Influence of particle density

The particle density significantly influences the particle response
to the forces acting on it, since the density proportionally changes the
momentum of the particle. We test here the behavior of a lighter parti-
cle with the density of 2530 kg/m3 (case 9), corresponding to the soda-
lime glass particle of the experimental study by Yan et al.35 We keep

FIG. 12. Influence of the variation of the droplet size. We plot the kinetic energies
for the droplet sizes of Rd ¼ 120; 240, and 85 lm, corresponding to cases 1, 2,
and 3, respectively. We show the vertical, total translational, and the oscillating
kinetic energies normalized by the total released surface energy. The largest droplet
attracts the particle differently from the other two droplets and achieves detachment
earlier, but with a lower velocity. The smallest droplet shows a higher dissipation
rate and exhibits less efficient jumping. The moment of jumping in all the cases is
indicated by an asterisk.
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the remaining parameters (contact angles and size) consistent with the
benchmark case (case 1). Figure 13 displays the normalized kinetic
energies of the system. The results suggest that the contact angles and
the droplet size are indeed the primary factors influencing the oscilla-
tions in the droplet. The rationale behind this observation is that we
could not observe significant differences between cases 1 and 9.
However, less total translational energy is observed in the system in
the latter case, clearly due to the decreased mass of the particle. The
main conclusion from these results is that the peak upward velocity for
the particle–droplet system increases significantly, achieving more
than a doubled efficiency for the jumping process compared with the
benchmark case (exceeding 8%, see case 9 in Table II).

3. Influence of viscosity of the liquid phase

Having noted variations in the dissipation with changes in the
droplet size and capillary-inertial scales, we investigated how the
change of the liquid-phase viscosity affects the particle–droplet

coalescence and jumping. We now define case 10 by reducing this vis-
cosity to one tenth of that in the benchmark case (case 1), which corre-
sponds to a decrease in the characteristic Ohnesorge number from
0.0107 to 0.001 07. Although the maximum spreading area remains
constant, oscillations in the contact line persist longer. Figure 14 com-
pares the kinetic energies of the system. As expected, the wave-like
behavior of the translational kinetic energy persists with a higher
amplitude and less energy losses over time compared to those in case
1. This outcome clearly suggests that there is less viscous dissipation in
the later stage of the process, where the droplet detaches from the sub-
strate. The vertical velocity is also increased throughout the simulation,
indicating a minimized viscous dissipation at the particle surface and
near the contact line. Moreover, the higher inertia in the system causes
the energy stored by oscillations from the droplet to remain constant
during the airborne stage of the simulation.

FIG. 13. Influence of the variation of particle density. We plot different components
of the kinetic energy for a soda-lime glass particle (qp ¼ 2530 kg/m3) of case 9 and
compare with those involving a heavy stainless steel particle (qp ¼ 7800 kg/m3) of
case 1. The light particle is propelled by the droplet motion with a higher velocity,
even though less kinetic energy is absorbed by the system. The moment of jumping
is indicated by an asterisk in the respective cases.

FIG. 14. Influence of the liquid-phase viscosity. We plot different components of the
kinetic energy for the simulations with variable liquid-phase viscosities. In the
benchmark case (case 1), the viscosity is ten times higher in comparison with that
of case 10. From the vertical, total translational and oscillating kinetic energies—
normalized by the total released surface energy—we note the relevance of viscosity
for the system behavior after jumping. The jumping velocity remains the same, but
the oscillations in the droplet and the translational kinetic energy are stronger and
more persistent in the low viscosity case. The moment of jumping is indicated by an
asterisk in the respective cases.
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VI. CONCLUSIONS

We have performed a comprehensive multiphase direct numerical
study (using a combined VOF—immersed boundary method) of coales-
cence and subsequent jumping from a superhydrophobic surface of a
particle–single droplet system. Our simulations reveal fundamental
dynamics of all relevant stages of that passive self-cleaning mechanism
for the removal of contaminants from surfaces in both nature and tech-
nological applications: (i) initial spreading of the droplet on the particle
(and development of a liquid bridge), (ii) oscillation of the droplet nor-
mal to the surface and the impact of the liquid bridge to the surface, and
(iii) departure of the particle–droplet system from the surface. A thor-
ough validation demonstrated temporal and spatial convergence of the
developed numerical framework. A fully resolved three-dimensional
simulation was compared with the previously published experimental
images,35 with great agreement in capturing the overall droplet–particle
behavior and good conformity related to the removal of the particle
from the substrate due to the capillary forces acting at the three-phase
contact line. We have implemented a model for the estimation of capil-
lary forces from a continuum perspective59 and introduced our sugges-
tions on how to reduce oscillations of the adhesion forces in a
multiphase direct numerical simulations (DNS) framework.

We have systematically investigated particle-, droplet- and sur-
face wetting, and geometrical properties and their influence on the coa-
lescence and jumping processes. In the chosen parameter space, we
have quantified energy efficiencies and dissipation, information that is
not straightforward to elucidate from experiments. We have shown
that pronounced superhydrophobicity enhances the efficiency of the
jumping process, while the average contact angle at the particle surface
is of great significance for the available energy and the dynamics of the
process. We demonstrate an increase in dissipation when both higher
degrees of hysteresis at the particle surface are present and when the
viscosity of the droplet is increased. The simulations prove that the size
of the droplet is an important parameter, with an increasing dissipa-
tion when the size of the droplet tends to that of the particle.

Our particle properties (wettability, size, and density) are represen-
tative of typical deposits on many outdoor surfaces in nature and indus-
trial applications. The findings of this study thus provide guidelines for
the design of functional surfaces for various technological applications.
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