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A B S T R A C T

This study utilizes state-of-the-art in-situ measurements and advanced three-dimensional simulations to inves-
tigate the operation of a microwave plasma reactor for nitrogen fixation at a high subatmospheric pressure under
various power inputs. It is shown that the system should be treated as a warm plasma due to negligible differ-
ences in vibrational and rotational temperatures and that it is required to account for chemical non-equilibrium.
Complex flow field and significant temperature and concentration gradients are observed, emphasizing the need
for three-dimensional simulations to accurately describe the interactions between mass, heat, and momentum
transport and chemical reactions in non-equilibrium conditions. The innermost plasma regions reach tempera-
tures close to 6000 K, while wall temperatures remain low due to presence of a low-temperature swirling flow
field around the hot core. Analysis reveals that the swirling flow field around the hot core provides intrinsic
partial quenching in regions with large temperature gradients which counteract the return to chemical equi-
librium and enrich the flow surrounding the hot core. The inner flow exhibits a recirculation zone, stagnation
point, and a transition into an increasingly parabolic flow profile closer to the reactor outlet. The agreement
between the numerical modeling and the measurements is strong. In-situ Raman spectroscopy measurements
confirm the calculated temperature field inside the reactor. Thermocouple measurements on the reactor wall are
also in good agreement with the simulation. Additionally, Fourier-transform infrared spectroscopy measure-
ments agree very well with the simulated amount of nitrogen oxide exiting the reactor at different microwave
power inputs. The understanding and modeling capabilities are expected to support the development of future
reactor designs that can facilitate higher yields.

1. Introduction

Extensive research has been devoted to exploring sustainable in-
dustrial solutions for nitrogen fixation (NF). These efforts are driven by
the pressing need to address the rising demand for agricultural fertil-
izers, critical for meeting the food requirements of a growing global
population. Various approaches have been taken by researchers
including the Haber-Bosch (H-B) process, plasma synthesis, biological
and metallocomplex NF. An extensive review of each existing process
and alternative methods for NF along with the associated challenges has
been given by Cherkasov, et al. [1]. Another informative literature re-
view on the energy efficiency and different mechanisms of NO formation
including the famous Zeldovich pathway is provided in [2]. In the field
of plasma NF, the formation of nitrogen oxide (nitric acid) or ammonia is

achieved as the product of the reaction between nitrogen with oxygen or
hydrogen. In this approach, air as the raw material is widely available at
a low cost. A detailed historical review of plasma NF is reported in [3,4].
Different types of plasma reactors were adopted by researchers to study
nitrogen fixation experimentally. This includes various discharge re-
actors such as dielectric barrier, glow, spark, and extending arc
discharge [5–9] and microwave systems [10–13] to examine NOx’s ef-
ficiency and production cost. Saksono, et al. [14] employed the air
plasma electrolysis method to inject air into the plasma zone in a K2SO4
electrolyte solution to produce NF compounds. Fromentin, et al. [15]
studied the effect of adding N2 on carbon dioxide dissociation and the
vibrational kinetics of CO2 and CO under various non-equilibrium
plasma conditions. Majeed, et al. [16] investigated the effect of ther-
mal gas quenching on NF by using a rotating arc plasma. The NOx yield,
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energy cost, and NOx selectivity were achieved for various operating
conditions. Bayer, et al. [17] reported different pathways and timescales
relevant to plasma-assisted N2 and O2 reactions by measuring the con-
sumption of plasma-derived N and the formation of NO in the gas phase
and over Ag catalytic surfaces. Microwave plasma systems have also
been extensively utilized for inactivation and destruction of bacteria and
viruses. A review of the methods of generating reactive oxygen species
through cold atmospheric plasma technique is available in [18]. A study
was done on the role of reactive nitrogen species in bacterial killing by
developing a microwave plasma system with increased sterilization ef-
ficiency [19]. In another work, a microwave plasma system was
employed for the generation of a high amount of gaseous nitric oxide to
prepare nitric oxide-enriched plasma-activated water to investigate the
corresponding effects on coronaviruses [20].

To fully investigate the coupling between the flow, temperature,
species, and turbulence fields inside any reactor type with the associated
chemistry governing the reactions for plasma production, extensive
attention has been paid to the mathematical modeling of such complex
systems. This approach provides an understanding of the interactions
between the underlying physical and chemical phenomena which are
almost impossible to capture experimentally in such rapid dynamic
systems with very small time scales [21–24]. A comprehensive review of
different numerical strategies for plasma modeling such as electron
energy distribution function, Monte-Carlo particle modeling, dynamic
modeling, and fluid model is reported by Van Dijk, et al. [23]. A review
of numerical modeling of plasma gasification is given by Sedej and
Mbonimpa [24] in which the goal is to generate clean energy through a
safe destruction of hazardous waste. Wang, et al. [25] reported a
comprehensive zero-dimension kinetic model for modeling the plasma-
catalytic dry reforming. Wang, et al. [9] proposed a zero-dimension
detailed chemical kinetics model for the synthesis of nitrogen oxide at
atmospheric pressure and compared the results with a pulsed-power
gliding-arc reactor. A numerical study of CO2 conversion using a mi-
crowave plasma model in COMSOL was reported by Ong, et al. [26] at 1
to 3 Torr. Abdollahzadeh, et al. [27] implemented a plasma-fluid model
into a compressible flow solver in OpenFOAM for a low-pressure
dielectric-barrier discharge and reported the spatial and temporal nu-
merical challenges and the need to have extremely small integration
steps. Van Alphen, et al. [7] investigated numerically and experimen-
tally the application of an effusion nozzle for energy-efficient NOx (NO,
NO2) production in a rotating gliding arc plasma reactor. The compu-
tational fluid dynamics (CFD) module in COMSOL was used to solve the
bulk gas flow and heat transfer where chemical kinetics was solved with
a more advanced version of the zero-dimension model ZDplaskin widely
used in literature [28]. A quasi-one-dimensional (1D) method via a
streamline-integration technique was adopted to allow the calculation of
chemical reactions and the NOx yields. However, the chemical species
are not advected by the 3D flow pattern which is needed for a
comprehensive description and analysis of the reactor performance. In
another work, several quenching nozzles were numerically studied using
quasi-1D chemical kinetics to investigate the effects of rapid gas cooling
after the plasma for quenching the CO recombination reactions [29]. A
magnetohydrodynamic numerical analysis of argon plasma gas swirl
was conducted by Perambadur, et al. [30] to investigate the fluid motion
and the contact pattern of the plasma with a secondary gas in Open-
FOAM where no chemistry was involved in the simulations.

As inferred from the literature, some studies have applied zero or
one-dimensional kinetics modeling due to the complexity and number of
chemical reactions used for modeling the plasma reactor. Thus, the
realistic distribution of chemical species, temperature, and residence
time distribution which has great importance from a reaction engi-
neering point of view should be addressed to provide better insight into
the reactor performance. It is worth mentioning that there are some
numerical studies dedicated to fully coupling the flow and energy
transport equations with the electromagnetic field by incorporating the
Maxwell equations. However, the chemistry and the reaction modeling

have been excluded and the working fluid is treated as a single gas
component. Moreover, in some other numerical investigations of the
plasma systems, the continuity and momentum equations are solved for
electrons and ions at Torric pressure levels but not at higher pressure.

In this study, three-dimensional numerical modeling of a microwave
plasma reactor is conducted, and the results are compared with the
experimental data. A mixture of N2 and O2 is imposed at tangential inlets
creating a swirling flow to stabilize the core and protect the reactor
walls. The governing equations for momentum, energy, and species
transport are coupled with five-species chemical kinetics to account for
the chemical non-equilibrium reactions aiming at computing the tem-
perature field and nitric oxide mole fraction distributions inside and at
the outlet of the reactor. Simulations are performed in ANSYS Fluent,
and validation is done with experimental measurements using in-situ
Raman spectroscopy and Fourier-transform infrared spectroscopy
(FTIR).

2. Experimental methodology

The experimental plasma reactor setup and the in-situ Raman spec-
troscopy measurements are described in this section.

2.1. Plasma reactor setup

The plasma reactor consists of a 26 mm internal diameter quartz
glass tube inserted into a WR340 waveguide, powered by a 2.45 GHz 3
kW solid-state microwave power source. We use dried compressed air at
a total flow rate of 20 standard liters per minute (SLM), and reactor
pressure is set to 0.65 Bar, with a fixed plasma power of 400 W. The gas
is fed tangentially into the reactor tube in the so-called “forward vortex
configuration” which is required to stabilize the plasma in the radial
tube center. The NOx concentration is monitored using a Bruker Invenio
R FTIR with anMCT detector with the gas cell maintained at ~ 0.2 Bar to
minimize line broadening and prevent condensation of N2O4. The
plasma rovibrational temperature is monitored using in-situ Raman
spectroscopy, described in the next section. Similar reactors with in-situ
laser scattering are described also in [31,32]. A diagram of the experi-
mental setup is shown in Fig. 1.

2.2. Raman spectroscopy

We use spontaneous Raman spectroscopy to quantify the vibrational
and rotational temperature of N2 within the plasma. The Raman system
uses the 532 nm 2nd harmonic of an injection seeded Nd:YAG laser
(Amplitude Powerlite 9030), with a pulse duration of about 8 ns, and
pulse energies of about 500 mJ at a 30 Hz repetition frequency. The
vertically polarized laser beam is directed along the reactor’s axis and
softly focused using a pair of perpendicular cylindrical lenses with f =
1.75 m to avoid laser-induced breakdowns or non-linear optical effects.
The scattered light from the laser is collected perpendicular to the beam
on the horizontal plane, where it is collimated using a 25.4 mm diam-
eter, f = 100 mm lens. Rayleigh scattering and stray laser light are
suppressed by passing the collimated light through an ultra-steep long-
pass edge filter (Semrock Razor Edge) with > OD6 above 536.4 nm. The
collimated light is focused onto a custom fibre bundle of 19x 200 μm that
leads to a commercial Czerny-Turner spectrometer (Andor Kymera
328i), equipped with an ICCD camera. For these measurements, we use a
grating with 1200 lines/mm, giving a Voigt line shape instrument
function with a full-width at half maximum linewidth of 1.8 cm− 1 for the
Gaussian component and 1.6264 cm− 1 for the Lorentzian component at
about 600 nm, corresponding to the Stokes vibrational Raman feature of
N2 at around 2100 to 2400 cm− 1.

The spectral fitting routine for temperature determination is per-
formed with an in-house Python code. The equations given below are
adapted and follow the nomenclature from [33] with references given
where modifications are made. For fitting the rotational and vibrational

M. Tatar et al.
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temperature from the N2 vibrational Raman spectrum, we need only to
consider only Q branch (ΔJ = 0) transitions of the first vibrational
Stokes branch (Δν = + 1). For Raman scattering, the total energy of a
diatomic molecule can be expressed as the sum of its rotational (Er ) and
vibrational energy (Ev):

E = Er(v, J)+ Ev(v) (1)

where the rotational energy term is a function of the total rotational (J)
and vibrational (v) quantum numbers of the molecule, and is expressed
by:

Er(v, J) = BvJ(J+ 1) − DvJ2(J + 1)2 (2)

where Bν is the rotational constant for a given vibrational state and Dv is
the centrifugal distortion constant. Higher-order terms for centrifugal
distortion are incorporated in our script but do not need to be considered
for the Q-branch vibrational transitions.

The rotational constant is calculated with:

Bv(v) = Be − αe
(

v+
1
2

)

(3)

Be is the rotational constant at equilibrium internuclear separation and
αe is the first-order anharmonicity correction for the rotational constant.
We do not include higher-order terms for the anharmonicity constant.

The first centrifugal distortion constant is given by:

Dv(v) = De − βe

(

v+
1
2

)

(4)

De is the centrifugal distortion constant at equilibrium internuclear
separation and βe is the first-order anharmonicity correction for the
centrifugal distortion constant.

The vibrational energy term is given by:

Ev(v) =
(

v+
1
2

)

we − wexe
(

v+
1
2

)2

(5)

where we is the harmonic vibration wavenumber and wexe is the vibra-
tional anharmonicity constant. The line positions of the Raman transi-
tions are determined by the energy difference between the lower and
upper rovibrational states:

ΔE = É (v, J) − É (́v, J) (6)

For fitting the spectra to determine temperature, it is required only to
know the relative intensities of the spectral lines. In general, the relative
intensities of Stokes Raman transitions are given by:

I∝ν̃4s NiΦ
(
a2, γ2, θ

)
(7)

where ṽs is the frequency of scattered radiation in wavenumbers,
equivalent to ΔE given above,Ni is the population density of the mole-
cules in an initial rovibrational state, and 〈(α)〉2fi is the squared isotropic
average of the transition polarizability.

The population density is assumed to follow a Boltzmann distribu-
tion in both rotational and vibrational populations, an assumption we
have observed to be valid for these experiments. The population density
in a rovibrational state is expressed by:

Ni = Ntot
gν

Qv
gngr
Qr

exp

⎡

⎣ −
hc
kb

⎛

⎝Ẽv
Tv

+
Ẽr
Tr

⎞

⎠

⎤

⎦ (8)

Several terms are constant for all Raman transitions and can therefore be
neglected in the calculation of relative intensities. These constant terms
are as follows: Ntot is the gas density determined by the ideal gas law, Qv
and Qr are the vibrational and rotational partition functions. The
vibrational degeneracy gv for a diatomic molecule is 1, whilst the rota-
tional degeneracy is given by gr = 2J + 1, and nuclear spin degeneracy
for N2 alternates for odd and even values of J and, h, c, and kb are the
Planck constant, speed of light, and Boltzmann constant, respectively. Ẽv
and Ẽr are the lower state vibrational and rotational energies, expressed
in wavenumbers. Likewise, Tv and Tr are the vibrational and rotational
temperatures.

The function Φ
(
a2, γ2, θ

)
is obtained from the squared isotropic

average of the transition polarizability tensor, 〈(α)〉2fi, for a
Δν =+1,ΔJ = 0 transition including both the perpendicular and par-
allel components of the scattered radiation. This is given by:

Φ
(
a2, γ2, θ

)
= (aʹ)2Fa(J) +

7
45
bJ,J(γʹ)2Fγ(J) (9)

The mean and anisotropic invariants of the derived polarizability tensor
are expressed by á and γʹ. Fa(J) and Fγ(J) are the Herman-Wallis factors,
which compensate for vibration–rotation coupling. For both the polar-
isabilities and the Herman-Wallis factors, we use the method and con-
stants given by Buldakov, et al. [34]. Note that the scaling of intensities
with v by a factor (ν+1) is incorporated in the polarizability term. The
terms bJ,J are the Placzek-Teller coefficients, which for the Q-branch
(ΔJ = 0) are given by:

bJ,J =
J(J + 1)

(2J − 1)(2J + 3}
(10)

The spectroscopic constants used in the calculation of the N2 Raman
spectrum are given in Table 1.

Experimental results show no significant influence of vibrational
excitation at any of the 24 positions measured within the plasma reactor
as shown in Fig. 2.

Fig. 1. Reactor setup and laser alignment for in-situ Raman spectroscopy.

M. Tatar et al.
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3. Numerical modeling methodology

3.1. Flow and energy governing equations

Flows characterized by low Reynolds number imply laminar flow
conditions for which the continuity equation of the mixture is given by
Eq. (11):

∂ρ
∂t +∇⋅

(
ρV→
)
= 0 (11)

The conservation of each chemical species is governed by the associated
transport equation given by Eq. (12):

∂(ρmi)

∂t +∇⋅
(

ρV→mi

)
+ ∇⋅ J→i = Ri (12)

The momentum of the mixture gas is described by the Navier-Stokes
equations given by (13):

∂
(

ρV→
)

∂t +∇⋅
(

ρV→V→
)
+ ∇p = ∇⋅τ (13)

Here τ is the tensor of shear stress imposed on fluid element computed by
Eq. (14):

τ = μ
[(

∇V→+∇V→
T)

−
2
3
∇⋅ V→I

]

(14)

The total energy of a fluid volume is described by Eq. (15):

∂(ρE)
∂t +∇⋅

(
V→(ρE+ p)

)
= ∇⋅

[

λ∇T −
∑

i
hi J
→

i +
(

τ⋅V→
)
]

(15)

In Eq. (15), E denotes the general formulation for the sum of enthalpy,
static and kinetic energy of the fluid element given by Eq. (16):

E = h −
p
ρ +

⃒
⃒
⃒V
→
⃒
⃒
⃒
2

2
(16)

In Eq. (16), the total enthalpy of the mixture, h, is the weighted-averaged
of each chemical species enthalpy calculated by Eq. (17):

h =
∑

mj hj (17)

Here hj is the sensible enthalpy of species and is part of the enthalpy that
includes only changes due to specific heat, computed by Eq. (18):

hj =
∫ T

Tref
Cp,jdT+ h0j (18)

3.2. Chemical non-equilibrium reaction modeling

To compute the source term in Eq. (12) for each species, the laminar
finite-rate model was adopted using the Arrhenius expressions which
ignore the effects of turbulence on the chemistry rates and is valid for all
laminar flows and those turbulent ones where the interaction is negli-
gible. Reactions were considered as non-equilibrium reversible formu-
lation where the forward rate constant for reaction r is computed by Eq.
(19):

kf ,r = Ar Tβr exp
[

−

(

Er/RT

)]

(19)

In Eq. (19) Ar, βr and Er are the pre-exponential factor, temperature
exponent, and activation energy of each reaction, respectively and R is
the universal gas constant. The backward rate constant is calculated by
Eq. (20):

kb,r =
kf ,r
Kr

(20)

Kr is the equilibrium constant for each reaction and is computed as a
function of Gibbs free energy.

A five-species air model (N2, O2, NO, N, O) proposed by Park [39]
was used to model the chemistry in this study, shown in Table 2 where
Mmol represents N2, O2, and NO molecules and Matom denotes N and O

Table 1
Spectroscopic data used for fitting the Raman spectrum of N2.

Constant Value Reference

we 2358.62 cm− 1

[35]
wexe 14.3444 cm− 1

[35,36]
Be 1.99829 cm− 1

[35,37]
αe 1.74130 × 10− 2 cm− 1

[35,37]
De 5.49723 × 10− 6 cm− 1

[35]
βe − 7.67491 × 10− 8 cm− 1

[35]
gn(Odd J) 3

[38]
gn(Even J) 6

[38]

Fig. 2. Summary of temperature measurements within the plasma reactor.

M. Tatar et al.
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atoms. Due to the level of operating pressure in this work, the vibra-
tional and rotational temperatures of the gas are very close to each
other. Thus, the use of such a chemical kinetic scheme is valid.

3.3. Transport properties

All transport properties of individual species are computed based on
kinetic theory. The fluid viscosity of each chemical species is defined in
Eq. (21):

μi = 2.67× 10− 6
̅̅̅̅̅̅̅̅̅
MiT

√

σ2i Ωμi
(21)

where Mi is the molar weight of each species and σi and Ωμi are the
corresponding Lennard-Jones parameter and the diffusion collision in-
tegral.

The thermal conductivity of each species is computed by Eq. (22):

λi =
15
4

R
Mi

μi
[
4
15

CpiMi

R
+
1
3

]

(22)

where μi and Cpi are the viscosity and specific heat of the chemical
species.

The binary mass diffusion coefficient is calculated using Eq. (23):

Dij = 0.00188

[

T3
(

1
Mi
+ 1

Mj

)]0.5

pabsσ2ijΩDij
(23)

where pabs is the absolute pressure of the fluid element, and the associ-
ated kinetic theory parameters were exploited from [40].

The mass diffusion coefficient of species i in the mixture is then
calculated following Eq. (24):

Dim =
1 − Xi

∑
j
(
Xj
/
Dij
) (24)

where Xi is the mole fraction of species i.
A mixing law formulation is utilized for the computation of the

mixture viscosity as in Eq. (25):

μ =
∑

i

Xiμi∑
jXjϕij

(25)

where the function ϕij is defined by Eq. (26):

ϕij =

⎡

⎣1+

(

μi
μj

)0.5(
Mw,j
Mw,i

)0.25
⎤

⎦

2

[

8
(

1+
Mw,i
Mw,j

)]0.5 (26)

The same formulation was used for the thermal conductivity of the
mixture given by Eq. (27):

λ =
∑

i

Xiλi
∑

jXjϕij
(27)

3.4. Thermodynamic model

This study treats the flow as a warm plasma, based on the Raman
spectroscopy results that showed no evidence of vibrational–rotational
non-equilibrium. Therefore, the assumption of one distinguished tem-
perature in the numerical domain was made. In this approach, the
thermal relaxation time is much smaller than the characteristic time of
fluid motion. This is a valid assumption for operating pressure levels in
the order of high subatmospheric and atmospheric conditions where the
vibrational and translation-rotation temperature levels are almost the
same. An assessment of the vibrational non-equilibrium relaxation time
in N2 is done by Van de Steeg, et al. [32]. The ideal gas law is used for
each species as defined by Eq. (28):

pi = ρiRiT (28)

where the total pressure is computed given by Eq. (29):

p =
∑

i
pi (29)

The specific heat of each species is defined as a polynomial function of
temperature [41] and a mass fraction-averaged relation is used for
computation of the mixture specific heat given by:

Cp =
∑

i
XiCpi (30)

3.5. Boundary condition and numerical scheme

The boundaries of the plasma reactor are influenced by radiative and
convective heat losses. The model balances the convective heat flux on
the inside with the conductive heat flux through the reactor wall, and
the external heat losses due to convection and radiation under steady-
state operation. The local outer reactor wall temperature is used to
determine the local heat transfer coefficient for free convection, using
classical Nusselt number correlation [42], and to calculate the local
radiative heat loss. The model is closed by specifying the reactor wall
thickness, wall thermal conductivity, and wall emissivity. In this way,
local heat losses are obtained on all exterior nodes on the reactor
boundary.

Solving a fully coupled model based on the fluid dynamic and elec-
tromagnetic governing equations is not feasible at high pressures even
on the largest computer clusters for the foreseeable future. Hence, the
shape and size of the microwave heat source were obtained by analyzing
auto-exposed images of the reactor core and relating the local light in-
tensity with the local ionization. The auto-exposed images contain in-
formation about the size and shape of the ionized region, particularly the
blue channel shows a well-defined boundary as shown in Fig. 3. The heat
source was defined as homogenous power absorption per unit volume
within the region defined by the boundary. This region corresponds to a
maximum radius of 2.4 mm, which means that one of the measurement
lines used for validation falls within the boundary while the other
measurement lines are located between the core and the reactor wall,
thereby covering the critical region for validating the temperature
profile inside the reactor.

Numerical strategies were investigated to allow converged simula-
tions and optimize the computational time. It was found that a coupled
solver is required to solve the couple set of partial differential equations,
due to the strong interaction between the flow, temperature, and species
fields. In addition, the CFD solver gained from ramping up the micro-
wave power source and the Courant number during iterations to reach
steady state condition.

Table 2
Chemical reactions used in the CFD simulation.

Reactions
Ar
(
cm3

mole.s

) β Er/R

N2 + M↔N + N + M M=Mmol:7.0× 1021 − 1.6 113200
M=Matom: 3.0× 1022 − 1.6

O2 + M↔O + O + M M=Mmol:2.0× 1021 − 1.5 59500
M=Matom:1.0× 1022 − 1.5

NO + M↔N + O + M M=Mmol:5.0× 1015 0.0 75500
M=Matom: 1.1× 1017 0.0

N2 + O↔NO + N 6.4× 1017 − 1.0 38400
NO + O↔O2 + N 8.4× 1012 0.0 19450

M. Tatar et al.
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3.6. Analysis of mesh independence

Following best practices in CFD modeling, the mesh was refined in
bulk and in the regions with large gradients of the solution variables to

ensure mesh-independent results [43]. Mesh independence was ach-
ieved at 6.2 million cells by using gradient adaptation on the species,
velocity, and temperature fields. Results from the mesh independence
analysis are shown in Fig. 4 and summarized in Table 3. Here the

Fig. 3. Microwave air plasma discharge superposed by iso-lines of light intensity.

Fig. 4. Mesh independence analysis. Temperature profiles at different distances from the reactor core a.) y = 0 [mm], b.) y = 3 [mm], and c.) y = 6 [mm].

M. Tatar et al.
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reported mole fraction is calculated using the mass flow weighted
average at the rector outlet defined by Eq. (32). All simulation results in
the subsequent sections are based on the mesh-independent model.

4. Results, validation and discussion

4.1. Flow field analysis

Investigation of the three-dimensional flow field shows distinctive
characteristics within the reactor, distinguishing it from the flow pat-
terns observed in conventional tubular reactors. These notable features
include the occurrence of reverse flow in the initial segment of the
reactor, the establishment of a stagnation point along the axial direction
at approximately one-fourth of the distance from the inlet, and the
presence of regions featuring accelerated flow, which later transitions
into an increasingly parabolic flow profile closer to the reactor outlet as
depicted in Fig. 5. Compared to the characteristic parabolic flow profile
for a fully developed laminar pipe flow, the profile at the reactor outlet is
slightly more flattened since the viscous momentum transport has
limited time to act before the gas exits the reactor. Result shows that the
ratio Vmax/Vmean = 1.846 at the reactor outlet which corresponds to
92.3 % recovery of the value for a fully developed laminar pipe flow for
which Vmax/Vmean = 2. For the sake of clarity, Fig. 5 shows the flow
profiles at four specified lines downstream of the reactor instead of
displaying all vectors, and the aspect ratio in the plot is adapted to
improve the clarity of the flow details.

The reverse flow and the establishment of a stagnation point, as
illustrated in Fig. 5a (Line1 and Line2, respectively), are explained by
the synergistic impact of the pressure field and the gas expansion
resulting from the heating of the gas by the plasma and the

corresponding molar change due to gas dissociation which occurs at
sufficiently high temperature. The static pressure field distribution
relative to the operating pressure is shown in Fig. 6.

Since gas expansion occurs in all directions the gas can flow back-
ward towards the inlet in the upstream section of the reactor. In contrast,
in the downstream section of the reactor the gas expansion acts in the
same direction as the bulk flow and leads to an accelerated flow in the
core towards the reactor outlet as shown in Fig. 5a (Line3). Simulta-
neously viscous momentum transfer continuously acts on all fluid ele-
ments in the reactor to revert the flow profile towards the classical flow
profile in tubular reactors, as evident from the flow profile that is
established in Fig. 5a (Line4).

As expected, the swirling flow is established directly at the inlet due
to the tangentially placed gas inlets, which is illustrated by streamlines
colored by the velocity magnitude in Fig. 5b. Clearly the swirling flow,
although moderately weakened, survives throughout the reactor which
allows the tangential cold flow to surround the hot core. Weakening of
the swirling flow is expected since the gas viscosity increases at higher
temperatures and the no-slip condition acts at the reactor wall. The
centrifugal force keeps the cold gas flowing along the walls and the hot
core in the center, which prevents the reactor wall from overheating
although the core reaches a very high temperature.

Considering the complexity of the flow it is of interest to analyze the
residence time distribution (RTD) to understand the overall effect of
hydrodynamic dispersion in the reactor. The combined effect of the
different flow features is characterized by a numerical step response
analysis of an inert tracer at the inlet and a measure at the reactor outlet.
This allows the RTD to be calculated by differentiating the normalized
outlet step response signal using Eq. (31):

E(t) =
d
dt

[
Cout(t)
C0

]

step
(31)

The resulting RTD curve, calculated by Eq. (31), characterizes the
overall effect of hydrodynamic dispersion within the reactor and is
shown in Fig. 7. From this, it is concluded that the mean residence time
in the reactor equalst =

∫∞
0 tE(t)dt = 0.116 s. As evident from the

variance and skewness of the RTD, the hydrodynamics inside the reactor

Table 3
Summary of the mesh independence analysis.

Mesh 1 Mesh2 Mesh3

Cells 579,147 6,245,968 7,450,557
Maximum temperature 5943 5972 5972
Mole fraction NO (%) 0.755 0.743 0.743

Fig. 5. a.) Velocity component, Vx, illustrating the characteristic flow features at four different cross-sectional lines, b.) Velocity streamlines colored by the velocity
magnitude, both figures have the unit [m/s].
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is far from an ideal flow.
Considering the significant hydrodynamic dispersion and the large

radial temperature gradients inside the reactor (as discussed in the next
section), it seems not possible to formulate a simplified reactor model. A
one-dimensional tubular reactor model with dispersion is not considered
as an alternative modeling approach. Instead, the coupling between
transport phenomena and chemical reactions must be accounted for by
using a three three-dimensional model to provide reliable results.

4.2. Temperature and species distribution

Validation of the temperature profile throughout the reactor by use
of in-situ Raman spectroscopy shows a good agreement with simula-
tions. The axial temperature profiles, defined by discrete measurement
points on the symmetry axis and at distances 3 mm and 6mm away from
the symmetry axis, are shown in Fig. 8. The highest temperature exists in
the core as expected and reaches close to 6000 K. Fig. 9 shows a cross-
section contour plot of the temperature distribution throughout the
reactor. Notably, there are no large gradients within the core where the
temperature is between 5000 to 6000 K, but significant radial and axial
temperature gradients are found outside this region. Due to the back-
ward flow in the upstream region of the reactor (discussed in the pre-
vious section), a region with moderate temperature develops in the
reactor due to the convective transport of gas that occurs along the
center but in the opposite direction compared to the outer flow which
flows towards the outlet.

In addition, results from the wall temperature measurement are
included in Fig. 8, to provide an overview of the large temperature range
that exists inside the domain. Although the reactor wall temperature
increases slightly in the axial direction the wall temperature remains low
in general and poses no problem to maintain the integrity of the reactor
wall. Given the broad range of temperature variations within the system,
the simulations are deemed to offer highly accurate predictions.

The radial temperature gradient, in particular, plays a crucial role in
explaining the reactor’s functions. Both experiments and simulations
consistently show that temperature gradients of up to 700 K per milli-
meter are established during steady operation in the outer part of the
core, as shown in Fig. 9. Resolving the sharp gradient is crucial for a
model to accurately represent the reactor’s functionalities, as it is closely
related to the net formation of species. This is further discussed in the
next section.

The species distribution inside the reactor develops as an effect of the
flow field, temperature field, and local chemical reactions. Simulations
reveal that the reactor includes regions that are dominated by forward
chemical reactions, while other regions are dominated by backward
chemical reactions. As a result, the variation in the molar fraction
throughout the reactor becomes significant. Fig. 10 shows a cross-
section contour plot of the species distribution from which is readily
seen that a local minimum is formed in the core. This is expected due to
the instability of the bond in the NO molecule at the highest tempera-
ture. It is also clear that the model predicts a maximum molar fraction
equal to 4.56 % at 3500 K, which is close to the equilibrium composition
calculated by the minimization of Gibbs free energy which equals 4.88
% for gas mixtures of 21 % O2 and 79 % N2 at this temperature and
pressure of 0.65 bar. The temperature in the middle of the hot core
exceeds by far the optimal temperature and the composition is reduced
to 0.69 %mole. This is also consistent with Gibbs free energy calculation
which yields an equilibrium composition of 0.68 % mole at 5900 K and
0.65 bar.

The net NO formation exiting the reactor is characterized by the mass
flow weighted average that is calculated by accounting for the local
molar fraction, y, density, ρ, and flow field distribution, V→, at the reactor
outlet, i.e. mixed-cup average, defined by Eq. (32). This allows direct
comparison between the CFD simulations and the FTIR measurement.

Fig. 6. Static pressure distribution relative to operating pressure.

Fig. 7. Residence time distribution, E(t), obtained from a numerical
step analysis.

Fig. 8. Validation of gas and wall temperatures at different axial and radial
locations inside the reactor.
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y =

∫
yρ
⃒
⃒
⃒V
→⋅dA→

⃒
⃒
⃒

∫
ρ
⃒
⃒
⃒V
→⋅dA→

⃒
⃒
⃒

(32)

Results are summarized in Table 4, which confirms good agreement
between simulations and experiments.

A comparison between CFD simulations and experiments for a range
of different power inputs, 200 to 700 W, provides additional evidence
that the model accurately predicts nitrogen fixation. Overall, the results
agree very well and show a clear linear correlation between power input
and NOx concentration as summarized in Fig. 11.

4.3. Chemical reactions and intrinsic quenching

Analysis of the simulation results reveals that regions dominated by
forward and backward reactions are largely localized in the middle of
the reactor. Nitrogen fixation occurs primarily in a hollow ellipsoidal
region as shown in Fig. 12. While high temperatures are favorable
condition to form nitrogen oxides, the center part of the hot core region
provides conditions where the molecular bonds are not sufficiently
strong to keep the molecules together, which leads to net destruction.
The region dominated by backward reactions is identified as the red
region in Fig. 12. Conversely, the reactor provides favorable conditions
in a hollow ellipsoidal region (blue region), as shown in Fig. 12. By a
gradient-driven transport, emanating from high-concentration regions,
species are transported outwards towards the surrounding flow thereby

enriching the bulk concentration.
A clearer view of the regions having net formation and net destruc-

tion is obtained by separating the positive and negative values, as shown
in Fig. 13a and b, respectively.

Simulation shows that the outward-directed species transport occurs
via a region having a large temperature gradient which allows the
preservation of a significant portion of the nitrogen oxide. The tem-
perature gradient in this region is observed to be close to 700 K per

Fig. 9. Temperature distribution in a cross-sectional plane in the middle of the reactor.

Fig. 10. NO mole fraction distribution in a cross-sectional plane in the middle of the reactor.

Table 4
Comparison between simulation and experimental results at 400W power input.

Experiment Simulation

Power input (absorbed) 400 400.9
Mole fraction NO (%) 0.740 0.743

Fig. 11. Comparison between measured and simulated NOx concentration at
the reactor outlet as a function of the power input.
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millimeter. In other words, the temperature field works to preserve the
species by intrinsic quenching. Alternative reactor designs allowing
steeper temperature gradients have the potential to enhance the effi-
ciency of the intrinsic quenching further and thereby to allow higher
yield.

5. Conclusions

This study combines state-of-the-art in-situ measurements and
advanced 3D simulations to diagnose and understand the operation of a
plasma reactor at high subatmospheric pressure under various power

Fig. 12. Net NO formation rate in a cross-sectional plane in the middle of the reactor.

Fig. 13. Regions with a.) net NO formation, and b.) net NO destruction.
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inputs. Overall, calculations and measurements agree very well,
including temperature profiles inside the reactor, wall temperatures,
and reactor yield at different power inputs. Results show that the reactor
can be described as a warm plasma based on the negligible differences
observed in vibrational and rotational temperatures. Additionally, a
complex flow field and significant temperature and concentration gra-
dients within the reactor were identified. These findings underscore the
necessity of using 3D simulations to accurately describe the interplay
between mass, heat, and momentum transport and the chemical re-
actions occurring in non-equilibrium conditions. The flow field is
characterized by an outer rotating region with a low temperature, which
stabilizes the plasma core through centrifugal forces acting on the fluid
due to substantial density variations across the cross-section, while
efficiently cooling the reactor walls. The innermost region of the plasma
reaches a temperature close to 6000 K, yet low reactor wall tempera-
tures are maintained, consistent with the measurements. The inner part
of the flow features a recirculation zone, a stagnation point, and a
gradual return to a parabolic flow profile closer to the reactor outlet.
Regions dominated by reactant decomposition and product formation
occur at the expected temperature levels. Local concentrations at high
temperatures match those predicted by equilibrium calculations at
respective temperatures, peaking in the reactor center as anticipated.
Meanwhile, substantial radial temperature gradients partially freeze the
concentrations, preventing a return to equilibrium at lower tempera-
tures through continuous gradient-driven transport of molecules
perpendicular to the main flow direction. Collaboration between groups
specializing in plasma physics and reaction engineering calculations
proves advantageous, yielding new insights into the coupling between
transport phenomena and chemical non-equilibrium reactions in a
complex 3D flow field. Validated 3D simulations from this study open
possibilities for exploring alternative and improved reactor designs with
higher yields through modeling, potentially increasing interest in
plasma technology as part of the electrification of chemical processes.
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